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Abstract

The Thesis touches two main aspects, one is the proposal of new classifier ar-
chitectures, and the other is their application to image analysis. From the point of
view of proposing new classification architectures, this Thesis has two main contri-
butions, one is an innovative ensemble of classifiers based on randomized archiec-
tures, such as Extreme Learning Machines (ELM) and Random Forest (RF), called
Hybrid Extreme Rotation Forest (HERF), and its enhance Anticipative HERF (AHERF)
which carries a model selection based on predictions of individual classifier achi-
tecture performance on the dataset at hand. Formal rationale for the AHERF model
selection is provided. Moreover, we provided a formal proof of the convergence
of ensembles of ELM regressors which improves its usability and reproducibility
of results. On the application versant, we have dealt with two main types of im-
ages: hyperspectral images from remote sensing, and medical images from specific
blood vessel related patologies, and the Alzheimer’s Disease diagnosis. In all cases
the main tool has been the ensembles of classifiers, and specific Active Learning
strategies based on ensembles of classifiers. The specific blood vessel segmenta-
tion problems are the segmentation of Aortic Abdominal Aneurysm trombus in 3D
Computerized Tomography Angiograms, and retinal image blood vessel segmenta-
tion. Results achieved both in terms of classification performance and time savings
for the human interactive segmentation allow to recommend such approaches for
the clinical practice.
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Chapter 1

Introduction

This chapter provides a general introduction to this Thesis. In a very broad sum-
mary, the Thesis main axis are some contributions to the field of classification
methods, and their application to image processing. Section 1.1 gives introductory
comments, motivation and an overview of the Thesis contents. Section 1.2 lists the
contributions of the Thesis; Section 1.3 enumerates the publications obtained as a
result of the research associated with this Thesis studies. Lastly, Section 1.4 details
the chapters structure.

1.1 Introductory comments and motivation

Overall, the Thesis deals with innovative classification algorithms and their appli-
cation in two image processing domains, those of medical image and hyperspectral
images. In this section we present introductory views of the topics covered in the
Thesis, including the presentation of the applications tackled with the proposed
computational methods. We start with introducing and motivating the ensemble
classifiers, a hot topic in the Machine Learning literature, where we have realized
the core of the computational contributions in the Thesis. Then we introduce Active
Learning, which we have extensively used for the design of medical image segmen-
tation algorithms. The last three subsections introduce the application domains,
namely Alzheimer’s Disease computer aided diagnosis, blood vessel segmentation
in computerized tomography and retinal images, and hyperspectral image analysis.

1.1.1 Ensembles of classifiers

The idea of ensembles of classifiers was proposed by Hansen and Salamon [69]
in the context of Artificial Neural Network learning. Their work showed that an
ensemble of neural networks with a plurality consensus scheme can be expected
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2 CHAPTER 1. INTRODUCTION

to improve over a single neural network performance. In general, ensembles of
classifiers aim to obtain improved classification results by the combination of weak
and diversified classifiers [137, 183]. Early propositions of ensembles of classifiers
consisted of a homogeneous collection of individual classifiers. For instance, the
Random Forest [17, 18] combine, by majority voting, the outputs of a collection of
Decision Trees (DT), each built from bootstrapped training data on random variable
selections. Other examples are the ensembles of Support Vector Machines (SVM)
[99], and sequential selection approaches [168].

We have considered specially ensembles of Extreme Learning Machines (ELM)
[80] and their ensemble constructs. The ELMs have a great appeal because they
posses very quick learning, however they lack stability, i.e. repeated instances of
training may provide wide different performance results. Ensembles have been
proven to achieve such stability by a direct application of the law of large num-
bers. For instance, Voting ELM (V-ELM) [24] is a direct composition by majority
voting of the outputs a collection of independently trained ELMs. This straightfor-
ward ensemble approach has been shown to enhance the stability of ELM results,
by approaching the limit perfect classification performance when the number of
training samples grows sufficiently. The Ensemble of Online Sequential ELMs
(EOS-ELM) [102] aims to improve stability and reproducibility of results of the
single OS-ELM classifier. The approach has also been applied to regression prob-
lems, combining the output of the individual OS-ELM regressors by averaging
them. The addition of a forgetting mechanism in [196] improves the EOS-ELM
performance in problem domains where data lifetime is limited, such as happens in
financial market applications, and similar prediction tasks. The EOS-ELM discards
outdated data samples in the training process by a filtering process that weights the
prediction value of each datum. The Multiple ELM (MELM) approach [114] com-
bine specific sampling and feature selection methods with an ensemble of ELMs
to improve prediction in highly imbalanced datasets. The process of the data starts
with the SMOTE algorithm in order to correct dataset imbalance. Then feature
selection is performed on the basis of information gain. The MELM is trained on
the dataset to play the role of knowledge repository for the last element of the ar-
chitecture, which is a DT trained on the MELM outputs. The DT is used as a set
of rules allowing interpretation of the system reasoning.

The emphasis on diversification follows from the expectation that classifiers
with quite different fields of expertise may have a synergistic effect on the whole
to improve classification performance. Approaches to obtain diversification in-
clude data preprocessing by randomized rotation matrices, as in Rotation Forests
[146], or supervised projections [60]. Another way to obtain diversification is to
build heterogeneous ensembles, where individual classifiers are trained with differ-
ent approaches, so that intrinsic sensitivity of the models to data distribution may
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be exploited to get classifier diversity. In this line of work, the Thesis includes the
proposition of Hybrid Extreme Rotation Forest (HERF) [10], which is an heteroge-
nous ensemble of ELMs and DTs over a randomized rotation of the bootstrapped
training data as done by the Rotation Forest. The approach is able to profit from
the best adapted method, DT or ELM, to the problem at hand, improving homoge-
neous ensembles in a series of benchmarking experiments. HERF has been shown
to be successful in remote sensing and medical image segmentation [8]. However,
the determination of the composition of the ensemble is very restricted, lacking
flexibility. Therefore, we have proposed an improvement that carries model selec-
tion by trying to predict the individual model performances on the data, which we
have called Anticipative HERF (AHERF).

1.1.2 Active Learning

Building a supervised classifier consists in learning a mapping of data features into
a set of classes given a labeled training set. In many real life situations, obtaining
the training data is costly, time consuming and error prone. This makes the con-
struction of the training set a cumbersome task requiring extensive manual analysis
of the image. This is typically done by visual inspection of the images and labeling
of each sample pixel. Consequently, the training set is highly redundant and train-
ing phase of the model is significantly slowed down. Besides, noisy pixels may
interfere the class statistics, which may lead to poor classification performances
and/or overfitting. Therefore a desirable training set must be constructed in a smart
way, meaning it must represent correctly the class boundaries by sampling dis-
criminative pixels. Generalization is the ability of providing correct class labels to
previously unseen data. Active learning tries to exploit the interaction with a user
that provides the labels for selected training set samples, with the aim of obtaining
the most accurate classification using the smallest possible training set. Samples
are optimally selected for inclusion, ensuring that they will provide the greatest
increase in accuracy [155]. To this end, the incremental data selection uses a clas-
sification uncertainty criterium that does not require actual knowledge of the data
sample label, thus there is no circularity in the analysis. Besides economy of com-
putation and data labeling, Active Learning assumes that the underlying data statis-
tics are non stationary, so that the classifier built at one time instant for a subject
data will not be optimal later on. In this Thesis, we have applied Active Learn-
ing for medical image analysis, specifically blood vessels segmentation in the CT
images of Abdominal Aortic Aneurysm and retinal images.
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1.1.3 Alzheimer’s Disease

Alzheimer’s Disease (AD) is one of the most important causes of disability in the
elderly and with the increasing proportion of elderly in many country populations,
the number of dementia patients will rise also. Due to the socioeconomic impor-
tance of the disease in occidental countries there is a strong international effort
focus in AD. In the early stages of AD brain atrophy may be subtle and spatially
distributed over many brain regions, including the entorhinal cortex, the hippocam-
pus, lateral and inferior temporal structures, as well as the anterior and posterior
cingulate. There are many computational algorithms design efforts trying to find
image biomarkers that may be used for the non-invasive diagnosis of AD and other
neurodegenerative diseases. The main emphasis of our works is to obtain the lo-
calization of the most discriminative regions, hence we preserve the anatomical
localization of the features used for classification. We report in this Thesis an appli-
cation of ensembles of classifiers over specific features extracted from anatomical
MRI.

1.1.4 Blood vessel segmentation

Segmentation of blood vessels [12, 119, 107] is one of the essential medical com-
puting tools for clinical assessment of vascular diseases, partitioning the image
into non-overlapping vascular and background regions. Based on the partitioning
results, surfaces of vasculatures can be extracted, modeled, manipulated, measured
and visualized. These are very useful and play important roles for the endovascu-
lar treatments of vascular diseases. Vascular diseases are one of the major sources
of morbidity and mortality worldwide. Therefore, developing reliable and robust
image segmentation methods for angiographyis a priority in many research groups.
Image segmentation in angiography poses strong challenges. For example, blood
vessels can contain low or turbulent flow. This can lead to low signal-to-noise
(SNR) ratio in the angiograms. The conventional segmentation methods based on
image intensity alone may then fail when there is a significant signal drop in the
vascular region. Furthermore, intensity spatial inhomogeneity often violates the
assumption that intensity is a piecewise constant function in the spatial domain
common in many segmentation processes. Finally, the intensity contrast between
vessel and background regions, or inside vessel regions can vary from region to
region. Therefore, the local intensity statistics in the vessel and background re-
gions may not be reliable, or the intensity gradient magnitude may not be large
enough on the vessel boundary for the conventional image segmentation methods.
In this Thesis we apply an Active Learning approach to train ensemble classifiers
on spatial feature to discriminate blood vessels.
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1.1.4.1 Abdominal Aortic Aneurysm (AAA)

One of the applications worked upon in this Thesis is the segmentation of Abdomi-
nal Aortic Aneurysm (AAA) images obtained with 3D Computerized Tomography
Angiography (CTA). The AAA is a local dilation of the Aorta that occurs between
the renal and iliac arteries. The weakening of the aortic wall leads to its deforma-
tion and the generation of a thrombus. Generally, an AAA is diagnosed when the
minimum anterioposterior diameter of the aorta reaches 3.0 cm [72]. The majority
of aortic aneurysms are asymptomatic and without complications. Aneurysms that
cause symptoms have a higher risk of rupture. Abdominal pain or back pain are
the two main clinical features suggestive of either the recent expansion or leakage.
The complications are often life threatening and can occur in a short space of time.
Therefore, the challenge is to diagnose before the onset of symptoms. Asymp-
tomatic aneurysms are often detected incidentally[95]. The statements about the
natural course of the disease and the risk of rupture are mainly based on the re-
sults of the randomized observational studies that compared immediate repair with
surveillance for small AAA[106]. The evidence report prepared for the Agency
for Healthcare Research and Quality (AHRQ) analyzed these and further observa-
tional studies [180]. They came to the conclusion that the annual risk of rupture is
1% or lower for AAA less than 5.5 cm. The 1-year risk of rupture increases with
aneurysm size and may exceed 10% in individuals with AAA > 6 cm. For AAA
that attain a size of > 8 cm, the risk may exceed 25 % at 6 months. Female sex,
higher mean arterial blood pressure, current smoking, and poor lung function in-
crease the risk of aneurysm rupture in addition to the size of initial AAA diameter.
CTA allows minimally invasive visualization of the Aorta’s lumen, thrombus and
calcifications. The segmentation of the AAA thrombus is a challenging task due
to the low thrombus signal contrast, great shape variability, both intra and inter-
subjects, and little availability of prior information.

1.1.4.2 Retinal Images

Ocular fundus image assessment is a diagnostic tool of vascular and non vascular
pathology. Retinal vasculature inspection may reveal hypertension, diabetes, arte-
riosclerosis, cardiovascular disease and stroke. The major challenges for the retinal
vessel segmentation are: (1) the presence of lesions which may be misdetected as
blood vessels; (2) low contrast around thinner vessels, (3) multiple scales of vessel
size.

Retinal image segmentation has been tackled from many points of view:

• as supervised classification problem, where classifiers are trained to discrim-
inate vessel from non-vessel pixels,
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• by unsupervised methods based on a priori assumptions on vessel proper-
ties in the image which are appropriately detected by specific filters, either
matched filters or edge detection oriented filters.

• multi-scale approaches combining several scale filters into a single map for
decision.

• many approaches end up with some kind of post-processing or cleaning of
the result image in order to remove false positives. Often these processes are
heuristics for removing isolated detections.

1.1.5 Hyperspectral images: classification

Interest in hyperspectral image analysis has grown in recent years due to both
growing number of deployed sensors and the richness of their applications as
well as the challenges for basic research posed by related computational problems
[13, 14, 22, 105, 140]. Hyperspectral images provide high resolution sampling of
the light spectrum at each pixel, promising direct recognition of the scene materi-
als from the pixel spectra by either machine learning or statistical methods. Such
works have been pursued since the early days of multispectral data availability
[104, 144]. The literature makes a broad distinction between pixel and sub-pixel
resolution analysis [14], the later referred as hyperspectral unmixing [16].

Approaches dealing with spectral classification are abundant in the literature:
Maximum Likelihood [66, 82, 179], Linear Discriminant Analysis [44], Support
Vector Machines (SVM) [98, 163, 96, 64, 131], Artificial Neural Networks [70,
176], Multinomial Logistic Regression [109]. Most of them use single classifiers,
but recently some ensemble approaches have been proposed, such as Adaboost
[27], Random Forests [184, 26, 147], multiple kernel ensembles trained by active
learning [195], or the Hybrid Extreme Rotation Forest (HERF) [?, 11]. A rele-
vant issue in remote sensing data is the variability of observations in time, which
impedes the reuse of the trained classifiers on new image captures from the same
scene, encouraging Domain Transfer approaches which we have not pursued in
this Thesis. Local correlation change measures can be computed on multiple time
images [85], on the other hand domain transfer tries to reuse as much as possible
the past trained classifier systems, for instance by way of active learning [138].

1.1.6 Hyperspectral images: unmixing

Hypespectral image pixels are high dimensional vectors produced by high resolu-
tion sampling of the light spectrum in the visual and infrared regions [103]. Re-
search on hyperspectral image analysis is driven by the expectation that it will be
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possible to identify the materials in the imaged scene through the interpretation or
classification of the pixel spectra. Among the challenges posed by hyperspectral
images [15], one of the most salient is unmixing, aka sub-pixel resolution material
identification, which provides fractional abundances of the composing materials at
each pixel. Linear methods assuming a linear mixing of constituent spectra, i.e. the
endmembers, are the earliest approaches [97]. The linear mixture model is usually
justified by the existence of well defined regions inside the area covered by a pixel
(which can be hundred of square meters in some sensors) of materials with well
differentiated spectra. In general, the problem of linear unmixing is decomposed
into two problems:

• Finding the library of endmembers, i.e. the spectra of the constituent ma-
terials, that will serve as the basis for the decomposition of the image pixel
spectra. This library may be extracted from some public database of material
reflectance measurements, (i.e. USGS spectral library1), or may be induced
from the image by some endmember extraction algorithm. A critical prob-
lem is the a priori determination of the number of endmembers, which is
an instance of the intrinsic dimensionality problem [71]. Endmember induc-
tion relies on the assumption that the data lies in a convex region. When
this assumption does not hold, methods to decompose non-convex data into
convex partitions [192] allow to extend conventional endmember induction
to this case.

• Solving the inverse linear problem to obtain the abundances of the endmem-
bers in the pixel. Solving this problem may be tricky if we enforce the con-
straints of the mixing process, that is, that all abundances are positive and
add up to 1. Least squares solutions may break these constraints, so it is
required to resort to constrained optimization methods.

Some approaches, such as the Independent Component Analysis (ICA) [100] or
the Non-Negative Matrix Factorization (NNMF) [128] solve both problems simul-
taneously. Other approaches are sequential, performing first the endmember iden-
tification and afterwards the unmixing analysis of the image. Non-linear unmixing
approximations, discussed in Chapter 3, need to be provided with the identifica-
tion of material spectra (which can no longer be called endmembers because of
the non-linear transformations involved), because it is not possible to induce them
through the inversion of the non-linear mixing transformation. In this thesis work,
we do not try to find the constituent material spectra. Instead we seek to obtain
the abundances of the target classes by training a regression model implemented
by Extreme Learning Machines (ELM). In fact, the approach is a generalization of

1http://speclab.cr.usgs.gov/spectral-lib.html
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the unmixing process encompassing non-linear unmixing, and it is not restricted
by the limitations of other methods, such as the assumption of statistical indepen-
dence underlying ICA, or the non-negative vector basis required by NNMF. The
identification of endmember vectors is embedded in the weights from the input to
the hidden units of the ELM, where the hidden units activation functions introduce
the non-linear aspect of the unmixing process.

1.2 Contributions

This Thesis mainly has two types of contributions. Computational contributions
and application-oriented or practical contributions.

From a computational point of view, this Thesis has the following contribu-
tions:

• A novel Active Learning scheme using Random Forests and uncertainty cal-
culation that allows fast accurate interactive image segmentation.

• Hybrid Extreme Rotation Forest.

• Adaptative Hybrid Extreme Rotation Forest.

• Spectral-spatial semi-supervised learning methods.

• Nonlinear unmixing and reconstruction by ELM regression ensembles.

The application-oriented contributions in this Thesis are:

• Medical Images

– Active Learning of HERF for CTA image segmentation.

– Enhancing active learning computed tomography image segmentation
with domain knowledge.

– Active learning with bootstrapped dendritic classifier applied to medi-
cal image segmentation.

– Meta-ensembles of classifiers for Alzheimer’s disease detection using
independent ROI features.

– Random Forest active learning for retinal image segmentation.

– Automated segmentation of subcutaneous and visceral adipose tissues
from MRI.

• Hyperspectral Data
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– Nonlinear unmixing and reconstruction by ELM regression ensembles.

– Spectral-spatial semi-supervised learning with spatial correction using
AHERF.

– Spatially regularized semisupervised ensembles of ELM’s.

1.3 Publications

The following publications have been achieved during the works of this Thesis.
Some of them are not directly related to the main topics presented in this Thesis
reports, but are nevertheless referred here for a complete view of the efforts and
collaborations carried out in this period.

1. Borja Ayerdi, Manuel Graña, "Hyperspectral Image Analysis by Spectral-
Spatial Processing and Anticipatively Tuned Hybrid Extreme Rotation Forest
Classification", Transactions on Geoscience and Remote Sensing (TGARS).
[JCR 2014 - 3.514]

2. Ariadna Besga, Itxaso González-Ortega, Enrique Echeburúa, Alexandre Savio,
Borja Ayerdi, Darya Chyzhyk, Jose LM Madrigal, Juan C. Leza, Manuel
Graña, Ana González-Pinto, "Discrimination between Alzheimer’s Disease
and Late Onset Bipolar Disorder using multivariate analysis", Frontiers in
Aging Neuroscience. [JCR 2014 - 4.000]

3. Ariadna Besga-Basterra, Borja Ayerdi, Guillermo Alcalde-Behold, Antonio
Manzano-Ramirez, Pedro Lopetegui-Eraso, Manuel Graña, Ana González-
Pinto-Arrillaga, “Risk factors for emergency department short time readmis-
sion in stratified population”, Biomed Research International. [JCR 2014 -
1.579]

4. Borja Ayerdi, Oier Echaniz, Alexandre Savio, Manuel Graña, “Automated
segmentation of subcutaneous and visceral adipose tissues from MRI”, In-
Med 2015.

5. Borja Ayerdi, Manuel Graña, “Random Forest Active Learning for Detecting
Blood Vessels in Angiography”, CORES 2015.

6. Ariadna Besga-Basterra, Darya Chyzhyk, Itxaso González-Ortega, Alexan-
dre Savio, Borja Ayerdi, Jon Echeveste, Manuel Graña, Ana González-Pinto,
“White matter anatomical correlates with biomarkers discriminating be-
tween Alzheimer’s Disease and Late Onset Bipolar Disorder by eigenanatomy
on fractional anisotropy imaging”, Current Alzheimer Research 2015. [JCR
2014 - 3.889]



10 CHAPTER 1. INTRODUCTION

7. Borja Ayerdi, Manuel Graña, “Hyperspectral Image Nonlinear Unmixing
and Reconstruction by ELM Regression Ensemble”, Neurocomputing. [JCR
2014 - 2.083]

8. Borja Ayerdi, Manuel Graña “Hyperspectral Image Nonlinear Unmixing by
Ensemble ELM Regression”, Jiuwen Cao et al. (Eds.): Proceedings of ELM-
2014 Volume 2, Proceedings in Adaptation, Learning and Optimization1, pp.
289-297. Springer.

9. Borja Ayerdi, Ion Marqués and Manuel Graña, “Spatially regularized semisu-
pervised Ensembles of Extreme Learning Machines for hyperspectral image
segmentation”, Neurocomputing. [JCR 2014 - 2.083]

10. Borja Ayerdi, Manuel Grana “Hybrid Extreme Rotation Forest”, Neural Net-
works. [JCR 2014 - 2.708]

11. Pawel Ksieniewicz, Dariusz Jankowski, Borja Ayerdi, Konrad Jackowski,
Michal Wozniak and Manuel Graña, ”A Novel Hyperspectral Segmentation
Algorithm - Concept and Evaluation”, Logic Journal of the IGPL. [JCR
2012 - 1.136]

12. J. Maiora , G. García , B. Ayerdi , M. Graña , M. De Blas, “Active Learning
enhanced with Expert Knowledge for Computed Tomography Image Seg-
mentation”, InMed 2013.

13. Borja Ayerdi, Josu Maiora, Manuel Graña, “Aplications of Hybrid Extreme
Rotation Forests for Image Segmentation”, Journal of Hybrid Intelligent
Systems .

14. Borja Ayerdi, Josu Maiora, Manuel Graña, “Enhancing Active Learning
Computed Tomography Image Segmentation with Domain Knowledge”, HAIS
2013.

15. Borja Ayerdi, Alexandre Savio, Manuel Graña, “Meta-ensembles of clas-
sifiers for Alzheimer’s disease detection using independent ROI features”,
J.M. Ferrandez et al. (Eds.): IWINAC 2013, Part II, LNCS 7931, pp. 122–
130. Springer, Heidelberg (2013).

16. Borja Ayerdi, Manuel Graña, “On Spatial Regularization for Semisupervised
Hyperspectral Image Segmentation Using Hybrid Extreme Rotation Forest”,
WHISPERS 2013.

17. Darya Chyzhyk, Borja Ayerdi, Josu Maiora, “Active Learning with Boot-
strapped Dendritic Classifier applied to medical image segmentation”, Pat-
tern Recognition Letters. [JCR 2013 - 1.062]
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18. Josu Maiora, Borja Ayerdi, Manuel Graña, “Random Forest Active Learning
for Computed Tomography Angiography Image Segmentation”, Neurocom-
puting. [JCR 2013 - 2.005]

19. Borja Ayerdi, Josu Maiora, Manuel Graña, “Active learning of Hybrid Ex-
treme Rotation Forests for CTA image segmentation”, Hybrid Intelligent
Systems (HIS), 2012 12th International Conference on (pp. 543-548). IEEE.

20. Ekaitz Zulueta Guerrero, Naiara Telleria Garay, Jose Manuel Lopez-Guede,
Borja Ayerdi Vilches, Eider Egilegor Iragorri, David Lecumberri Castaños,
Ana Belén de la Hoz Rastrollo and Carlos Pertusa Peña, “Prediction of Blad-
der Cancer Recurrences Using Artificial Neural Networks”, Lecture Notes
in Computer Science, 2010, Volume 6076, Hybrid Artificial Intelligence
Systems, Pages 492-499.

1.4 Structure of the Thesis

The contents of the Thesis are divided in three blocks. The first one is centered
on new classifier architectures. The second block encompasses the works done
during the Thesis related with hyperspectral data. The third block contains the
main applications using medical images. The chapters of the Thesis are organized
as follows:

1. Chapter 2 contains the computational contributions of the Thesis in the as-
pect of the design of new classifier architectures. Specifically we review the
basic approaches, namely Extreme Learning Machines and Random Forests,
before proceeding to present the Hybrid Extreme Rotation Forest and the
Anticipative Hybrid Extreme Rotation Forest. Besides, we present our ap-
proach to Active Learning.

2. Chapter 3 refers two main applications of the ensemble classifiers to hy-
perspectral image processing. We discuss spectral unmixing, and the appli-
cation of ensembles of Extreme Learning Machines to this task. Also we
introduce a novel spatial-spectral process for the pixel based processing the
images to obtain thematic maps. We provide extensive experimental results.

3. Chapter 4 provides an account of our works related to medical image anal-
ysis applications. We report works on the segmentation of Abdominal Aor-
tic Aneurysm images obtained with 3D Computerized Tomography Angiog-
raphy using an Active Learning approach and several ensemble classifiers.
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The same approach is applied to retinal images. We provide extensive ex-
perimental results. Additionaly, we report the application to brain magnetic
resonance images for the classification of Alzheimer’s Disease patients.

4. Chapter 5 summarizes the contributions and conclusions of this Thesis in
terms of new classification ensemble methods and applications in different
domains.

5. Appendix A presents the main experimental datasets used in this Thesis.



Chapter 2

Ensemble Classifiers

This Chapter contains the computational contributions of the Thesis reagarding the
design of new classifier architectures. We have focused on the develpment and
test of ensemble classifiers with a strong random component, essentially elabo-
rated from Extreme Learning Machines (ELM), Random Forest (RF), and Rotation
Forests which are among the main trends in the paradigm of randomized classifier
architectures. We present the classical architectures in sections 2.1 and 2.2, and
two innovative architectures produced by our own work, the Hybrid Extreme Ro-
tation Forest (HERF) in Section 2.3, and the Anticipative HERF (AHERF) in Sec-
tion 2.4. We also describe the Bootstraped Dendritic Classifiers (BDC) in Section
2.5 developed in collaboration with Darya Chyzhyk. Finally, we introduce Active
Learning techniques in Section 2.6, which have been useful to deal with heavily
imbalanced datasets in medical image processing. Their applications are discussed
in the following chapters.

2.1 Decision Tree Ensemble Classifiers

Decision trees [19, 141] are built by recursive partitioning of the data space. A
univariate (single attribute) split is recursively defined for each tree node, from the
root to the leaves, of the tree using some criterion (e.g., mutual information, gain-
ratio, gini index). The data space and data samples are then partitioned according to
the univariate test. Tree leaves correspond to the actual assignment of data samples
to classes. Often, a pruning process is applied in order to reduce the tree complexity
and the overfitting on the training data.

Random Forest (RF) is a classifier ensemble [18] that encompasses bagging
[17] and random decision forests [5, 73], being used in a variety of applications.
RF captures complex interaction structures in data, and are argued in [18] to be
resistant to both data overfitting happening when individual trees are very deep

13
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and no pruned, and under-fitting happening when individual trees are too shallow.
RF became popular due to its simplicity of training and tuning while offering a
similar performance to boosting. Consider a RF as a collection of decision tree
predictors

{h(x,ψk);k = 1, ...,K} ,

where ψt are independent identically distributed random vectors whose nature de-
pends on their use in the tree construction, and each tree casts a unit vote to find
the most popular class of input x.

Given a dataset of N samples, a bootstrapped training dataset is used to grow a
tree h(x;ψk) on a randomly selected subset of instances with replacement from the
original training sample. RF also employs random feature selection. At each node
of the decision tree, d̂ variables are selected at random d̂� d. Each decision tree
is grown using CART methodology without pruning. This tree growing approach
recursively picks the best data split of each node with the criteria of how well
separates the classes contained in the parent node.

The independent identically distributed random vectors ψt determine the ran-
dom dimension selection and data sample bootstrapping prior to tree training,
which are the source for individual tree diversity and uncorrelation of their out-
puts. This uncorrelation between the trees and the strength of the individual trees
determine the generalization error of the forest.

The trained RF can be used for classification of a new input x by majority
voting among the class prediction of the RF trees. Note that in RF the Law of
Large Numbers insures convergence as k→ ∞, therefore avoiding overfitting.

The Rotation Forest [146] tries to enhance the diversity of individual trees in
the RF by building and applying a random rotation matrix to the training data
previous to the tree training. The process starts with a random partition of the
input variables. Separate PCA rotation matrices are computed for each subset of
input variables, which are composed into a single rotation matrix by interleaving
the separate rotation matrix columns according to the original order of the feature
variables.

2.2 Extreme Learning Machines

In this subsection we introduce the basic Extreme Learning Machine (ELM) archi-
tecture, and an enhanced architecture before introducing the ensembles of ELMs
and the specific Voting ELM that was used for benchmarking in computational
experiments.
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2.2.1 Basic ELM

The Extreme Learning Machine (ELM) [80] is a very fast training algorithm for
single-layer feedforward neural networks (SLFN). The key idea of ELM is the
random initialization of the SLFN hidden layer node weights. Consider a set of
M data samples (xi,yi) with xi∈ Rd1 and yi∈ Rd2 . Then, a SLFN with N hidden
neurons is modeled as the following expression:

y = Φ(x) =
N

∑
i=1

β i f (wi ·x+bi), (2.1)

where f (x) is the activation function, wi the input weights to the i-th neuron in
the hidden layer, bi the hidden layer unit bias and β i are the output weights. The
application of this equation to all available data samples can be written in matrix
form as

Hβ = Y, (2.2)

where H is the hidden layer output matrix defined as the output of the hidden layer
for each input sample vector

H =

 f (w1 ·x1 +b1) · · · f (wN ·x1 +bN)
...

. . .
...

f (w1 ·xM +b1) · · · f (wN ·xM +bN)

 , (2.3)

and β = (β1, . . . ,βN)
T and Y = (y1, . . . ,yM)T . The way to calculate the out-

put weightsβ from the hidden-layer to the target values is computing the of a
Moore–Penrose generalized inverse of the matrix H , denoted as H† . The least
mean square error solution is β = H†Y.

Algorithm 2.1 ELM.

Input A set of training samples (xi,yi) with xi∈ Rd1 and yi∈ Rd2 , an activation
function f (x),and a number of hidden nodes N:

1. Randomly generate bias matrix b = (b1, . . . ,bN)
T and weight matrix W =

(w1, . . . ,wN).

2. Calculate H as in equation 2.3.

3. Calculate the output weight matrix β = H†Y.

The orthogonal projection method can be used to obtain the Moore–Penrose
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pseudoinverse of H: H† =
(
HT H

)−1 HT , where HT is the transpose of matrix H.
In that case, we can add a ridge parameter 1/λ to the diagonal of

(
HT H

)
, which is

the ridge-regression regularization approach, to stabilize the solution. Therefore,
the regularized calculation of the output weight matrix β is:

β =

(
I
λ
+HT H

)−1

HT Y, (2.4)

where I is an identity matrix of the same size as H. This regularized ELM will be
called rELM in the text and experiments.

ELM universal approximation has been proven [76], however model selec-
tion in ELM has been an active research area, where some incremental strategies
[77, 79, 78, 33] provide efficient near-optimal hidden layer unit selection. Also,
ensembles of ELM have been reported [24] providing enhanced results. Robust
estimation of the output weights for situations where the pseudo-inverse is singular
is proposed in [75].

2.2.2 OP-ELM

The Optimally Pruned ELM (OP-ELM) [129] aims to cope with variables irrele-
vant to the problem at hand. The OP-ELM follows a three-step methodology:

1. Construct an SLFN using ELM.

2. Rank the best neurons using LARS algorithm. This process is akin to a “reg-
ularization” of the ELM. It uses Allen’s PRESS [46] formula to L1 regularize
the ELM,

ε
PRESS =

yi−hibi

1−hiPhT
i
, (2.5)

where P =
(
HT H

)−1.

3. Select the optimal number of neurons using Leave-One-Out (LOO) error
versus the number of neurons.

The LOO error evaluation requires to train the model on the whole data set except
one sample for all the samples of the data. However, in the OP-ELM the relation
between the hidden and the output layers is linear, hence the LOO error has a
closed matrix form [46] allowing a fast computation of the MSE, and therefore the
computation of the output weights is still computationally fast, and theoretically
more robust than the original ELM to correlated variables.
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2.2.3 Ensembles of ELMs

An integration of several ELMs was proposed by Sun et al [162] to predict the fu-
ture sales amount, where several ELMs were connected in parallel and the average
of the ELMs outputs was used as the final predicted sales amount. The empirical
studies showed that the adaptive ensemble model achieved better generalization
performance. The Voting ELM (V-ELM) [24] is a direct composition by major-
ity voting of a collection of ELMs trained independently. The ensemble approach
is shown to enhance the stability of ELM results, by approaching the limit perfect
classification performance when the number of training samples grows sufficiently.
The V-ELM has been empirically proven to improve over ELM in a number of ex-
periments, and it is one of the ensemble architectures tested in this paper. Recent
works explore the effect of output dissimilarity based model selection [91]. The
individual ELMs are discarded from the final ensemble if their output is too sim-
ilar to other ELMs in the ensemble. Ensembles of optimally pruned ELMs have
been recently applied to an automotive control problem [132]. The approach in-
cludes the use of negative correlation to enforce diversity in the selected individual
classifiers.

The ensembles of Online Sequential ELMs (EOS-ELM) [102] are intended
to provide stability and reproducibility of results. The approach is applied to re-
gression problems, combining the output of the individual OS-ELM regressors by
their average. The underlying justification is that the EOS-ELM is closer to the
expected values of the true output than the individual OS-ELM. Model selection
is performed empirically. It is claimed that it trains faster and with better accu-
racy. The addition of a forgetting mechanism improves the EOS-ELM in [196] in
situations where the lifetime of the data is limited. Such situations happen in the
financial market applications, and similar prediction tasks. The FOS-ELM discards
outdated data samples in the training process by filtering process that weights the
prediction value of each datum. EOS-ELM and FOS-ELM approaches are better
suited for dealing with non-stationary time series than image processing appli-
cations. Evolutionary algorithms have been proposed to improve the stability of
learning ensembles of ELMs [177, 186]. The evolutionary algorithm is guided by
the diversity of classifier outputs as the fitness function. The approach is computa-
tionally very heavy as it involves the training of a large number of ELM ensembles
in order to produce the desired evolution, with the advantage of providing a tuned
ensemble size which can be of interest in some specific applications.

2.2.4 Voting ELM

The mechanism of V-ELM [24] is as follows: Suppose that we build a set of K
independent ELMs on the given training data. Then for each testing sample xtest ,
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K class predictions can be obtained from the independent ELMs. The results are
stored in a vector SK,xtest ∈NC

0 , where C is the number of classes and N0 the natural
numbers plus the zero value. Let yk (xtest) ∈ {1, . . . ,C} denote the output of the
k-th ELM, then the values of the components of SK,xtest are computed as follows:

SK,xtest (i) =
∣∣{k
∣∣yk
(
xtest)= i

}∣∣ ,
so that each component counts the number of ELMs giving the corresponding class
as output. The final class label is computed as follows:

ctest = arg max
i=∈{1,...,C}

{
SK,xtest (i)

}
.

It was shown in [24] that that if the correct class prediction by an ELM has the
greatest probability, then the V-ELM will produce the correct class prediction with
probability one provided a large enough ensemble. In this paper we have tested the
same schema using ELM, OP-ELM and rELM as the individual classifiers.

2.2.4.1 ELM regression ensembles

Ensembles of ELM, such as the the Voting ELM [24], where the component SLFNs,
each with the same number of hidden neurons, are trained on bootstrapped samples
of the training data. Individual SFLN outputs are combined by majority voting. En-
sembles have been shown to enhance performance of single ELM classifiers. The
V-ELM has already been tested in a number of applications, such as hyperspec-
tral image classification [11], remote sensing data classification [68]and natural
gas reservoir characterization [6], wastewater quality index modeling [197], and
intrusion detection [56] with the enhancement of multi-kernel learning. This basic
architecture has been modified in the literature, for instance soft-class dependent
voting schemes [23] provide improved reliability and sparseness of the model. A
distributed approach allows to perform classification in P2P networks [161], and
delta test strategy for hidden units selection enhances the construction of ensem-
bles in [190]. Proof of the expected improvement in performance relies on the
assumption that the probability of correct classification is greater than any misclas-
sification (Prop 2.1 in [24]), so that accuracy converges to 100% as the number of
individual classifiers grows. In the case of ensembles of ELM regressors, we can
state a similar proposition.

Proposition 1. For an ensemble of SLFN regressors
{

f (1)L , . . . , f (K)
L

}
endowed

with an average output combination operator, i.e. F (x) = 1
K ∑

K
j=1 f ( j)

L (x). It is
guaranteed that the regression error decreases arbitrarily with increasing number
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of regressors K if the random step of ELM training achieves a uniform sampling of
feature space.

Proof. Proof of this proposition is immediate. The regression value predicted by
the j-th SFLN in the ensemble is t̂( j)

T = tT + ξ
( j)
T where tT is the true value of a

testing sample xT , and ξ
( j)
T is the error committed by the j-th SFLN in the ensem-

ble. Taken together, the errors
{

ξ
( j)
T

}K

j=1
are i.i.d. random variables, which are

the residuals of the least squares solution of a linear problem, corresponding to a
general linear model. They are independent as far as the separate ELM training
of individual SLFN are statistically independent process. To ensure this property,
they are trained on independent bootstrapped training sets, under the assumption
that the random generator underlying the whole process generates truly statistically
independent random number values. The only requirement for these residuals to
have zero mean is that the projections of the regressors H( j)β follow a distribution
centered in the true values. Without any prior information on the target distribution,
ensuring a uniform distribution of the feature space provides the best approxima-
tion to get the desired zero mean residuals [42]. The estimation provided by the
ensemble is therefore of the form:

t̂T = F (xT ) = tT +
1
K

K

∑
j=1

ξ
( j)
T ,

whose second term becomes zero in the limit

lim
K→∞

1
K

K

∑
j=1

ξ
( j)
T = 0,

hence the ensemble estimation converges to the true value as the number of ELM
regressors increases.

According to this proposition, we expect that the regression results of ELM
multivariate regressor ensembles will be improving single ELMs. However, the
searching for the adequate ensemble size must be done empirically.

2.3 Hybrid Extreme Rotation Forest

The Hybrid Extreme Rotation Forest (HERF) algorithm for train and test is sum-
marized in Algorithm 2.2. Let x = [x1, . . . ,xn]

T be a sample described by n feature
variables, F is the feature variable set and X is the data set containing N training
samples in a matrix of size N× n . Let Y be a vector containing the class labels
of the data samples, Y = [y1, . . . ,yN ]

T . Denote by D1, . . . ,DL the classifiers in the
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ensemble and by. As with most ensemble methods, we need to pick L in advance.
All classifiers can be trained in parallel, which is also the case with Bagging and
Random Forests. To construct the training set for classifier Di, we carry out the
following steps:

• Partition the set of feature variables F into K subsets of variables.

• For each subset of feature variables,

– extract the data from the training data set

– compute the rotation matrix using Quartimax or Principal Component
Analysis

• Compose the global rotation matrix reordering columns according to the
original data.

• Transform the train and test data applying the same rotation matrix.
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Algorithm 2.2 Hybrid Extreme Rotation Forest (HERF)
Training Phase

Given
X : training data set (N x n matrix)
Y : the labels of the training set (N x 1 matrix)
L : the number of classifiers in the ensemble
K : the number of subsets

For i = 1 . . .L
Computation of rotation matrix Rα

i :
Partition F (the feature variable set) into K random subsets:

Fi, j; j = 1 . . .K

For j = 1 . . .K
- Let Xi, j be the data set X for features in Fi, j.
- X

′
i, j equal to 75% bootstrap sample from Xi, j /optional step/

- Ci, j obtained from PCA or quartimax on X
′
i, j /optional step/

Compose Rα
i, j using matrices Ci, j .

Decide ifDi is a tree or an ELM
Train classifier Di on training set (XRα

i ,Y ).

Classification Phase

For a given xtest ,
di = Di(xtestRα

i )
ctest = max

i
{di, i = 1, . . . ,L}

The algorithm has been presented in [?], where comparative results with state-
of-the-art classifiers did show that approach is competitive both in terms of classi-
fication performance and time efficiency.

2.3.1 Data Rotation

Denote by x = [x1, . . . ,xn]
T an n-component input random vector. Denote by

X =

 x1
1 · · · xN

1
...

. . .
...

x1
n . . . xN

n


a matrix whose columns are samples of x, that is, x j

i is an entry of this matrix,
where j = 1, ...N is the sample number. The i-th row of X, denoted by
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Xi = [x1
i ,x

2
i , . . . ,x

N
i ]

is called the sample vector of the i-th feature variable Fi. Rotations are matrix
transformations of the input matrix X . The most popular is the Principal Com-
ponent Analysis. Below we describe the Quartimax, which is a little less known
transformation.

Quartimax In statistics, a varimax rotation [92] is a change of coordinates that
maximizes the sum of the variances of the squared coefficients after the transfor-
mation. That is, it seeks a basis that is the most economical representation of each
individual sample in terms of the latent variables. The rotation matrix is found
solving the following optimization problem:

Rv = argmax
R

(
k

∑
j=1

p

∑
i=1

(ΛR)4
i j−

δ

p

k

∑
j=1

(
p

∑
i=1

(ΛR)2
i j)

2

)
, (2.6)

where δ = 0 for Quartimax, so that

RQ = argmax
R

(
k

∑
j=1

p

∑
i=1

(ΛR)4
i j

)
, (2.7)

Specifically, the Quartimax rotation maximizes the variance of the squared
transformation coefficients simplifying the the rows of the data transformatin ma-
trix. In each variable the large coefficients are increased and the small ones are
decreased so that the number of significative coefficients is minimized.

2.4 Anticipative Hybrid Extreme Rotation Forest

The Anticipative Hybrid Extreme Rotation Forest (AHERF) algorithm training and
testing phases are summarized in Algorithm 2.3. We specify the training and test
phases of each cross-validation fold. For training, first, a model selection phase
is performed, where 30% of the training data is used. For each classifier type
described in the previous section, a 5-fold cross-validation is performed on the se-
lected data (line M3). The resulting average accuracies are ranked, so that rk is the
ranking value of the k-th classifier type (line M4). Then (line M5), each classifier
is assigned a selection probability according to the expression pk =

Fib((C+1)−rk)

∑
C
i=1 Fib(i)

,

where Fib(i) is the i-th value of the Fibonacci series. Figure 2.1 shows the plot of
the probability distribution computed from the ranking of the classifier types.
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Figure 2.1: The probability distribution from the ranking of the classifiers.

In the training phase, for each classifier Di in the ensemble, the first step in
its training is the construction of the randomized rotation matrix (line 3) which
requires the random partition of the set of features into a K subsets (line 4). For
each subset of features Fi, j, the algorithm extracts the corresponding sample values
in a matrix Xi, j (line 6), used to build a component Ci, j rotation matrix (line 7).
The randomized rotation matrix Rα

i is built by composing the component rotation
matrices reordering the columns in order to match the original variable ordering.
Next, (line 9), there is a random decision on the type of the classifier, using the
selection probabilities {pk} (built in line M5). Finally, the Di classifier is trained on
the rotated data. In the test phase, a new vector xtest is first applied each classifier
in the ensemble, obtaining a class hypothesis di, (line C2). Majority voting is
implemented as follows: the counter cω has the number of classifiers that have
casted their vote for class ω , (line 3, where δi, j is the Kronecker’s delta function).
Finally, the class with the maximum votes is selected (line C4) and returned as the
classification result.
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Algorithm 2.3 Anticipative tuning of Hybrid Extreme Rotation Forest (AHERF)
Training Phase

Given
X : z-scores of input dataset (n×N matrix).
Y : the labels of the dataset (1×N matrix)
L : the number of classifiers in the ensemble
K : the number of feature subsets

Begin
Anticipative Model selection
M1 Select 30% of the dataset for model selection
M2 For each classifier type k = 1, . . . ,M
M3 Perform 5-fold cross-validation, obtain accuracy Ak
M4 Rank Ak, assigning rk to the k-th classifier
M5 Assign selection probability pk =

Fib((C+1)−rk)

∑
C
i=1 Fib(i)

, k = 1, . . . ,M

On the 70% unused data, perform 10-fold cv, at each fold:

Ensemble construction on each training fold
2 For each individual classifier Di, i = 1 . . .L
3 Computation of rotation matrix Rα

i :
4 Partition F into K random subsets: Fi, j; j = 1 . . .K
5 For each Fi j, j = 1 . . .K
6 - Let Xi, j be the subset of X corresponding to features in Fi, j.
7 - Ci, j obtained from PCA on Xi, j

8 Compose Rα
i using matrices Ci, j .

9 Decide the model of Di sampling {pk;k = 1, . . . ,M}
10 Train classifier Di on training set (Rα

i X ,Y ) or (X ,Y )
End ensemble construction

Test on each testing fold
Let Ω be number of classes

C1 For each unknown xtest z-scores.
C2 di = Di(Rα

i xtest); i = 1, . . . ,L
C3 cω = ∑

L
i=1 δdi,ω ; i = 1, . . . ,L

C4 ctest = argmax
ω
{cω ,ω = 1, . . . ,Ω}

2.4.1 Rationale for AHERF

The work on the design of heterogenous ensembles of classifiers is motivated by
the well known no-free lunch theorems [182], which state that no single approach
is optimal either for the solution of difficult optimization problems, as well as for
machine learning solution of classification and regression problems. Therefore, we
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would like to predict which kind of classifier building approach is optimal for the
problem domain at hand. If we have no hint, we may try building a heterogeneous
ensemble so that we may have some chance of applying the best approach from the
pool of available approaches.

The driving idea in AHERF is to build an ensemble where the best fitted clas-
sifier types are more frequent. Suppose we have a problem domain characterized
by a ground truth classification mapping C : X → Ω, that gives the true class
ω ∈ Ω corresponding to each input feature vector x ∈X . Any classifier tC that
we may built from a collection of input/output patterns X = {(xi,ωi)}N

i=1, where
t ∈ T denotes the classifier type from a collection of methods T , i.e. the classifica-
tion building type, provides us with its best estimation of the true class ω̂ =t C (x).
We can safely say that this estimation is given somehow as a maximum a poste-
riori estimation, i.e. ω̂ = max

ω

ˆtP(ω |x), where t denotes the type of classifier, and{ ˆtP(ω |x)
}

ω∈Ω
denotes the data driven estimation of the a posteriori probabilities

by classifier tC. The accuracy of a classifier can be computed as the expectation
of the distance between the a posteriori distribution and the ground truth classifi-
cation: tA = EX

[∥∥[ ˆtP(ω |x)−C (ω,x)
]

ω

∥∥], where EX [.] denotes the expecta-
tion over the input space, i.e. over all possible sampling processes providing the
training dataset X , and C (ω,x) is 1 for the true class, and 0 for the others. The
cross-validation experiments are a minimum variance way to provide estimates of
the accuracy.

If we have an ensemble of classifiers {tCk}M
k=1, then we will have as many a

posteriori distribution estimations
{{ ˆtPk (ω |x)

}
ω

}M
k=1 as classifiers. If the en-

semble decision is by majority voting, such as in AHERF, then the ensemble
class estimation is given by ω̂ = argmax

ω
|{k |ω = ω̂k }|, where ω̂k =max

ω

ˆtPk (ω |x).
In a broad sense, we can say that the accuracy of the ensemble can be mod-
eled by AM ∝ EX

[
∑k
∥∥[ ˆtPk (ω |x)−C (ω,x)

]
ω

∥∥] in the sense that the increase
in closeness of the a posteriori distributions of the ensemble constituents to the
ground truth will always reflect in an increase in accuracy. It is immediate that
AM ∝ ∑

M
k=1 (

tAk).

Let us assume that there is some accuracy ranking of the classifier types, so that
t1A > t2A > t3A > .... Let us denote by nt the number of ensemble constituents of
type t, so that an ensemble is characterized by the vector n = [nt |t ∈ T ∗ ], where T ∗

denotes the identifiers of the classifiers types ordered by accuracy ranking. Then it
is immediate that for two ensembles such that n′ > n′′ according the lexicographic
ordering, i.e. the classifier with the best ranking is more frequent, then the first
ensemble will very likely have accuracy greater than the second. The strategy of
AHERF is to estimate via cross-validation on a small dataset the classifier type
ranking t̂1A > t̂2A > t̂3A > ..., using this information to drive the selection of the
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classifier type of each individual constituent. In order to have ensembles whose
characteristic vector n is of the form nt1 >> nt2 >> nt3 > ... we sample an inte-
ger random variable whose distribution of probability is an approximation of the
exponential distribution built using the Fibbonacci series on the ranking. The an-
ticipatory character of AHERF comes from this prediction of the appropriate distri-
bution of classifier types before building and training the ensemble. This stochastic
sampling of the classifier type (with replacement) allows for some flexibility (i.e.
when the difference in performance is not so great we would like to have some less
sharp difference in number of classifiers, and viceversa) and avoids the need to set
specific settings.

2.5 Bootstrapped Dendritic Classifiers

Algorithm 2.4 Crossvalidation scheme for the training of the BDC
Let be X = {x1, . . . ,xn} input data xi ∈Rd , and Y = {y1, . . . ,yn} the input data class
labels yi ∈ {0,1}.
K is the number of DC classifiers

for i=1:10 (cross-validation folds)

1. select disjoint train Xe =
{

xe
i1 , . . . ,x

e
in−n/10

}
⊂ X , Y e ={

ye
i1 , . . . ,y

e
in−n/10

}
⊂ Y and test X t =

{
xt

i1 , . . . ,x
t
in/10

}
⊂ X ,

Y t =
{

yt
i1 , . . . ,y

t
in/10

}
⊂ Y datasets .

2. For j = 1 : K (construct of classifiers)

(a) Bootstrap a train dataset Xeb =
{

xeb
i1 , . . . ,x

eb
in−2n/10

}
⊂ Xe, Y eb ={

yeb
i1 , . . . ,y

eb
in−2n/10

}
⊂ Y e. Out-of-bag error may be computed on

the remaining training data and test Xe−Xeb, Y e−Y eb, disjunc-
tions.

(b) Apply DC to train classifier C j : Rd →{0,1} on
(
Xeb,Y eb

)
.

3. end for. Optionally compute out of bag error

4. Crossvalidation test, For each x ∈ X t

(a) compute C1 (x) , . . . ,CN (x)
(b) Majority voting, class y = 0 if

∣∣{ j
∣∣C j (x) = 0

}∣∣ >∣∣{ j
∣∣C j (x) = 1

}∣∣
5. compute accuracy, sensitivity and specificity statistics
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In this section we introduce an ensemble classifier whose elementary classi-
fiers are specific instances of little known kind of architectures based on Lattice
Computing. This work was developed in collaboration with Darya Chyzhyk for an
application to medical image analysis described in following chapters. We start by
introducing the elementary classifiers.

A single layer morphological neuron endowed with dendrite computation based
on lattice algebra was introduced in [145]. The response of the j-th dendrite is as
follows:

τ j (xi) = p j
∧
k∈I j

∧
l∈Lk j

(−1)1−l
(

xi,k +wl
k j

)
, (2.8)

where l ∈ Lk j ⊆ {0,1} identifies the existence and inhibitory/excitatory character
of the weight, Li j = Ø means that there is no synapse from the i-th input neuron
to the j-th dendrite; p j ∈ {−1,1} encodes the inhibitory/excitatory response of the
dendrite. The total response of the neuron is given by:

τ (xi) = f

(
J∧

j=1

τ j (xi)

)
, (2.9)

where f (x) is the Heaviside hard-limiter function. A constructive algorithm [145]
obtains perfect classification of the train dataset using J dendrites.

The Bootstrapped Dendritic Classifiers (BDC) is a collection of DC classifiers,

C(x;ψ j), j = 1, ...,N, (2.10)

where ψ j are independent identically distributed random vectors whose nature de-
pends on their use in the classifier construction. Each DC classifier casts a unit vote
for the most popular class of input x. Given a dataset of n samples, a bootstrapped
training dataset is used to train a DC C(x;ψ j). The independent identically dis-
tributed random vectors ψ j determine the result of bootstrapping. In conventional
RF they also determine the subset of data dimensions d̂ such that d̂� d on which
each tree is grown. However, in this thesis work we are not dealing with this kind
of DC randomization, which may be studied elsewhere. The main parameters for
the experimental evaluation of the BDC are the number of trees and the maximum
depth of each DC given by the maximum number of dendrites allowed. Limit-
ing the number of dendrites is a kind of regularization that weakens the classifier.
Finally, Algorithm 2.4 specifies the cross-validation scheme applied in the experi-
ments.
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2.6 Active Learning fundamentals

The performance of supervised classifiers strongly depend on the information pro-
vided by the data used to train the classifier, so that the appropriate selection and
labeling of the training set may be a cumbersome task requiring extensive man-
ual inspection and analysis of the data, typically requiring some visualization tool
and labeling of each data sample. Besides, noisy samples may interfere the class
statistics, which may lead to poor classification performances and/or over-fitting.
For these reasons, a training set must be constructed in a smart way, meaning that
it must consists of the minimal set of samples allowing to compute correctly the
class boundaries, therefore it must contain the most informative data samples. In
the machine learning literature this approach is known as Active Learning.

Active Learning [41, 170] focuses on the interaction between the user and the
classifier. Let X = {xi,yi}l

i=1 be a training set consisting of labeled samples, with
xi ∈ Rd and yi ∈ {1, . . . ,N}. Let be U = {xi}l+u

i=l+1 ∈ Rd the pool of candidates,
with u� l, corresponding to the set of unlabeled samples to be classified. The
classifier would be feed with the samples xi and the targets yi in a classic classi-
fication scheme. Actively learning on the other hand involves trying to indicate
which input vector should be selected from the training set, in order to improve the
learning capabilities of the classifier. We can consider that, for a given learning
task whose target function is f , there are some areas where the function is more
easily learned and some that are more difficult to classify. Measuring how difficult
a sample is to classify is not trivial, and is discussed below. The Active Learning
approach tries to focus on those difficult to classify regions -similarly to boosting
techniques- but interactively.

Generally, an Active Learning process can be summarized as follows: In a
given iteration t, the Active Learning algorithm selects from the pool U t the q
candidates that will, at the same time, maximize the gain in performance and reduce
the uncertainty of the classification model when added to the current training set
X t . The selected samples St = {xm}q

m=1 ⊂U are labeled with labels {ym}q
m=1 by an

oracle, which can be a human operator in interactive segmentation, or the available
ground truth when performing cross-validation experiments. Finally, the set St is
added to the current training set (X t+1 = X t ∪ St) and removed from the pool of
candidates (U t+1 = U t\St). The process is iterated until a stopping criterion is
met, such as the achieved accuracy reaching a preset threshold θmax.

2.6.1 Classification uncertainty in ensemble classifiers

Ensemble classifiers allow a committee approach for the estimation of unlabeled
sample uncertainty [170]: assume that we have built a committee of k base clas-
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sifiers, i.e. a RF with k trees. The output of the committee members provide k
labels for each candidate sample xi ∈U . The data sample class label is provided
by the majority voting. Our heuristic is that the standard deviation σ (xi) of the
class labels is the measure of the classification uncertainty of xi. Let us consider an
ordering of the pool of candidates U∗ =

{
x ji
}l+u

i=l+1, where σ (x ji)> σ
(
x ji+1

)
. The

standard deviation query-by-bagging heuristic selection of samples to be added to
the train set is stated as the following selection:

St=
{

x jm
}q

m=1 (2.11)

Standard deviation of predicted class labels is a natural multiclass heuristic mea-
sure of classification uncertainty. A candidate sample for which all the classifiers
in the committee agree has a zero prediction standard deviation, thus its inclusion
in the training set does not bring additional information. In other words, belongs
to an “easy” to classify region of the data. On the contrary, a candidate with maxi-
mum disagreement between the classifiers results in maximum standard deviation,
so it is “difficult” to classify it. Therefore, its inclusion will be highly beneficial.
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Chapter 3

Applications on Hyperspectral
Data

This Chapter refers two main applications of ensemble classifiers to hyperspectral
image processing. The first is the decomposition of pixel spectra into constituent
elementary endmember spectra, called spectral unmixing or subpixel resolution
segmentation in the literature referred in Section 3.1. The second is the classifi-
cation of image pixels to obtain thematic maps. In this task we have developed
innovative semi-supervised learning and spatial correction pipeline combined with
contributions in ensembles of randomized classifiers, whose general schema is re-
ported in section 3.2.

3.1 Nonlinear Unmixing and Reconstruction

The contribution of this Thesis section is the application of ELM regression ensem-
bles to the construction of the direct and inverse unmixing transformation, based
on a training set of pixels whose fractional abundance coefficients are provided
by the user. The direct transformation provides the fractional abundances of the
pure materials given a pixel spectrum. The inverse transformation provides a re-
construction of the pixel spectrum given an abundance vector. Validation is based
on the computation of the reconstruction error over the entire dataset, which is a
much larger independent testing dataset than the labeled pixel set, not requiring
full or exact labeling of the ground truth. Therefore, the training set can be entirely
devoted to model construction. Besides, we have introduced a formal discussion
about the convergence of ELM regression ensembles, which justifies the improve-
ments found empirically.

31
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3.1.1 Linear unmixing

We provide in this section some background on the classical linear unmixing ap-
proaches, with details about the benchmarking algorithms used for comparison
with the proposed approach. We denote X = {xi}N×M

i=1 the collection of pixels in a
hyperspectral image, xi ∈ RB, where B is the number of bands in the hyperspectral
image, and N×M is the total number of pixels in the image. Given a set of end-
members aggregated in a matrix E = [e1, . . . ,ed ], where d � B is the number of
endmembers, the linear mixing model assumes that each pixel can be expressed as
a linear combination of the endmembers:

xi = aiE, (3.1)

where ai ∈ [0,1]d is the vector of fractional abundance coefficients, such that ∑
d
j=1 ai j =

1, which can be estimated by computing the inverse of the linear mixing model by
least squares:

âi = E+xi, (3.2)

where E+ denotes the Moore-Penrose pseudo-inverse E+ =
(
ET E

)−1 ET . Though
this is the most straightforward solution, this estimation of the fractional abun-
dances often breaks the sum to one and the non-negativity constraints. However,
we will use it since our performance measure is the reconstruction error:

ξ
2
i = ‖xi− âiE‖ ,

which is a measure of the quality of the unmixing performed that is independent of
the training set. Comparisons are done on the relative error:

ξ
2
REL =

1
NM

NM

∑
i=1

‖xi− âiE‖
‖xi‖

.

The linear unmixing process [97] needs some procedure to provide the set of
endmembers. It can be a selection from some spectral library, but it is often pre-
ferred to extract the endmembers from the actual image data. We have selected
three classical endmember extraction algorithms for comparison with the ELM re-
gression ensemble approach proposed below.

Automatic Target Generation Process (ATGP)[28] The ATGP starts selecting
the pixel spectrum with maximum norm, denoted e0. Then an orthogonal subspace
projector P⊥U = I−U

(
UT U

)−1 UT with U = [e0] is applied to each spectra x in
the training data. The pixel signature with the maximal projection is the next end-
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member, i.e. e1 = argmax
x

{
xP⊥U

}
. The procedure is repeated recursively adding

the new endmember to the projection matrix, i.e. U = [e0,e1] .

Fast Pixel Purity Index (FPPI) [28] The Pixel Purity Index (PPI) is based on
the idea that endmembers must repeatedly appear as extrema in random projections
of the data, after an initial dimension reduction by the Minimum Noise Fraction
(MNF) algorithm. Random direction vectors used to compute the projections are
called skewers. The PPI algorithm repeatedly generates skewers and counts the
number of times each pixel spectrum projection appears as an extremum point of
the collection of pixel spectra projections. Endmembers are selected as the pixel
spectra whose count is above some threshold. The FPPI algorithm initially uses as
skewers the target spectra found by ATGP. The set of endmembers is incrementally
built by adding the new endmembers to the set of skewers until there is no new
endmember added to the set of skewers.

N-FINDR [181] The N-FINDR algorithm searches the maximum volume sim-
plex whose vertices are pixel spectra from the training data, i.e. assumes that
greater candidate endmember purity corresponds to greater simplex volume. The
algorithm carries out a dimensionality reduction by MNF or other suitable method.
Initially, a random set of endmembers E(0) =

{
e(0)1 , . . . ,e(0)d

}
is generated by ran-

dom selection in the training data. The volume enclosed by the simplex defined by
a set E is given by

V (E) =

∣∣∣∣∣det

[
1 1 · · · 1
e1 e2 · · · ed

]∣∣∣∣∣
(d−1)!

.

For a vector r in the training data, denote E (r, i) the set E where r substitutes
the i-th endmember in E. The algorithm performs the following iterations: For
each r in the training data, compute

{
V
(
E(k) (r, i)

)}d
i=1. If there is no position

where V
(
E(k) (r, i)

)
> V

(
E(k)

)
, then r is not included in the set of endmembers.

Otherwise it is included in the position providing maximum volume. Iteration
number k is increased at each vector trial. The process is a greedy search, thus
providing a local optimum, which is affected by the initial set of endmembers and
the sequence of vectors selected for inclusion. Nevertheless, the algorithm has
shown good performance in practice.
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3.1.2 Non linear unmixing

Figure 3.1: Illustration of a physical process that may account for a non-linear
spectral mixing at pixel

Figure 3.1 illustrates non-linear mixing process at a given pixel. Reflections and
scattering processes produce such nonlinear mixing of material reflectances. In
figure 3.1, the ray that goes through the canopy to the soil and then to the sensor
suffers this kind of effects. The basic non-linear model accounting for second-order
interactions between spectra is the bi-linear model [21]. A more sophisticated ap-
proach, still preserving the role of the endmembers as the extrema of the convex
polytope enclosing the image data, is the Geodesic Simplex Projection [21] which
models the data as a manifold embedded in the simplex defined by the endmem-
bers, computing the abundances as the projection distance into this manifold. The
selection of landmark points lying on this manifold helps to reduce the compu-
tational burden imposed by the search of the nearest point for projection on the
manifold [36, 35]. Other approaches use the kernel trick to model the non-linear
manifold of the data [31], proposed as non-linear fluctuations taking into account
non-linear interactions among the endmembers. The specification of multiple ker-
nels improve the flexibility of the approach allowing class-dependent tuning of the
parameters [65].

The application of Markov Random Field (MRF) modeling provides a graceful
way to define Bayesian algorithms to perform non-linear unmixing. For instance,
[3] includes a non-linear term in the mixing equation, whose spatial distribution
is analyzed by MRF modeling to perform non-linear detection and unmixing. In
[4], a second order polynomial on the endmembers is postulated as the non-linear
mixing model, and Hamiltonian Monte Carlo algorithm is applied to estimate the
parameters of the model at each pixel, profiting from spatial continuity of the MRF.
Spatial correlation is also considered in [32] as a regularization of parameter es-
timation in the non-linear unmixing algorithm based on kernel transformations.
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Other approaches consider local windows in order to refine the relevance of the
endmembers for each pixel decomposition [43]. These approaches are extended to
the use of local NNMF approaches [52, 188].

The approach in this thesis work consists in formulating the problem of un-
mixing as a non-linear regression problem, where we want to extract the fractional
abundances at each pixel by a non-linear ELM regression ensemble model trained
over a collection of image pixels with abundances assigned according to a known
ground truth. The output of the ELM regression ensemble is a collection of output
units with values in the range [0,1], each modeling the fractional abundance of a
defined material class. To provide the training data, the easiest way is to select
pixel representatives whose abundance vectors have all components equal to zero,
but for the one corresponding to the actual pixel class. However, the algorithm
works as well with training data labeled with mixed abundances, if the user has
this information available. Robustness theoretical results given below ensure that
the ELM regression ensemble converges to the true target abundance values when
the ensemble size grows.

3.1.3 ELM regression ensembles for spectral unmixing

This section explains our approach to non-linear unmixing by ELM regression en-
sembles, as well as its validation by reconstruction. The training data is a sample
{xi,ai}n

i=1 from the actual image data, where pixel spectrum xi ∈ RB has an as-
sociated abundance ai ∈ [0,1]d , B is the number of bands in the image, and d is
the number of material classes, equivalent to the number of endmembers in linear
unmixing. Spectra in the training dataset are assumed to be spectral representa-
tions of the materials, pure or composed, wanted for detection in the image. The
abundance vectors correspond to pure material abundances, i.e. all abundances are
zero, but for one component equal to one. Estimating abundances is equivalent
to a non-crisp classification problem where the pure class representative spectra
are encoded by orthogonal binary vectors of unit norm. Therefore, we construct
a non-linear map from pixel spectra into their abundances: Φ : RB→ [0,1]d , such
that

âi = Φ(xi) . (3.3)

This map is obtained by training an ELM regressor ensemble, such as F (x) =
1
K ∑

K
j=1 f ( j)

L (x), where each individual SLFN has L hidden units. On the same
training dataset we can train the inverse model Φ−1 : Rd → RB , such that

x̂i = Φ
−1 (ai) (3.4)



36 CHAPTER 3. APPLICATIONS ON HYPERSPECTRAL DATA

is built in the same manner. One of the endemic problems in hyperspectral remote
sensing is that the number of labeled samples is small, because obtaining each
sample ground truth is costly. Therefore, it is desirable to use all the training data
for the construction of the direct and inverse transformation. We can compose them
to obtain an estimation of the reconstruction of each pixel spectra of the image:

x̂i = Φ
−1 (Φ(xi)) .

The measure of quality of the non-linear unmixing is the relative average recon-
struction error

ξREL =
1

NM

N

∑
i=1

M

∑
j=1

∥∥xi j−Φ−1(Φ(xi j))
∥∥∥∥xi j

∥∥ , (3.5)

where N×M are the image domain dimensions. Therefore, we can use for val-
idation the quality measure computation the entire image, regardless of the pixel
labeling.

3.1.4 Experimental Results

All results in this section are averages after 10 repetitions of the experiment with
random sampling of the image data.

Sensitivity experiments. The experiments carried out explore the sensitivity of
the approach to its critical parameters: number of hidden units of the SLFNs, en-
semble size, and training sample size. The default parameters are as follows: num-
ber of hidden units is 50, the ensemble size is 5, and training data consists of 25
pixels per class. Figure 3.2 shows the relative error results obtained when the num-
ber of hidden units changes. Plots correspond to the different benchmark images.
The main conclusion is that the approach is rather insensitive to the number of
hidden units, but that the image quality is very important. In fact, Indian Pines
provides the worst results in all experiments, while Kennedy Space Center gives
almost optimal performance. Figure 3.3 corresponds to the exploration of the ef-
fect of ensemble size. It reproduces the pattern found in the previous figure, i.e
the variable under test has little effect. Figure 3.4 shows the effect of the number
of samples used for training. Again, the quality of the image has a much bigger
importance than the number of samples, so that Indian Pines error is well above the
others. There are some variations between images, but it is on the average below
10%, which is a very good result if we take into account that we are using a very
small sample per class to train the ELM. These results confirm also that the ELM
ensembles are able to recover from the curse of randomness, ensuring stable real-
izations of the training despite the random setting of the input-to-hidden weights.
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Salinas and Kennedy Space Center datasets provide the best results, sometimes
below 1% of relative error. On the other hand, Indian Pines provides the worst
results, which is consistent with the fact that this dataset has a large signal-to-noise
ratio due to the early generation of the AVIRIS sensor that captured it. A general
surprising result is the insensitivity of the approach to the variation in ensemble
size, number of hidden neurons and, even, training data size.

Comparison with standard approaches For comparison, we have performed
the following experiment: we compute state-of-the-art endmember extraction al-
gorithms on the same training data allowed to the ELM regression ensembles. The
endmembers are then used for unmixing and reconstruction of the entire image, as
done in the ELM based approach. The only parameter to be explored in this case is
the sample size. The results are presented in figures 3.5, 3.6, 3.7 for ATGP, FIPPI,
and N-FINDR, respectively. The overall response error is several points higher
than for the ELM approach. A t-test carried out on the results of the 10 repetitions,
pairing benchmark image and sample size, showed that the differences are statis-
tically significant (p<0.00001). Visual inspection of the plots confirms the strong
improvement introduced by the ELM regression ensemble approach, which is able
to estimate the non-linear mixing model from scarce training data.

Abundance images Figures 3.8, 3.9, 3.10, and 3.11 show the ground truth of the
benchmark images, and abundance maps for some of the ground truth classes of
the corresponding benchmark images, computed as the average of the output of
the individual ELM regressors in the ensemble. For this specific visualization, the
number of hidden units was fixed at 50, and the ensembles size was 5. Training data
consists of 25 pixels per class. Abundances are visualized with a hot color map,
where red corresponds to highest and blue to lowest values. The visual results show
some variability due to several factors, such as image noise, labeling noise, and the
purity of the selected training pixels. Results are much more crisp in the Salinas
image than in Indian Pines, because of the higher signal to noise ratio as well as
the greater purity of the pixels. Inside Salinas image, results for the vineyard and
grapes classes are less crisp than for Cerlery, Broccoli, lettuce and other grown
vegetables, where the approach is even capable of discriminating stages of growth
(i.e. weeks of age of lettuce crops). In the Indian Pines image, the steel towers and
wheat are quite easy targets, while the soybean is its early growth stages so that its
signature is strongly contaminated by the soil signature, hence this class does not
include clear pure pixels. The case of KSC and Botswana images is very illustrative
of the power of the approach, that is able to generalize results in a quite robust way
from very small samples. Both images have relatively small ground truth, though
carefully prepared. In both images, water is easily discriminated, despite training
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Figure 3.2: Sensitivity of the ELM ensemble reconstruction error to the number of
hidden units per individual classifier, for each dataset considered in the test.

Figure 3.3: Sensitivity of the ELM ensemble reconstruction error to ensemble size,
for each dataset considered in the test.

sample sizes are small, and the great variability of water reflectance due to the
existence of sand banks or aquatic vegetation. In the Botswana image, firescars
are detected very accurately, the acacia grasslands, hippo grass, and bare soil have
good detection but with some variability due to low pixel purity, and the floodplain
grasses are well detected but with less distance to other classes, due to low pixel
purity. In the KSC image, diverse kind of marshes are well detected but they are
less differentiated than in other classes (yelowish colors of the background). This
may be due to the high content of water in all kinds of terrains. However, in all
imagess, the segmentation generalization achieved is remarkable.
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Figure 3.4: Sensitivity of ELM ensemble reconstruction error to size of training
set, specified by number of data samples per class.

Figure 3.5: Sensitivity of ATGP reconstruction error to size of training set, speci-
fied by number of data samples per class.

Figure 3.6: Sensitivity of FIPPI reconstruction error to size of training set, specified
by number of data samples per class.
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Figure 3.7: Sensitivity of N-FINDR reconstruction error to size of training set,
specified by number of data samples per class.

Figure 3.8: Abundances produced by ELM of some of the classes in the Salinas
image. Left-up corner is the visualization of the available ground truth and the
color map for the abundance visualization. Class name is printed in the figures.
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Figure 3.9: Abundances produced by ELM of some of the classes in the Indian
Pines image. Left-up corner is the visualization of the available ground truth and
the color map for the abundance visualization. Class name is printed in the figures.
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Figure 3.10: Abundances produced by ELM of some of the classes in the Kennedy
Space Center image. Left-up corner is the visualization of the available ground
truth and the color map for the abundance visualization. Class name is printed in
the figures.
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Figure 3.11: Leftmost image is the visualization of the localization of available
ground truth overlaid on one the bands. Abundances produced by ELM of some
of the classes in the Botwsana image. (A) acacia grasslands, (B) exposed soil, (C)
firescar, (D) floodplain grasses 2, (E) Hippo grass, (F) water. The color map is the
same as previous figures.

3.2 Spectral-spatial SSL with spatial correction

3.2.1 State of the art

Hyperspectral images pose strong classification challenges inherent to high dimen-
sionality data [90], such as the well-known Hughes effect [83], also known as
curse of dimensionality in machine learning literature. The Hughes effect consists
in the decrease of classifier performance as data dimensionality increases, for a
fixed sample size. Hyperspectral data is characterized by its difficulty to obtain
ground truth labels, due to the high cost of the field work needed to obtain them,
so researchers on hyperspectral image classification have been facing the Hughes
effect since the very beginning of the field.

One approach to mitigate the problem of labeled data scarcity are semi-supervised
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learning methods [29, 198], performing unlabeled sample recruitment to enrich the
seed training dataset of ground truth labeled samples. Unlabeled data samples are
assigned class labels according to their similarity with the ground truth samples.
This kind of approaches were explored early in hyperspectral literature [156, 86],
and have been extensively pursued since then, including kernel based methods
using the semi-supervised samples to improve kernel estimation. Examples are
the efficient cost function optimization approach [51], a cluster based estimation
of kernel parameters [169], the transductive support vector machine [20], artifi-
cial neural networks trained to minimize a regularized objective function [142], or
method using the data graph embedding to perform class assignment of unlabeled
data [150]. A complementary line of research aiming to overcome the Hughes
effect applies dimensionality reduction algorithms. Feature selection looks for a
subset of spectral bands maximizing classification accuracy. It is a combinato-
rial optimization problem, which can be solved by means of heuristics such as the
affinity propagation [88] or nature-inspired methods, such as the Darwinian Parti-
cle Swarm Optimization enhanced with fractional order [62] or hybridizations of
bio-inspired optimization methods [61]. Feature extraction approaches compute
a transformation of the pixel data into a lower dimension representation, besides
classical approaches such as Principal Component Analysis (PCA), Independent
Component Analysis (ICA) [174] or simply averaging of groups of bands [94],
recent works exploit combination of several features [112], combinations of class
dependent subspace projections [59], or use unmixing as the feature extraction pro-
cess [50, 49].

Carrying spectral processing and classification independently at each pixel dis-
regards spatial correlation, often very strong, that can be used to improve final
classification [54]. For instance, spectral-spatial denoising carried out on wavelet
transform coefficients [94, 173] helps improving the final classification. A broad
group of approaches aim to correct classification errors enforcing spatial homo-
geneity. For instance, Markov Random Field (MRF) modeling [87, 184, 166, 131]
achieve this correction by approximate relaxation processes, or by belief propaga-
tion [108]. Others perform unsupervised image segmentation, using morphological
watershed [165] or partitional clustering [163], enforcing pixels in the same region
to be of the same class. Some works propose spectral-spatial kernels performing
based on suitable similarity measures [84]. A quite different approach performs im-
age decomposition into reflectance and shadow components [94] in order to discard
non-informative parts of the image improving classification performance. Combi-
nation of multiple spectral-spatial classifiers has been also proposed [164]. Finally,
the spatial information has been added as extra features computed from morpholog-
ical profiles of lower dimension images, such as the first PCA component [81, 53],
as an instance of the general approach of attribute profiles for classification [63].
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3.2.2 Semi-supervised learning with spatial and spectral similarities

Algorithm 3.1 Semi-supervised learning with spatial correction (SSL-SC) for hy-
perspectral images

1: procedure SSL-SC(X ,XL,Ω ) . X =
{

xi, i ∈ I ⊂ N2
}

hyperspectral image,
. XL = {(xi,yi) , i ∈ L⊂ I} training sample of labeled pixels,

. L U set of unsupervised classes
2: Train CL : Rd →L from XL . baseline spectral classifier
3: ŷi =CL (xi) , i ∈ I . baseline class estimations
4: CU : Rd →L U , s.t. ωi =CU (xi) . unsupervised classification of the

image pixel spectra (i.e. K-means)
5:

XU =

{
(xi, ỹi) , ỹi = argmax

k
|Kk (i)| xi ∈ XI−L∧∃Kk (i) 6= Ø

}
Kk (i)=

{
k = yj

∣∣i ∈Nj (r)∧ωi = ωj∧xj ∈ XL
}

6: XL+U = XL∪XU . enriched training set
7: Train CL+U : Rd →L using XL+U . semi-supervised training
8: ŷ = {ŷi =CL+U (xi) , i ∈ I} . . classify entire image

9: ˆ̃y =

{
ˆ̃yi = argmax

k

∣∣{k = ŷj, j ∈Ni (r)
}∣∣ , i ∈ I

}
. . spatial correction of

the class image
10: end procedure

The proposed spatially regularized semi-supervised classification process is
summarized in Algorithm 3.1. We will provide an intuitive description before go-
ing into a more formal detailed explanation. Given a small training dataset, which
is a very common situation in remote sensing applications, first we enrich it with
unlabeled data for which we guess its label according to two conditions: a spatial
proximity in the image domain to a labeled pixel belonging to the seed training
dataset, and the spectral similarity with this pixel. We say that two pixels are spec-
trally similar if they belong to the same cluster after an unsupervised clustering
process carried out over the entire image data. After training dataset enrichment,
the spectral classifier is trained. The entire image is classified with the trained clas-
sifier. Finally, a spatial correction step is performed which consists in assigning to
each pixel the majority class inside its spatial neighborhood. This spatial correc-
tion removes classification errors on the assumption that class spatial regions are
compact, i.e. without holes. A more formal description follows.

Let us denote an hyperspectral image as X =
{

xi, i ∈ I ∈ N2
}

, where xi ∈
Rd are d-dimensional spectral signatures, and I is the image domain given by a
bounded 2D grid of pixel places. The pixel spectra belong to a class whose label is
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in the set L = {1, . . . ,Ω}. An image of class labels is specified as y = {yi; i ∈ I} ⊂
L N x M. The spatial neighborhood of radius r around the pixel site i is denoted
Ni (r). Image segmentation aims to obtain a partition of the image domain into a
set of regions R = {Rk} such that ∪Rk = I, and ∩Rk = Ø. Regions are composed
of connected components and pixels falling into one region have some similarity,
i.e. they belong to the same class Rk = {i ∈ I |yi = k}.

In Algorithm 3.1, first, we build the baseline spectral classifier CL : Rd →L

from an initial training sample of labeled pixels XL = {(xi,yi) , i ∈ L⊂ I} (line 2),
which will be used to assess the improvement introduced by the ensuing processes
from the initial image pixel classification (line 3). Labeled data scarcity means
that |I|≫ |L|. Let XI−L denote the set of unlabeled pixel spectra. Next (line
4), we perform the pixel spectra unsupervised classification over all the image
ωi =CU (xi), which provides the spectral similarity component of the label guess-
ing semi-supervised training set enrichment. Next (line 5), carries the selection of
unlabeled pixels xi ∈ XI−L that can be added to the training dataset with a guessed
label ỹi. To be selected, an unlabeled pixel must be in the spatial neighborhood
i ∈Nj (r) of a labeled pixel xj ∈ XL. Furthermore, it must belong to the same un-
supervised cluster ωi = ωj. Then, the label is set according to the labeled sample,
with a majority voting if there are more than one (boundary pixels). The obtained
XU is usually a small subset of XI−L, which is used to construct the enriched train-
ing dataset XL+U = XL ∪XU (line 6). Next (line 7), we build the semi-supervised
classifier CL+U : Rd →L using the enriched training set XL+U , obtaining (line 8)
the image of class labels ŷ. Finally (line 9), we carry out the spatial correction
by majority voting in each pixel’s neighborhood to obtain the final segmentation
image ˆ̃y.

3.2.3 Spectral-spatial semi-supervised learning rationale

We discuss here foundations for the improvements expected from our novel semi-
supervised learning approach, which combines spectral and spatial information to
build the set XU of pixels with “guessed” labels that is added to the training set.
This process can be modeled as a label propagation based on spectral and spatial
similarity evidences. Let us consider first the spectral aspect. It is natural to assume
that the probability of two pixels having the same label is proportional to its spectral
distance (either Euclidean or angular), i.e. p

(
yi = yj

∣∣xi,xj
)

∝ φ
(
xi−xj

)
, where

φ is some monotonic decreasing function of the spectral distance between pixels.
This rough statement does not solve the problem of setting the decision thresholds
as well as the definition of the appropriate measure. Our proposal to solve this issue
is to build an unsupervised classifier CU : Rd → L U independently of the given
ground truth. Because of this independence we can use all image data without
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introducing any bias in the final results. The assignment of the pixel spectra to the
latent classes ω ∈L U discovered by unsupervised learning, such that ωi =CU (xi),
is done by a MAP decision on the latent class posteriors

{
p(ω |x) ;ω ∈L U

}
.

Hence, we can identify the probabilities of having the same label and belonging to
the same latent class p

(
yi = yj

∣∣xi,xj
)
= p

(
ωi = ωj

∣∣xi,xj
)
. Moreover, we assume

that two pixels have the same class label iff they belong to the same latent class,
i.e. p

(
yi = yj

∣∣xi,xj
)

∝ δ
(
ωi,ωj

)
, where δ is the Kronecker’s delta function. In

this thesis work, latent classes are discovered by the classical K-means clustering
algorithm [55], however, any other unsupervised classification algorithm may be
used. Let us consider now the spatial aspect of the propagation decision, it is
natural to assume that the probability of two pixel sites having the same class label
decreases with the distance in image domain, i.e. p

(
yi = yj |i, j

)
∝ ψ (i− j) , where

ψ is some monotonic decreasing function. Our approach takes it to the limit

p
(
yi = yj |i, j

)
=

{
1 i ∈Nj (r)
0 otherwise

, (3.6)

for some radius r which is related with the expected granularity of the regions in
the image.

The construction of the semi-supervised training dataset may be modeled as
the propagation process of the known labels yi of pixel sites i∈ L “guessing” labels
ỹj of unlabeled pixel sites j∈ I−L. This propagation combines spectral and spatial
information as follows:

p
(
yi = ỹj

)
= p

(
yi = ỹj |i, j

)
p
(
yi = ỹj

∣∣xi,xj
)
. (3.7)

Therefore, label propagation happens when both spectra belong to the same la-
tent class and to the same spatial neighborhood. To highlight the role of the latent
classes, let us consider that we have only one latent class, which is equivalent to not
having any spectral discrimination. In such case we have p

(
yi = ỹj

∣∣xi,xj
)
= 1, so

that the decision to add an unlabeled pixel to the enriched training dataset does only
depend on the spatial proximity to the labeled pixel in the seed training dataset.
This strategy allows quite diverse spectra to enter the same class, being equivalent
to introduce noise in the enriched training dataset. Therefore, latent class assign-
ment by clustering acts as a filter for the spatial recruitment of unlabeled pixels.

In Algorithm 3.1, (line 5) we specify the enrichment set XU as follows:

XU =

{
(xi, ỹi) , ỹi = argmax

k
|Kk (i)| xi ∈ XI−L∧∃Kk (i) 6= Ø

}
(3.8)

Kk (i)=
{

k = yj
∣∣i ∈Nj (r)∧ωi = ωj∧xj ∈ XL

}
(3.9)
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Therefore, a pixel spectra is added to the enriched training data set when it falls
in the spatial neighborhood of a labeled sample in the training dataset and both
samples belong to the same latent class. As samples from different classes may
belong to the same latent class, it may happen that several classes fill the condition
in eq. 3.9. In such event, the most frequent class is selected. The propagation
model is a more accurate description of the actual implementation, because we
examine the neighbors of the pixels in the training dataset instead of searching the
entire image.

3.2.4 Spatial correction rationale

In this subsection we present the reasoning for the proposed spatial correction step,
and the source of the improved results that it provides. Following a Bayesian rea-
soning, the estimation of image pixel labels y given the observation of the pixel
spectra X is carried out by searching for the maximum of the a posteriori (MAP)
probability p(y |X ) ∝ p(X |y) p(y), where p(X |y) is the joint conditional distri-
bution of the observed pixel spectra on the hypothesized labels, often Gaussian,
and p(y) is the joint a priori distribution of image labels. Random Markov Fields
[113] are well-known joint a priori distribution modeling tools. Given the pixel
class label we can assume the spatial independence of the pixel spectra conditional
distribution, i.e. p(X |y) = ∏i p(xi |yi ), so that the joint conditional distribution
is decomposed into the local pixel spectra conditional distributions, therefore the
MAP classification is specified as

ŷ = argmax
y

{
∑

i
(log p(yi |xi )− log p(yi))+ log p(y)

}
. (3.10)

Hence, the MAP estimation of the joint label image is decomposed into local MAP
decisions at each pixel site plus an spatial correction term specified by the joint a
priori distribution. The local MAP decision based on p(yi |xi ) is implemented by
the AHERS spectral classifier. The a priori joint distribution incorporates knowl-
edge that may help to remove classification confusion. The most common and
basic assumption is that image regions are compact, so that local correlation of
pixel labels is high. We can state in more general terms that images are character-
ized by a compactness measure h : L N×M → R, such that h(y1) > h(y2) implies
that p(y1) > p(y2). The compactness measure can be defined in many ways, the
simplest one is the number of pixel site pairs with identical class labels. Maxi-
mizing compactness is equivalent to enforcing smoothness constraints, such as the
minimization of the square differences [113]. Obviously, if we proceed enforcing
compactness of sliding windows defined by some neighborhood, we are enforcing
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compactness of the entire class regions. This is the case of the label correction
given by the most voted class:

yi = argmax
k

∣∣{k = yj | j ∈Ni (r)
}∣∣ , (3.11)

where Ni (r) is the local neighborhood of radius r. The radius controls the spread
of the smoothing enforced. The improvement achieved by the application of this
rule is thus directly rooted to a smooth joint a priori class distribution, with com-
pactness related to the size of the neighborhood.

3.2.5 Experimental results with ensembles of ELM’s

This section provides the results of the sensitivity exploration on the V-ELM and
V-OP-ELM ensemble parameters regarding the number of hidden units. After that,
we report an exhaustive comparison of the response of V-ELM and V-rRLM. Fi-
nally, we discuss the comparison of the proposed process and other results found
in the literature for these datasets. In all computational experiments we have used
the same experimental design of [110] to allow for direct comparison of results:
spatial neighborhood radius is set to 7, the number of Markov runs is 100, and the
same size of the labeled data sample, which is 160 for the Indian Pines dataset, 18
for Salinas A, and 128 for Salinas C, reporting the mean the overall accuracy (OA)
in values between 0 and 1, and the standard deviation of the results to assess the
stability of the process. The regularization parameter λ of the rELM has been set
to 1000. Finally, some visual results of the obtained thematic maps are provided.

3.2.5.1 Exploratory experiments

Sensitivity of V-ELM and V-OP-ELM to the number of hidden units

In figures 3.12, 3.13, 3.14, and 3.15 we present the sensitivity of V-ELM and V-
OP-ELM to the number of hidden units computing the segmentation of the Salinas
C, Salinas A, Indian Pines and Pavia datasets, respectively. For this experiment we
have set the ensemble size to 10, in order to obtain an impression of the influence
of the number of hidden units. In all cases, there is a saturation after 300 nodes,
which is followed by some oscillations. In Salinas C and Pavia datasets the V-
ELM is superior almost for any number of hidden units to V-OP-ELM. In SalinasA
dataset, V-OP-ELM improves almost always to V-ELM, finally in the Indian Pines,
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Figure 3.12: Comparison of the sensitivity of V-ELM and V-OP-ELM accuracy
values to the number of hidden nodes on the classification of the Salinas C dataset

Figure 3.13: Comparison of the sensitivity of V-ELM and V-OP-ELM accuracy
values to the number of hidden nodes on the classification of the Salinas A dataset.
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Figure 3.14: Comparison of the sensitivity of V-ELM and V-OP-ELM accuracy
values to the number of hidden nodes on the classification of the Indian Pines
dataset.
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Figure 3.15: Comparison of the sensitivity of V-ELM and V-OP-ELM accuracy
values to the number of hidden nodes on the classification of the Pavia dataset.

results are mixed. Notice that there is some relation between the number of spectral
bands and the minimal number of hidden units that provides some good results. As
a rule of thumb, if the number of hidden units is less than twice the number of
spectral bands the results are more erratic and/or lower. V-OP-ELM is much more
costly than V-ELM, to the extent that performing exhaustive exploration of the
effect of the parameters becomes prohibitive. For this reason, further exploratory
experiments have been performed with theV-ELM and V-rELM ensembles.

V-ELM versus V-rELM

Tables 3.1 to 3.4 show the average and variance of the OA obtained after 100
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Pavia
Indian

Pines
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30
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20
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0.5827

0.5825
0.5780

0.5786
0.5804
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0.4428

0.4379
0.4508

0.4552
0.4631

0.4585

(0.0064)
(0.0072)

(0.0034)
(0.0027)

(0.0048)
(0.0036)

(0.0296)
(0.0145)

(0.0220)
(0.0159)

(0.0141)
(0.0244)

100
0.6036

0.5960
0.5988

0.5969
0.5973

0.5960
0.5015

0.4952
0.5026

0.4965
0.4949

0.4937

(0.0172)
(0.0097)

(0.0034)
(0.0060)

(0.0039)
(0.0036)

(0.0312)
(0.0080)

(0.0118)
(0.0088)

(0.0085)
(0.0082)

150
0.6606

0.6457
0.6327

0.6297
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0.6123
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0.5317
0.5326

0.5385
0.5359

0.5279

(0.0272)
(0.0279)

(0.0222)
(0.0220)

(0.0247)
(0.0065)

(0.0135)
(0.0086)

(0.0132)
(0.0147)

(0.0182)
(0.0098)

200
0.7401

0.7118
0.7124

0.7049
0.7141

0.6969
0.5591

0.5575
0.5566

0.5593
0.5614

0.5639

(0.0217)
(0.0337)

(0.0252)
(0.0193)
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(0.0298)

(0.0114)
(0.0152)

(0.0122)
(0.0126)

(0.0062)
(0.0089)
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0.7633

0.7588
0.7599

0.7542
0.7410

0.7427
0.5777

0.5752
0.5648

0.5761
0.5751

0.5743

(0.0133)
(0.0155)

(0.0167)
(0.0160)

(0.0056)
(0.0057)

(0.0138)
(0.0109)

(0.0131)
(0.0102)

(0.0112)
(0.0097)

300
0.7517

0.7440
0.7559

0.7498
0.7525

0.7500
0.5823

0.5852
0.5785

0.5777
0.5799

0.5831

(0.0114)
(0.0056)

(0.0073)
(0.0037)

(0.0064)
(0.0026)

(0.0172)
(0.0078)

(0.0124)
(0.0058)

(0.0116)
(0.0093)
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0.7517

0.7621
0.7601

0.7546
0.7625
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0.5870
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0.5913
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0.5917
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(0.0118)
(0.0105)

(0.0079)
(0.0053)
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(0.0067)
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(0.0063)

(0.0085)
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(0.0123)
(0.0072)
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(0.0055)
(0.0059)
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Pavia
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Markov runs for increasing number of hidden units and ensemble size for the V-
ELM and V-rELM after semisupervised classification, while Tables 3.5 to 3.8 show
the average and variance of the segmentation OA after performing spatial regular-
ization. The big number of Markov repetitions is aimed to obtain an accurate
estimation of the variance of the results. We have varied the size of the ensemble
and the number of hidden units as shown in the tables. The experiment leads to
several conclusions:

Hidden units versus ensemble size The effect of ensemble size on the OA is
not significant for a given number of hidden units (p>0.5 in independent two sided
t-tests for each number of hidden units), and the spatial regularization introduces
a further reduction of this effect. On the other hand, the number of hidden units
has a strong effect (p<0.01 in independent t-tests for each ensemble size), mono-
tonically increasing the average OA. Both factors influence the variance of the OA:
increasing them decreases the OA variance, however the number of hidden units
has a stronger effect.

V-ELM versus V-rELM There is not a significant difference between V-ELM
and V-rELM results (p>0.5 in a two sided t-test on the average OA of the tables).
This result is somewhat surprising, since we expect that the regularized ELM would
improve results or at least reduce the variance of results. This lack of effect may
be due to the compensation of the regularization effects of the ensembles and the
rELM, an indirect confirmation of the regularization achieved by ensembles of
ELMs.

Improvement introduced by the spatial regularization Results are uniform in
this regard, the spatial regularization introduces a significant increase (up to 10%
for Pavia and Indian Pines datasets, and 5% for Salinas datasets) regardless of
the kind of classifier (V-ELM vs. V-rELM). The improvement is depending on
the quality of the classification results. It can be appreciated that for the smallest
ensembles with lowest number of hidden units, the improvement is much less than
in the case of the best classification results. Nevertheless, the spatial regularization
has the effect of reducing the differences of performance in the lower end of the
tables.

3.2.5.2 Comparison with other approaches
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Table 3.9: Best accuracy results obtained before spatial regularization for the 4
remote sensing images. Last columns are the number of hidden units and ensemble
size.

Image Accuracy Classifier n size

SalinasC
0.8508 V-ELM 1000 10
0.8240 MLR - -

SalinasA
0.9746 V-ELM 1000 25
0.9086 MLR - -

Pavia
0.8002 V-ELM 1000 30

/ MLR - -

Indian
0.6012 V-ELM 1000 30
0.6344 MLR - -

Table 3.10: Best accuracy obtained after spatial regularization for the 4 remote
sensing images. Last columns are the number of hidden units and ensemble size.

Image Accuracy Classifier n size

SalinasC
0.9388 V-ELM 1000 10
0.8961 MLR - -

SalinasA
0.9984 V-ELM 750 10
0.9674 MLR - -

Pavia
0.8918 V-ELM 1000 25

/ MLR - -

Indian
0.7008 V-ELM 950 20
0.7560 MLR - -

Method and reference OA % Train
MPM-LBP[111] 0.8578 290 training samples
EMP/SVM[111] 0.8522 290 training samples

SVM + majority vote (WHEDs)[167] 0.8305 8,00%
CENA[37] 0.8847 2,00%

class 2vs4 (Proposed) [37] 0.8847 8,00%
D[178] 0.7370 450 training samples

SVM-CK[159] 0.8711 9,00%
SVA + ICA [133] 0.9447 9,00%

EMP +KPCA[116] 0.9655 9,00%
SVMCK[1] 0.8718 9,00%

KSSP[1] 0.8765 9,00%
KSPCK[1] 0.8319 9,00%

Table 3.11: Reference results for Pavia dataset
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(a) (b)

Figure 3.16: Visualization of classification results on Salinas C using 123 labeled
samples, ensemble of 15 basic ELMs and 500 hidden nodes. (a) After supervised
classification with OA=80.97%. (b) After spatial regularization with OA=87.02%.

We make a direct comparison with the results reported in [110] for the same
size of the labeled sample. Comparative classification and segmentation OA re-
sults (i.e. before and after spatial regularization) are given in tables 3.9 and 3.10,
respectively, where MRL denotes the Multinomial Logistic Regression approach in
[110]. We gather the best results of our experiments to this comparison. The voting
ensemble V-ELM improves the MLR approach in the Salinas datasets, however it
does not improve it in the Indian Pines dataset. Table 3.11 shows some reference re-
sults along with the size of the training set. Only two reported results improve over
our approach, using bigger training labeled samples, our results use about 0.5% of
the data in the image, while reported results use 9% of the image for training.

3.2.5.3 Visual results

Figures 3.16, 3.17, 3.18, and 3.19 show the visualization of the thematic map for a
V-ELM of size 15, 500 hidden nodes, demonstrating the effect of the spatial reg-
ularization. It can be appreciated in all cases that the spatial regularization acts as
a smoothing filter of the classification image, removing speckle noise that corre-
spond to erroneous classifications in most cases.
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(a) (b)

Figure 3.17: Visualization of classification results on Salinas A using 16 labeled
samples, ensemble of 15 basic ELMs and 500 hidden nodes.(a) After supervised
classification with OA=95.34%. (b) After spatial regularization with OA=99.86%.

(a) (b)

Figure 3.18: Visualization of classification results on Indian Pines. using 151
labeled samples, ensemble of 15 basic ELMs and 500 hidden nodes. (a) After
supervised classification with OA=54.40%. (b) After spatial regularization with
OA=62.42%.
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(a) (b)

Figure 3.19: Visualization of classification results on Pavia University using 158
labeled samples, ensemble of 15 basic ELMs and 500 hidden nodes. (a) After su-
pervised classification OA=66.94%. (b) After spatial regularization OA=69.93%.

3.2.6 Experimental results with AHERF

We have carried out sensitivity studies of the proposed method over the different
parameters, the best results are then compared with the best ones found in the
literature. We have used the average accuracy of the entire image classification as
the comparative measure. All computational experiments are repeated 30 times to
provide an average result. Each repetition consists on the random selection of the
training dataset from the available ground truth, realization of the semi-supervised
enrichment, classification and correction. We provide the results before and after
spatial correction to show the improvement introduced. The background class is
not considered for classification, because of its intrinsic heterogeneity.

Effect of the number of latent classes (clusters) In Figure 3.20 we show the
effect of the number of latent classes (clusters) on the average accuracy for all
the datasets before and after the spatial correction. The abscissa in the plots is
a factor multiplying the number of classes to determine the number of clusters.
Star points are the maxima of the corresponding plot. There isn’t a big effect of
this parameter, with small real improvement on average accuracy before and after
spatial correction, with increase the number of clusters.

Effect of the seed training dataset size In Figure 3.21 we can see the effect on
the average accuracy of the seed training dataset size, specified as the percentage
of ground truth labeled pixels, before and after spatial correction. In this case for
both cases there is a definitive improvement when we increase the seed training



66 CHAPTER 3. APPLICATIONS ON HYPERSPECTRAL DATA

(a)

(b)

Figure 3.20: Effect of the number of latent classes (clusters) selected for the
spectral-spatial semi-supervised data training. All other parameters set to nomi-
nal values. Abscissa is the factor multiplying the number of classes to determine
the number of latent classes. Star points are the maxima of the corresponding plot.
(a) Accuracy before spatial correction, (b) Accuracy after spatial correction.
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(a)

(b)

Figure 3.21: Effect on the average accuracy of the seed training dataset size speci-
fied as the ground truth percentage of labeled pixels selected to build it. Star points
are the maxima of the corresponding plot. (a) Accuracy before spatial correction,
(b) Accuracy after spatial correction.
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(a)

(b)

Figure 3.22: Effect on the average accuracy of the spectral-spatial semi-supervised
learning neighborhood radius. Star points are the maxima of the corresponding
plot. (a) Accuracy before spatial correction, (b) Accuracy after spatial correction.
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(a)

(b)

Figure 3.23: Effect on the average accuracy of the spatial correction neighborhood
radius. Star points are the maxima of the corresponding plot. (a) Accuracy before
spatial correction, (b) Accuracy after spatial correction.
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(a)

(b)

Figure 3.24: Effect on the average accuracy of the AHERF ensemble size. Star
points are the maxima of the corresponding plot. (a) Accuracy before spatial cor-
rection, (b) Accuracy after spatial correction.
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dataset size. It can be observed that using just a 3% of the labeled data may be
enough in some cases to achieve really good accuracy performances, comparable
with the state-of-the-art ones. The worst case is Indian Pines, which needs larger
training datasets to obtain competitive results, though state of the art algorithms
also require bigger training datasets.

Effect of the neighborhood radius used in the spectral-spatial semi-supervised
correction In Figure 3.22 we show the effect on average accuracy of the size
of spatial neighborhood used in the semi-supervised training. Thought the effect
of semi-supervised learning with minimal neighborhood radius is a definitive in-
crease of performance, the effect of large radius is small. This may be due to the
compactness of the regions, and the effect of boundaries.

Effect of the neighborhood radius used in the a posterior spatial correction
In Figure 3.23 we show how the spatial correction neighborhood radius affects the
average accuracy. As in previous cases the effect of increasing the neighborhood
radius is minimal.

Effect of the ensemble size In Figure 3.24 we plot the average accuracy versus
the size of the ensemble AHERF. A small number of classifiers (C = 5) is enough
to obtain good results and the effect of increasing the ensemble size is not great.

Summary of the results achieved From the previous sensitivity experiments,
we conclude that our proposal is very robust to bad parameter settings. Taking
a 1% of the ground truth for training dataset, and setting the parameters to their
optimal values we obtain the results in table 3.12, given as the average and standard
deviation of the accuracy of 10 repetitions for each dataset before and after spatial
correction. The effect of the spatial correction is very strong, in some cases with
improvements of more than 15% of accuracy. It is also clear that the Indian Pines
dataset is the most difficult one. In fact, results in the literature are obtained with
much bigger training datasets.

In Table 3.13, Table 3.14, Table 3.15 and Table 3.16 we show the obtained
results before and after spatial correction, respectively, given as the average and
standard deviation of the accuracy over 10 repetitions, varying the size of the train-
ing dataset, from 0.5% to 5% of the ground truth, with all other parameters set to
optimal values. This exploration has been done in order to compare our proposed
approach results with other state-of-the-art results, most of them using bigger train-
ing datasets.
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Table 3.12: Best results achieved over each dataset with optimal parameter settings.
Before Correction After Correction

Salinas Complete 92.25 ± 0.59 98.62 ± 0.89

Salinas Subscene 98.78 ± 0.08 99.52 ± 0.02

Pavia University 89.53 ± 0.32 93.86 ± 1.41

Indian Pines 67.23 ± 1.89 79.07 ± 0.76

Kennedy Space Center 84.01 ± 2.48 91.81 ± 0.65

Botswana 86.26 ± 0.85 96.03 ± 0.29

Table 3.13: Best results achieved with optimal parameters for increasing training
set size before the spatial correction. Average±standard deviation of the accuracy
of 10 repetitions.

0.5% 1% 1.5%
Salinas Complete 90.43 ± 0.69 92.25 ± 0.59 93.26 ± 0.46

Salinas Subscene 97.77 ± 0.36 98.78 ± 0.08 98.89 ± 0.09

Pavia University 85.89 ± 0.23 89.53 ± 0.32 90.41 ± 0.43

Indian Pines 62.01 ± 2.45 67.23 ± 1.89 70.49 ± 1.81

Kennedy Space Center 77.65 ± 4.24 84.01 ± 2.48 86.33 ± 0.45

Botswana 68.70 ± 0.35 86.26 ± 0.85 86.52 ± 0.46

Table 3.14: Best results achieved with optimal parameters for increasing training
set size before the spatial correction. Average±standard deviation of the accuracy
of 10 repetitions.

2% 2.5% 3%
Salinas Complete 93.90 ± 0.23 94.85 ± 0.26 94.80 ± 0.59

Salinas Subscene 98.85 ± 0.08 98.80 ± 0.11 98.77 ± 0.28

Pavia University 91.30 ± 0.45 91.63 ± 0.28 93.00 ± 0.64

Indian Pines 75.75 ± 1.92 75.69 ± 0.96 77.58 ± 1.40

Kennedy Space Center 88.91 ± 0.36 89.83 ± 1.12 91.76 ± 1.86

Botswana 88.10 ± 1.60 88.25 ± 2.61 90.46 ± 2.67

Table 3.15: Results with optimal parameter values and different training set size
after the spatial correction. Average±standard deviation of the accuracy of 10 rep-
etitions.

0.5% 1% 1.5%
Salinas Complete 94.84 ± 0.58 98.62 ± 0.89 99.06 ± 0.71

Salinas Subscene 99.49 ± 0.04 99.52 ± 0.02 99.50 ± 0.02

Pavia University 91.01 ± 1.16 93.86 ± 1.41 94.36 ± 0.19

Indian Pines 64.70 ± 3.42 79.07 ± 0.76 79.29 ± 1.50

Kennedy Space Center 86.51 ± 5.10 91.81 ± 0.65 91.23 ± 0.12

Botswana 76.08 ± 0.86 96.03 ± 0.29 92.96 ± 0.97
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Table 3.16: Results with optimal parameter values and different training set size
after the spatial correction. Average±standard deviation of the accuracy of 10 rep-
etitions.

2% 2.5% 3%
Salinas Complete 99.31 ± 0.22 99.84 ± 0.04 99.34 ± 0.62

Salinas Subscene 99.52 ± 0.02 99.54 ± 0.01 99.47 ± 0.03

Pavia University 95.21 ± 0.98 95.28 ± 0.67 96.19 ± 0.38

Indian Pines 83.10 ± 0.22 81.68 ± 0.84 81.09 ± 2.78

Kennedy Space Center 95.82 ± 0.58 96.84 ± 0.42 97.94 ± 0.51

Botswana 97.43 ± 0.90 94.52 ± 1.42 97.70 ± 1.31

Comparison with other approaches in the literature As mentioned before
when comparing to the state-of-the-art methods we found that the % of training
data used by them was much bigger in most of the cases. Anyway as we show
in this subsection it depends a lot on the dataset. In Table 3.17 we gather overall
accuracy (OA) results obtained by several authors on the same benchmark datasets.
The AHERF refers to the approach proposed in this thesis work. We give also the
training dataset size in order to stress the dependence of results to this parameter.
In the case of Indian Pines, we extended the exploration of the effect of training
dataset size in order to compare with the literature. Exception made of the Indian
Pines dataset, our approach ranks first or second with very small training datasets.
The reason of the bad results on Indian Pines may be related to the noise and the
not very compact regions of some classes.

Visual Results Besides the quantitative evaluation of the results, we provide vi-
sual results of the classification and spatial correction of some images. We show (a)
a sample band image, (b) the available ground truth, (c) regions segmented before
spatial correction, and (d) regions segmented after spatial correction. Figures 3.25,
3.27, 3.28, and 3.29 present these images for the Salinas, Pavia University, Indian
Pines and KSC, respectively. The effect of the spatial correction is very clear in all
the images.



74 CHAPTER 3. APPLICATIONS ON HYPERSPECTRAL DATA
Table

3.17:C
om

parison
ofresults

in
the

literature.O
A

O
verallaccuracy,%

Train
percentage

ofground
truth

forseed
training

dataset.
B

otsw
ana

K
ennedy

Space
C

enter
Indian

Pines
U

niv.Pavia
O

A
%

Train
O

A
%

Train
O

A
%

Train
O

A
%

Train

A
H

E
R

F
97.70

3,00%
A

H
E

R
F

97.94
3,00%

K
SPC

K
[1]

98.47
10,00%

E
M

P
+K

PC
A

[116]
96.55

9,00%

A
H

E
R

F
97.43

2,00%
A

H
E

R
F

96.84
2,50%

K
O

M
PC

K
[1]

98.33
10,00%

A
H

E
R

F
96.19

3,00%

PC
-SV

M
[154]

96.26
50,00%

B
H

C
-soft[101]

96.80
50,00%

K
SO

M
P[1]

97.33
10,00%

A
H

E
R

F
95.28

2,50%

A
H

E
R

F
96.03

1,00%
A

H
E

R
F

95.82
2,00%

M
PM

-L
B

P[111]
94.76

10,00%
A

H
E

R
F

95.21
2,00%

PC
A

-SV
M

[154]
95.55

50,00%
R

F-B
H

C
[67]

93.75
20,00%

L
O

R
SA

L
-M

L
L

[111]
92.72

10,00%
SVA

+
IC

A
[133]

94.47
9,00%

SFS-SV
M

[154]
94.72

50,00%
R

S-B
H

C
[67]

92.00
20,00%

A
H

E
R

F
91.37

20,00%
A

H
E

R
F

94.36
1,50%

A
H

E
R

F
94.52

2,50%
A

H
E

R
F

91.81
1,00%

A
H

E
R

F
91.32

15,00%
B

oostE
L

M
[149]

94.30
15,00%

R
F-B

H
C

[67]
94.00

20,00%
A

H
E

R
F

91.23
1,50%

6-SV
M

[25]
90.80

25,00%
A

H
E

R
F

93.86
1,00%

D
B

FE
-SV

M
[154]

93.80
50,00%

B
B

-B
H

C
[67]

88.50
20,00%

A
H

E
R

F
90.32

10,00%
A

H
E

R
F

91.01
0,50%

A
H

E
R

F
92.96

1,50%
R

F-C
A

R
T

[67]
88.00

20,00%
6-SV

M
[25]

86.70
12,50%

C
E

N
A

[37]
88.47

2,00%

R
S-B

H
C

[67]
92.00

20,00%
PC

A
-SV

M
[154]

87.78
50,00%

SV
M

[1]
84.52

10,00%
class2vs4

[37]
88.47

8,00%

B
B

-B
H

C
[67]

88.50
20,00%

A
H

E
R

F
86.51

0,50%
A

H
E

R
F

83.10
2,00%

K
SSP[1]

87.65
9,00%

R
F-C

A
R

T
[67]

87.00
20,00%

K
-N

N
[139]

85.69
15,00%

L
O

R
SA

L
[111]

82.60
10,00%

SV
M

C
K

[1]
87.18

9,00%

A
H

E
R

F
76.08

0,50%
SSN

N
[142]

84.74
19,19%

6-SV
M

[25]
82.20

6,25%
SV

M
-C

K
[159]

87.11
9,00%

A
H

E
R

F
81.68

2,50%
M

PM
-L

B
P[111]

85.78
0,68%

A
H

E
R

F
81.08

3,00%
L

O
R

SA
L

-M
L

L
[111]

85.57
0,68%

SV
M

[111]
80.56

10,00%
W

atershed[111]
85.42

0,68%

A
H

E
R

F
79.29

1,50%
E

M
P/SV

M
[111]

85.22
0,68%

SV
M

+SC
[167]

83.05
8,00%

SV
M

[37]
81.73

2,00%

SV
M

[111]
80.99

0,68%

L
O

R
SA

L
[111]

80.11
0,68%

D
[178]

73.70
1,05%



3.2. SPECTRAL-SPATIAL SSL WITH SPATIAL CORRECTION 75

(a) (b)

(c) (d)

Figure 3.25: Salinas complete scene visual results: (a) sample image band, (b)
ground truth, (c) classification results before spatial correction. (d) classification
results after a posteriori spatial correction.
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(a) (b)

(c) (d)

Figure 3.26: Salinas Subscene A visual results: (a) sample image band, (b) ground
truth, (c) classification results before a posteriori spatial correction. (d) (c) classifi-
cation results before a posteriori spatial correction.
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(a) (b)

(c) (d)

Figure 3.27: Pavia University visual results: (a) sample image band, (b) ground
truth, (c) classification results before spatial correction. (d) classification results
after spatial correction.



78 CHAPTER 3. APPLICATIONS ON HYPERSPECTRAL DATA

(a) (b)

(c) (d)

Figure 3.28: Indian Pines visual results: (a) sample image band, (b) ground truth,
(c) classification results before spatial correction. (d) classification results after
spatial correction.
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(a) (b)

(c) (d)

Figure 3.29: Kennedy Space Center visual results: (a) sample image band, (b)
ground truth, (c) classification results before spatial correction. (d) classification
results after spatial correction.

(a) (b)

(c) (d)

Figure 3.30: Botswana visual results: (a) sample image band, (b) ground truth,
(c) classification results before a posteriori spatial correction. (d) (c) classification
results before a posteriori spatial correction.
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Chapter 4

Medical Image Analysis
Applications

In this Chapter we provide an account of our works related to medical image anal-
ysis applications. We have covered in essence two kind of problems: blood vessel
segmentation and classification of brain MRI images for computer aided diagnosis.
The first problem is highly unbalanced, so that we have favored an Active Learn-
ing approach. The second is very high dimension, so that we have focus on image
feature extraction that preserves effect localization. First we provide some state of
the art views on each problem tacked in Section 4.1. Section 4.2 reports results on
various classifiers trained by Active Learning to solve the AAA segmentation prob-
lem. Section 4.3 refers to retinal image segmentation by Active Learning. Finally,
Section 4.4 reports the experiments on brain image classification.

4.1 Introduction

In this Section we review the state of the art related to the three kind of medical
image analsyis applications that have been approached along the Thesis works.
They cover topics which have some overlapping with the works developed by other
members of the research group, hence some publications are naturally shared. We
give a brief description of the data in the Appendix of this documen. Here we offer
some hints of the state of the art on these images at the time the works were carried
out.

4.1.1 Abdominal Aortic Aneurysm (AAA)

Classification based approaches to AAA thrombus segmentation allow to learn the
optimal segmentation from the data. A classification approach that needs an initial

81
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manual segmentation of the Aorta lumen [136]; an active shape model that uses
the classification of grayscale profiles to move the active contour [47]; Support
Vector Machine (SVM) is used to drive a level set segmentation [199]; a Gaussian
Mixture Model probability map drives a deformable NURBS model in [48]; finally,
a segmentation based on voxel classification using Random Forests is proposed in
[121, 120].

Abdominal Aortic Aneurysm (AAA) is the concrete medical domain of appli-
cation of the AL based CTA image segmentation. AAA is a local dilation of the
Aorta happening between the renal and iliac arteries. The weakening of the aor-
tic wall leads to its deformation and the generation of a thrombus. 3D Contrast
CTA is the preferred imaging method allowing minimally invasive visualization of
the Aorta’s lumen, thrombus and calcifications. Even though several segmentation
methods for vascular structures have been developed [107] [118, 119], the segmen-
tation of the AAA thrombus is still a challenging task due to the low contrast of
signal intensity values between the aneurysm thrombus and its surrounding tissue
as can be appreciated in Fig. 4.1. Furthermore, prior information is useless be-
cause of its great shape variability. Several AAA thrombus segmentation methods
have been recently developed. The method by De Bruijne et al.[47] is an inter-
active contour tracking method for axial slices; Olabarriaga et al. [136] employ a
deformable model approach based on a nonparametric statistical grey-level appear-
ance model to determine the deformable model adaptation direction starting from
a lumen contour shape interactive segmentation; Zhuge et al. [199] present a level-
set segmentation based on a parametric statistical model; Demirci et al. [48] pro-
pose a deformable B-spline parametric model based on a nonparametric intensity
distribution model and; Freiman et al. [58] apply a an iterative model-constrained
graph-cut algorithm. All these methods involve at least as much user interaction as
the AL approach, either for initialization or during the algorithm evolution.

In this thesis, AAA thrombus segmentation on CTA data volumes is tackled
as a voxel classification problem into two classes: aortic thrombus or background.
This kind of data poses ver badly balanced problems [151]. Specifically, in this
thesis work the following generalization validation approach has been followed on
each patient dataset: First, train a HERF classifier on the volume’s axial central
slice using AL. Second, apply the resulting classifier to the remaining slices of the
volume, computing the classification accuracy for each slice independently.

4.1.2 Retinal images

Thought some taxonomy of methods can be outlined, attending to the main claim
by the authors, most of the approaches combine several procedures. Here we sum-
marize some of the procedures found in the literature a as an example. A matched



4.1. INTRODUCTION 83

filter is a image pattern of the expected appearance of some image structure. The
response by the matched filters can then be processed by morphological processes,
such as thinning, to obtain estimations of the vessel branches which are combined
heuristically. [74]. Kande et al. [93] compute a collection of responses by rotated
matched filters which are then aggregated as features for fuzzy clustering to obtain
the thresholding needed for detection. A connected components filter is applied to
remove isolated detections. Ng et al. [134] compute a bank of second derivative
Gaussian filters at different scales. The inverse model tries to find the maximum
likelihood estimates of the parameters of the vessels in the image, including a noise
term which is estimated from the image. Post-processing is done on the basis of the
estimation that the result can be obtained by pure noise sampling. Morphological
processes, such as multi-directional top-hat filters, have been also been combined
with centerline detection in order to obtain a map of vessel detections in [57]. Final
cleaning removes isolated non-vessel pixels.

The approach of supervised classification needs some features extracted from
the spatial information in the image. The adaboost classifier in [117] uses a battery
of 41 features that include gaussian based vesselness and ridgeness features, 2D
Gabor features and curvature measures. The Support Vector Machine in [185] uses
the residuals of wavelet and curvelet multi-scale transforms after a thresholding as
the classification features. The result of the classification is subject to thinning and
line tracking to find the vessel network structure.

In our approach, we compute several simple local spatial features over the
green band of the image, which contains most of the contrast information. The
size of the local window is related to the detection scale. These features are then
presented to a classifier to obtain image segmentation. The classifier is built fol-
lowing an active learning approach, where the most uncertain unlabeled pixels are
presented to a human operator which labels them for addition to the training dataset
and classifier retraining.

4.1.3 Alzheimer’s Disease (AD)

Machine learning methods have become very popular to classify functional or
structural brain images to discriminate them into two classes: healthy control
or suffering a specific neurodegenerative disorder [38]. The development of au-
tomated detection procedures based in Magnetic Resonance Imaging (MRI) and
other medical imaging techniques [45] is of high interest to help the disgnosis in
clinical medicine.

Studies using ensemble of classifiers on brain anatomical MRI can be found in
the literature. In [34] they propose a classification method via aggregation of re-
gression algorithms fed with histograms of deformations generated from the Open
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Access Series of Imaging Studies (OASIS) database obtaining a 0.04 test error
rate. Another study shows a local patch-based subspace ensemble method which
builds multiple individual classifiers based on different subsets of local patches
with the sparse representation-based classifier obtaining an accuracy of 90.8% on
the ADNI database [115]. In [172] subsets of ranked features from neuroimaging
data are used to in an ensemble of linear Support Vector Machine (SVM) classifiers
obtaining 0.94 of Area Under the Receiver Operating Characteritic (ROC) Curve
(AUC) when detecting a AD patients vs. control subjects.

We have used modulated Grey-Matter (GM) maps partitioned according to the
regions from the Automatic Anatomical Labeling (AAL) atlas to create datasets of
statistical features of these GM maps within each of these regions for each subject.
These datasets are put into a leave-one-out with grid search process for classifier
validation. After that, an ensemble collective decision is made in order to obtain a
classification result. We report the results of an ensemble of linear Support Vector
Machine (SVM) classifiers.

4.2 Active Learning for AAA Segmentation in CTA Im-
ages

Computerized Tomography Angiography (CTA) image segmentation is posed as
a classification problem, where each pixel is assigned to an anatomical structure
on the basis of its intensity and other features extracted from the image. CTA
variability due to noise, changes in subject, calibration of the hardware and others,
mean that often a classifier has little generalization capabilities outside the dataset
used for training and validation. Therefore, CTA segmentation fits in the paradigm
of Active Learning (AL), where a human operator must label the misclassified data
for retraining. Of course to provide cross-validation results in this thesis, we resort
to the use a given image ground truth to obtain the labels for the data samples added
to the train set.

Segmentation problem: We are looking for the segmentation of the thrombus
in the AAA formed after the placement of the endo-protesis. Figure 4.1 shows the
localization of the thrombus, aorta lumen in an axial slice of the abdomen. There-
fore, we deal with a two-class problem, which is extremely umbalanced because
the thrombus is a very small percentage of the whole image. We have been apply-
ing several classification approaches withing an Active Learning environment.

The experimental setup is illustrated in Fig. 4.2. We load the complete CTA
volume data, computing first the feature vectors on each voxel. The feature selec-
tion and feature extraction processes are the same as in [121, 39, 120]. A single ax-
ial slice situated approximately at the center of the thrombus is selected to perform
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the Active Learning construction of the voxel classifier. Next, the voxel classifier
is applied to all remaining slices of the CTA volume, obtaining an identification of
the regions detected as thrombus by this classifier. Expert Domain Knowledge can
be applied to post-process the detection results, removing spurious detections, as
done in Section 4.2.3. Finally, we perform a volume rendering showing the quality
of the thrombus detection. The Active Learning oracle in the experiments is the
ground truth provided by manual segmentation.

Figure 4.1: Axial view of thrombus and lumen in a CTA orthoslice using the con-
trast agents, blood in lumen is highlighted but thrombus intensity levels are similar
to other surrounding tissue.

Next we proceed with the description of the feature selection process carried
out previously to the classification experiments, which is common to all tested
approaches.

4.2.1 Feature selection based on variable importance

Let us denote x j the j-th feature of the feature vector. The HERF variable impor-
tance of x j is defined as follows. For each classifier h(x;ψt) of the HERF ensemble,
consider the associated out-of-box OOBt dataset [18] constituted by data samples
not included in the bootstrap sample used to construct h(x;ψt). Denote eOOBt the
error corresponding to the miss-classification rate for classification of the single
tree h(x;ψt) on the OOBt dataset.

Next, randomly permute the values of x j in OOBt to get a perturbed sample de-

noted by ÕOBt
j
and compute e

ÕOBt
j , the error of h(x;ψt) on the perturbed sample.
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Figure 4.2: Pipeline of the experimental setup for the Active Learning enhanced
with Domain Knowledge segmentation process
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Table 4.1: Feature importance ranking for the first 10 features selected, specifying
the operator used (O), neighborhood radius (R) and the variable importance (VI)
value. Max, Med, GA correspond to Maximum, Median and Gaussian weighted
average, respectively

O R VI
#1 Max 16 1.277

#2 Max 4 0.953

#3 Max 8 0.9531

#4 Med 8 0.803

#5 Max 2 0.762

#6 Max 1 0.759

#7 Med 1 0.741

#8 Med 4 0.740

#9 Med 16 0.732

#10 GA 4 0.725

Variable importance of x j is then equal to:

V I(x j) =
1
T ∑

t
(e

ÕOBt
j − eOOBt ), (4.1)

where T denotes the number of classifiers of the ensemble. For the feature selec-
tion, we order the features by decreasing value of V I(x j), we compute the total
accumulated variable importance of the features,

T I =
N

∑
j=1

V I(x j). (4.2)

We discard features falling behind the 95% of the T I value in the ordered list of
features. We select 10 features given in Table 4.1.

4.2.2 Experimental results on AAA Thrombus segmentation by HERF

Parameter tuning: After performing a complete sensitivity of the HERF classifier
training over a single slice, we have set the system parameters as defined in Table
4.2. The data rotation method used is the Quartimax.

Experiment definition: To test the generalization of a single slice classifier, we
build just one HERF classifier from the data of the central slice of the aneurysm,
and we test its generalization to the remaining slices of the CT volume.

Image features before selection: In this thesis work the features initially as-
sociated with CTA voxels are: its coordinates in the data domain grid, the voxel
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Table 4.2: Parameter settings of the HERF for AAA thrombus segmentation by
Active Learning (AL).

Percentage of ELMs in the ensemble 33%
Percentage of Decision Trees in the ensemble 67%

Number of hidden nodes in each ELM 14
activation function in ELM sigmoid

Number of samples added per AL iteration 5

Figure 4.3: Generalization result on all the datasets. The classifier learned on the
central slice is applied to the remaining slices.

intensity, the mean, variance, maximum and minimum of the voxel neighborhood,
for the different values of the neighborhood radius in the set {1,2,4...2n}.

Validation measure. The performance measure results of the experiments is
the classification accuracy. We show also the 3D reconstruction of one of the seg-
mented volumes.

Segmentation accuracy: Fig. 4.3 shows the overlaid accuracy plots at each
CTA volume slice applying the HERF classifier trained on the thrombus central
slice for each of the 8 CTA volumes in the experiment. The abscissa’s zero value
corresponds to the central slice, the negative abscissa values correspond to slices
above the central slice, the positive values correspond to slices below the central
slice. There is some variability of the plots’ span, due to the different sizes of the
thrombus in each patient. As can be expected, the drop in classification accuracy
is symmetric in most cases. The generalization results are very good: the worst
accuracy is above 0.97 in almost all cases. This results comes with a hundred-fold
reduction of learning complexity involving computer and human operator time.

Segmentation visualization: A 3D volume rendering of the Aorta’s lumen (green)
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(a) (b)

Figure 4.4: Volume rendering of aortic lumen (green) and thrombus (red) obtained
from the segmentation of one CTA volume. (a) manual segmentation defining the
ground truth, (b) result of applying the HERF classifier trained by Active Learning
on the central slice to the remaining slices.

and thrombus (red) of one patient is shown in Fig.4.4 in three situations. Fig.4.4(a)
shows the rendering of the ground truth given by volume manual segmentation.
Fig.4.4(b) shows the result of the segmentation based on the Active Learning per-
formed on each slice. The high accuracy of the segmentation is evident from the
comparison with the rendering of the manual segmentation. Fig. 4.4(c) shows the
result of the segmentation based on the HERF classifier built from the thrombus’
central slice.

4.2.3 Enhancing Segmentation using Domain Knowledge

This Section enhances the previously proposed Active Learning image segmen-
tation system with Domain Knowledge. Active Learning iterates the following
process: first, a classifier is trained on the basis of a set of image features extrated
for each training labeled voxel; second, a human operator is presented with the
most uncertain unlabeled voxels to select some of them for inclusion in the train-
ing set assigining corresponding label. Finally, image segmentation is produced by
voxel classification of the entire volume with the resulting classifier. The approach
has been applied to the segmentation of the thrombus in CTA data of Abdominal
Aortic Aneurysm (AAA) patients. The Domain Knowledge referring to the ex-
pected shape of the target structures is used to filter out undesired region detections
in a post-processing step. We report computational experiments over 6 abdominal
CTA datasets consisting. The performance measure is the true positive rate (TPR).
Surface rendering provides a 3D visualization of the segmented thrombus. A few
Active Learning iterations achieve accurate segmentation in areas where it is diffi-
cult to distinguish the anatomical structures due to noise conditions and similarity
of gray levels between the thrombus and other structures.
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4.2.3.1 Domain Knowlegde

The use of Domain Knowledge allows to post-processing the results of the classi-
fication in order to remove spurious detections. This Domain Knowledge consists
in the following rules for the specific detection of the thrombus in AAA images:

• At each axial slice, the thrombus is composed of only one connected compo-
nent. We can remove all connected components disconnected from the one
that is more likely to be the thrombus, which is identified by the following
rules.

• Thrombus has a roughly circular shape in any axial cut of the volume.

• In succesive slices moving away from the thrombus middle slice the radius
of the thrombus region decreases.

• In successive axial slices, the thrombus region overlap is large (between 80%
and 90% of the area).

• The 2D coordinates of the centroid of the thrombus region have a small
(smooth) variation between successive slices.

These rules allow us to perform a heuristic post-processing of the classification
results which show a dramatic increase in detection in some cases. These rules do
not need any specific parameter tuning and are easily implementable.

4.2.3.2 Experimental setup

Datasets. We have performed computational experiments over 6 datasets to test the
proposed Active Learning enhanced with Expert Knowlegde based image classi-
fication approach. Each dataset consists in real human contrast-enhanced datasets
of the abdominal area with 512x512 pixel resolution on each slice. Each dataset
consists of between 216 and 560 slices and 0.887x0.887x1 mm spatial resolution
corresponding to patients who suffered Abdominal Aortic Aneurysm. The datasets
show diverse sizes and locations of the thrombus. Some of them have metal streak-
ing artifacts due to the stent graft placement. Ground truth segmentations of the
thrombus for each dataset that simulates the human oracle providing the labels for
the voxels, was obtained manually by a clinical radiologist.

Parameter tuning. We train a RF classifier with a single slice a to test the
sensitivity of the forest parameters: the number of the trees T and their depth D.
The increase in performance stabilizes around number of trees = 80 and depth = 20.
Once we get the optimal parameters and feature set, we perform the experiment to
test our method in the patients CT volumes as illustrated in figure 4.2.
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Validation. The performance measure results of the experiments are the post-
processing average True Positive Rate (TPR).

4.2.3.3 Experimental Results with domain knowledge enhancement

We have performed computational experiments over 6 datasets to test the proposed
approach. Each dataset consists in real human contrast-enhanced datasets of the
abdominal area with 512x512 pixel resolution on each slice. Each dataset con-
sists of a number of slices between 216 and 560, and 0.887x0.887x1 mm spatial
resolution corresponding to patients who suffered Abdominal Aortic Aneurysm.
The datasets show diverse sizes and locations of the thrombus. Fig. 4.5 shows the
performance of the Active Learning based image segmentation algorithm for CT
volumes of AAA patients, plotting the average True Positive Rate (TPR) versus
the slice number (relative to the middle slice of the thrombus used for training) of
the RF classifiers trained with Active Learning without (red) and with (blue) the
application of the heuristic postprocessing rules derived from Domain Knowledge.
In most of the cases, the Domain Knowledge based post-processing provides some
improvement, mostly in the slices that fall far away from the middle slice.

A 3D volume rendering of the Aorta’s lumen (green) and thrombus (red) of one
patient is shown in Fig.4.6. Fig.4.6(a) shows the rendering of the ground truth given
by volume manual segmentation. Fig.4.6 (b) shows the result of the segmentation
based on the Active Learning enhanced with Domain Knowledge classifier built
from the thrombus’ central slice. The structure of the thrombus is well delineated
and fits almost perfectly to the ground truth.

4.2.4 Active Learning with Bootstrapped Dendritic Classifier applied
to medical image segmentation

The basic classifier in this section is the Bootstrapped Dendritic Classifier (BDC),
which combine the output of an ensemble of weak Dendritic Classifiers by ma-
jority voting. Weak Dendritic Classifiers are trained on bootstrapped samples of
the train data setting a limit on the number of dendrites. We validate the approach
on the segmentation of the thrombus in 3D Computed Tomography Angiography
(CTA) data of Abdominal Aortic Aneurysm (AAA) patients simulating the human
oracle by the provided ground truth. The generalization results in terms of accu-
racy and true positive ratio of the classification of the entire volume by the classifier
trained on one slice confirm that the approach is worth its consideration for clinical
practice.
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Figure 4.5: True Positive Rates for all volumes treated. Red curves corresponds to
RF results trained with Active Learning, and blue curves to the Domain Knowledge
post-processing.
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(a) (b)

Figure 4.6: Volume rendering of aortic lumen (green) and thrombus (red) obtained
from the segmentation of one CT volume. (a) manual segmentation of the ground
truth, (b) result of Active Learning trainning of RF classifier, enhanced with Do-
main Knowledge post-processing rules.
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Figure 4.7: Evolution of the active learning process in the central slice of one of the
experimental volumes under study, shown at learning iterations 1, 5, 10, 15, and
20. Left column corresponds to the uncertainty value of each voxel. Right column
shows the actual thrombus segmentation obtained with the classifier built at this
iteration.
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Figure 4.8: Segmentation results in the central slice of the CTA volumes under
study after active learning construction of the classifiers. Left column original
slice, middle column provided ground truth, right column segmentation achieved
by the classifier.
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Figure 4.9: Accuracies obtained on the remaining axial slices by the BDC classifier
trained on the central axial slice of each of the CTA volumes. Slice numbers are the
actual numbers in the volume. The red asterisk identifies the central slice result.
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Figure 4.10: True positive rate of the thrombus detection on the 6 CTA volumes
when applying the BDC learnt on the central axial slice to the remaining axial
slices. Slices are numbered relative to the central slice, positive below it, negative
above it.
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4.2.4.1 Experimental Results

Figure 4.7 shows snapshots of the evolution of the Active Learning on one of the
volumes. The interval between each snapshot is five iterations. We show the clas-
sification uncertainty of each voxel in the images of the left column, white corre-
sponding to the maximum value. The right column shows the actual segmentation
obtained by the classifier trained at the corresponding iteration. It can be appre-
ciated that the uncertainty map evolves towards the boundaries of the thrombus,
which are the natural places of maximal uncertainty. The segmentation has some
alterations until reaching the final result. The classifier learns, forgets and relearns
the target class along the learning and sample generation process.

Figure 4.8 shows the segmentation results in the central axial slice of each of
the volumes considered. The left column shows the original CTA slice. This vi-
sualization helps to highlight the difficulties of the segmentation process: AAAs
are of different sizes, with different placements and surrounded by different spatial
layouts of structures due to anatomical differences between subjects. Moreover, in
some cases the actual lumen situated in the middle of the thrombus is hiperintense,
but not always. The middle column shows the ground truth segmentation provide
by the expert human delineation. The right column shows the segmentation ob-
tained after the Active Learning process in this slice.

Notice that if the BDC classifier obtained on one slice can be applied to the
remaining slices without loss of accuracy, the human operator would only need to
perform once the Active Learning process to obtain the whole volume segmenta-
tion. Fig. 4.9 shows the plots of the accuracy obtained at each CTA volume slice
applying the BDC classifier trained on the thrombus central slice for each of the
6 CTA volumes treated in the experiment. The abscissa values correspond to the
actual slice numbers in the volume. Obviously, slices where there is no thrombus
detected by the ground truth are not included. There is some variability of the plots’
span, due to the different sizes of the thrombus in each patient. As can be expected,
the drop in classification accuracy is mostly symmetric, but not completely so. The
generalization results are very good: the worst accuracy is above 0.98 in almost all
cases.

Figure 4.10 plots the true positive ratios obtained at each CTA volume slice
applying the BDC classifier trained on the thrombus central slice for each of the 6
CTA volumes treated in the experiment. In those plots, the abscissa’s zero value
corresponds to the central axial slice, the negative abscissa values correspond to
slices above the central slice, the positive values correspond to slices below the
central slice. The decrease of the values of true positive ratios are symmetric and
show that the system is able to maintain a high sensitivity near the train slice, but
that this sensitivity decreases greatly at the extremes of the thrombus. It is feasible
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Table 4.3: Comparative average accuracy results published in the literature. Clas-
sifiers trained with Active Leraning over one central slice and tested over the re-
maining data. Classifiers tested are: Random Forest (RF) [120] and Hybrid ELM
Rotation Forest (HERF) [9]. Bold values are the maximum for the corresponding
dataset.

RF HERF BDC
Vol. 1 0.993 0.992 0.994
Vol. 2 0.980 0.981 0.985
Vol. 3 0.992 0.993 0.995
Vol. 4 0.995 0.996 0.996
Vol. 5 0.991 0.995 0.995
Vol. 6 0.996 0.993 0.994
Vol. 7 0.994 0.993 0.979
Vol. 8 0.990 0.898 0.994

to propose additional Active Learning processes in slices where the sensitivity has
decreased too much. Detection of such slices can be done based on the growing ac-
cumulated uncertainty that can be computed along the classification/segmentation
of the slices. Finally, we provide the comparison of average accuracy results pub-
lished in the literature over the same datasets applying the same training and testing
methodology in Table 4.3: training is performed on the central slice of the throm-
bus, test on the remaining slices, and the accuracy reported is the average over all
test slices in the volume. It can be appreciated that BDC provides the best global
result in most volumes.

4.3 Active Learning for Retinal Image Segmentation

Computer-assisted detection and segmentation of blood vessels in retinal images of
pathological subjects is difficult problem due to the great variability of the images.
In this thesis work we propose an interactive image segmentation system using
active learning which will allow quick volume segmentation requiring minimal
intervention of the human operator. The advantage of this approach is that it can
cope with large variability in images with minimal effort. The collection of image
features used for this approach are simple statistics and undirected morphological
operators computed on the green component of the image. Image segmentation
is produced by classification by a Random Forest (RF) classifier. An initial RF
classifier is built from seed set of labeled points. The human operator is presented
with the most uncertain unlabeled voxels to select some of them for inclusion in
the training set, retraining the RF classifier. We apply this approach to a well know
benchmarking dataset achieving results comparable to the state-of-the-art in the
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literature.

The goal is to classify image pixels into at least two classes, the interest re-
gion corresponding to blood vessels and the background [187]. Image intensity
is not a discriminant value, because often many unrelated regions have similar
pixel intensity values. Therefore, a feature vector is computed for each pixel lo-
cation using information extracted from its neighboring pixels. This information
comes from the result of linear and/or non-linear filtering performed on the pixel
neighborhood. In this thesis work the features are: the voxel intensity, the mean,
variance, maximum and minimum of the voxel neighborhood, for different values
of the neighborhood radius (1,2,4...2n). The definition of these features increases
the data dimensionality and the complexity of the classifiers built on them.

4.3.1 Experiments

Datasets. We have performed computational experiments over 40 images of the
DRIVE1 dataset to test the proposed Active Learning based image classification
approach. We are using 20 image for training set and the remaining 20 ones for
testing purposes.

Segmentation problem. We are looking for the segmentation of the blood ves-
sels. Therefore, we deal with a two-class problem.

Validation. The performance measure results of the experiments is the classi-
fication accuracy, overall error, specificity and sensibility. We provide summary
comparison of results from state-of-the-art approaches in the literature. Apart from
that we are also including some testing images visual results for a visual validation.

Table 4.4 shows the comparative results of our approach with state-of-the-art
algorithms. It can be appreciated that specificity and accuracy results are close to
the best in the literature. Also, sensitivity is comparable to some of them. In order
to have a fair comparison, the reader must take into account that there is no post-
processing or cleaning step in our algorithm, that the number of features (24) is
lower than many other approaches, and the computation of these features is very
straightforward, much more than the ones reported in the literature. Regarding
the number of pixel samples used in our approach is much less than the other
approaches in the literature due to the active learning strategy.

1http://www.isi.uu.nl/Research/Databases/DRIVE/

http://www.isi.uu.nl/Research/Databases/DRIVE/
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Table 4.4: Comparison of summary results of our approach with approaches re-
ported in the literature

Method Sensitivity Specificity Accuracy
Human rater 0.7763 0.9723 0.9470

Proposed method 0.6499 0.9803 0.9501
Abramoff et al. [135] 0.7145 - 0.9416

Staal et at. [160] - - 0.9442
Soares et al. [158] - - 0.9466

Ricci and Perfetti [143] - - 0.9563
Lupascu et al. [117] 0.72 - 0.9597
Xu and Luo [185] 0.7760 - 0.9328
You et al. [189] 0.7410 0.9751 0.9434

Marin et al. [123] 0.7067 0.9801 0.9452
Ng et al. [134] 0.7000 0.9530 -

Kande et at. [93] - - 0.8911
Salem et al. [148] 0.8215 0.9750 -

Chaudhuri et al. [30] - - 0.8773
Hoover et al. [74] 0.6751 0.9567 0.9267

Xiaoji and Mojon [89] - - 0.9212
Al-Rawi et al. [2] - - 0.9535
Zhanget al. [193] 0.7120 0.9724 0.9382

Cinsdikici and Aydin [40] - - 0.9293
Zana and Klein [191] 0.6971 - 0.9377

Mendonca and Campilho [127] 0.7344 0.9764 0.9452
M.M Fraz et al. [57] 0.7152 0.9769 0.9430

Miri and Mahloojifar [130] 0.7352 0.9795 0.9458
Martinez-Perez et al.[124] 0.6389 - 0.9181
Martinez-Perez et al. [125] 0.7246 0.9655 0.9344

Perez et al. [126] 0.6600 0.9612 0.9220
Anzalone et al. [7] - - 0.9419

Vlachos and Dermatas [175] 0.747 0.955 0.929
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Figure 4.11: Segmentation result

Visual results

4.4 Meta-ensembles of Classifiers for Alzheimer’s Disease
Detection

Due to its growing social impact, prodromal detection of Alzheimer’s disease is of
paramount importance. Biomarkers based on Magnetic Resonance Imaging (MRI)
are one of the most sought results in the neuroscience community. In this thesis
work we evaluate several ensembles of classifiers trained and tested in a two level
ensemble scheme as follows: the 116 regions of interest (ROI) of the Anatomical
Auto- matic Labeling (AAL) brain atlas are used to compute disjoint feature sets
from the Grey-matter probability maps from the segmentation of the T1 weighted
MRI of each subject; ROI features are the summary statistics inside this ROI; one
ensemble of classifiers is trained on each independent ROI feature data set; the
final classification of each sub- ject is given by the combination of the classifica-
tions of each ROI, as meta-ensemble classifier. Experiments are performed on the
416 subjects (316 controls and 100 patients) of the OASIS database. We perform
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a hold-out of the 20% of the data for model selection, computing a leave- one-out
validation on the 80% remaining data. Results are computed without circularity.
Tested classifiers are the Extreme Learning Machines (ELM), Bootstrapped Den-
dritic Computing (BDC), Hybrid Extreme Random Forest (HERF) and Random
Forest (RF). We also report the most discriminant ROIs obtained in the model se-
lection phase.

4.4.1 MRI Data Preprocessing

The spatial normalization of each subject of the database is performed with the
FMRIB Software Library (FSL) FNIRT [157]. A four step registration process with
increasing resolution and a scaled conjugate gradient minimization method has
been performed using the default parameters, nearest neighbour interpolation and
the standard MNI brain template. The Jacobian matrix at each voxel site describes
the speed of change of the deformation in the neighboring area of each voxel.
The determinant of the Jacobian matrix Ji (aka Jacobian) is commonly used scalar
measure of the amount of distortion necessary to register the images. A value
det(Ji) > 1 implies that the neighborhood adjacent to the displacement vector in
voxel i was stretched to match the template (i.e., local volumetric expansion), while
det(Ji)< 1 is associated with local shrinkage.

Apart, we segment the subjects with FSL FAST [194] into 3 volume brain
tissue probability maps: grey (GM), white (WM) matter, and cerebral-spinal fluid
(CSF). In this study we are interested in the GM maps, which we multiply by the
Jacobians from the non-linear registration in order to get a modulated GM map
in the standard MNI space. Subsequently, these maps, after smoothing with a
2mm Full-Width Half-Maximum (FWHM) Gaussian filter, are the basis for feature
extraction. A visual check has been performed for all images in every processing
step carried out in this experiment.

4.4.2 Feature extraction

The Automatic Anatomical Labeling (AAL) atlas [171] is used to partition the GM
maps into 116 brain anatomical regions. In this study we compute for each AAL
anatomical region from each subject GM map 7 statistical measures: the maximum
voxel value, the minimum, the mean, the variance, the median, the kurtosis and the
skewness. Resulting in 116 sub-datasets of 416 subjects with 7 features each.

4.4.3 Meta-ensemble classification

The overall classification is a meta-ensemble process. For each ROI we train a sep-
arate classifier, which can be a single or ensemble classifier. The meta-ensemble
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classification performs a majority voting on the results of the ROI classifiers. To
care for the effect of class unbalance we assume a majority threshold, that is the
minimum number of ROIs that must agree in order to decide on the most fre-
quent class. This majority threshold acts as a correction for the a priori probability
(which is unknown to the model selection algorithm).

4.4.4 Model selection and validation

Algorithm 4.1 specifies the experimental setting including the model selection and
validation phases. Model selection is performed on a 20% of the data holding out
80% for validation. Model selection aims to select the subset of ROIs giving best
classification performance and the majority threshold value. Model selection pro-
ceeds as follows, first the classifier performance on each ROI features is estimated
by a leave-one-out (LOO) procedure. Second, the ROIs are ordered according to
their independent performances. Third, a greedy search for the optimal subset of
ROIs is performed, adding them according to the previous order and testing their
LOO performance for varying majority threshold values. The maximum perfor-
mance gives the optimal ROI subset and majority threshold value.

Classifier parameter settings Each ensemble (i.e. BDC, RF and HERF) is com-
posed of 5 classifiers. The number of ELMs in HERF ensembles is either one third
or two thirds, this decision is taken on the model selection phase. For ELMs, the
number of hidden nodes is fixed to 14 nodes. In the case of BDC the depth given
by the number of dendrites D is fixed to 31 and the box size to 0.8.

4.4.5 Results

We report accuracy ((T P+T N)/N), sensitivity (T P/(T P+FN)), specificity (T N/(FP+T N)),
for each ensemble classifier. In table 4.5 we show the classification performance of
the ensembles. Best results correspond to the BDC, but in general results are below
other conventional approaches in the literature. The presented results do use very
few ROIs for the classification, so that the number of features is very small com-
pared with other methods in the literature. Figures 4.12 and 4.13 show the ROIs
selected from the model selection with each of the classifiers. The RF has selected
the largest number of ROI (49), while the BDC selected the smallest number (10),
meaning that BDC achieves its results with only 70 features. The only ROI which
has been selected for all the classifiers is the left Parahippocampal gyrus, which is
known to show atrophies together with the entorhinal cortex in an early stage of
visible anatomical degradation of the brain with Alzheimer’s disease.
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Algorithm 4.1 Experiment cross-validation procedure
Let be X = {x1, . . . ,xn} input data xi ∈Rd , and Y = {y1, . . . ,yn} the input data class
labels yi ∈ {0,1}.
N is the number of samples.
K is the number of classifiers in the ensemble.
R is the number of ROIs.

1. Perform dataset partition X = Xm ∪Xv, Y = Y m ∪Y v, where (Xm,Y m) con-
tains the 20% of the dataset.

model selection using (Xm,Y m)

1. for i = 1 : R

(a) Select from Xm the i-th ROI data, denoted Xm
i .

(b) Compute by LOO, the ROI accuracy, sensitivity and
specificity.(ai,ssi,spi) of the ensemble classifier on Xm

i

2. end for

3. sort the ROIs according to decreasing value of ssi + spi

4. for i = 1 : R

(a) Select from Xm the i-th ROI data, denoted Xm
i , adding it to the incre-

mental model selection feature set X inc
i ← X inc

i−1∪Xm
i , with X inc

0 = Ø.

(b) for θ = 1 : i

i. Compute by LOO, the ROI accuracy, sensitivity and
specificity.

(
aθ

i ,ssθ
i ,spθ

i

)
of the meta-ensemble classifier on

X inc
i applying majority threshold θ .

(c) endfor

5. Find the set of ROIs (selectedROIs) and majority threshold θ ∗ giving the
highest performance ssθ

i + spθ
i

validation using (Xv,Y v)

1. for i in selectedROIs

(a) Select from Xv the i-th ROI data, denoted Xv
i , adding it to the final

feature set X f ←∪Xv
i used for testing.

2. endfor

3. Compute final accuracy, sensitivity and specificity by LOO on X f using θ ∗

as the majority threshold.
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Accuracy Specificity Sensitivity
RF 79.0 73.1 97.5

HERF 79.3 73.9 96.3
ELM 70.8 43.7 92.5
BDC 80.8 77.1 92.5

Table 4.5: Results

Figure 4.12: Slices of the MNI standard template where the ROIs selected by
ELM (left) and BDC (right) are colored.

Figure 4.13: Slices of the MNI standard template where the ROIs selected by
RF (left) and HERF (right) are colored.



Chapter 5

Conclusions

The works carried out in this Thesis have covered aspects of research in Computa-
tional Intelligence ranging from the proposition of new ensembles of classifiers up
to their application in topics and domains of high impact. This chapter summarizes
the contributions achieved in the diverse issues tackled and conclusions derived of
the works.

5.1 Computational contributions in the Thesis

In this Thesis we have dealt with the proposal of new architectures of ensembles
of classifiers based on randomized architectures, namely Extreme Learning Ma-
chines (ELM) and Random Forests (RF) have been the main building blocks. In
this regard we have worked with ensembles of ELM regressors, providing also a
formal proof of their convergence. Such proof is of critical importance to ensure
reproducibility of results. Assured convergence means that results can be repro-
duced independently by diverse researchers, so that the proposal could be trusted
as tool in the engineering of new systems. It is dependent on the uniform and ex-
haustive sampling of the feature space, in order to obtain unbiased zero mean error
estimation of the target values. Therefore, combination of ELM individual outputs
by averaging them removes the error as the number of components in the ensemble
grows. We have discussed that ELM regression ensemble convergence requires the
uniform exhaustive sampling of the feature space, in order to obtain unbiased zero
mean error estimation of the target values. Then, combination of ELM individual
outputs by averaging them removes the error as the number of components in the
ensemble grows. Detailed analysis of convergence conditions for ELM regression
ensembles is an open research field.

In a different line of work, we have proposed innovative inhomogeneous en-
semble architectures, i.e. composed of diverse elemental architectures, including
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data rotation to achieve greater diversity of the individual classifiers. The first
new ensemble proposition is a called HERF including ELM, and RF as elementary
classifier architectures. The second proposal, called AHERF, is an improvement
of HERF that features anticipative selection of model architecture frequency inside
the ensemble. Both architectures have been shown to be competitive against state
of the art algorithms both in general benchmarking datasets and in specific prob-
lems, such as hyperspectral image classification. Moreover, we provide a formal
justification for the AHERF model selection.

5.2 Hyperspectral image processing contributions

We have considered two aspects of hyperspectral image processing. One is the
subpixel resolution analysis via non-linear unmixing, and the other is the thematic
map building via pixel spectra classification. We give separate conclusions for each
topic.

5.2.1 Conclusions on non-linear unmixing

We have proposed multivariate ELM regression ensembles to perform non-linear
unmixing of hyperspectral images, learning the non-linear mapping between spec-
tra and abundance vectors, as well as the inverse mapping returning spectra recon-
structions from the abundance vectors. The inverse mapping serves the purpose of
evaluation, by allowing to compute the reconstruction error, so that the approach is
comparable to others. It is important to notice that ELMs are efficient to be trained
even with a multidimensional output space, which is very infrequent in the litera-
ture. An specific advantage of this approach is that it does not compute explicitly
the endmembers in the image. Experimental results on well known benchmark
images, and comparison with stat-of-the-art approaches for endmember extraction
and linear unmixing show the advantage of ELM regression ensembles both in
terms of reconstruction error and visual segmentation of the images.

5.2.2 Conclusions on spectral classification

We have contributed a new spectral-spatial thematic map construction method with
uses a spatial-spectral semi-supervised learning approach, and a spatial correction
on the classification image. The method attacks several issues plaguing hyperspec-
tral image processing. For instance, the semi-supervised learning component is
very robust regarding labeled data scarcity, achieving state-of-the-art results from
very little labeled data. For pixel spectral classification we propose ensembles of
ELM, specially our own specific propositions HERF and AHEF. Results on several
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well-known benchmark databases are encouraging, because the proposed approach
competes well with methods reported in the literature with very straightforward
parameter settings. We have provided an exhaustive sensitivity exploration of the
effect of system parameters such as the number of hidden nodes and the ensemble
size. The approach is quite insensitive to the ensemble size, but the number of hid-
den nodes of each individual ELM classifier has a definitive effect on performance,
though some fluctuations are appreciated. A recommendation that can be ascer-
tained from the results is that the number of hidden units must be at least of the
order of the spectral dimension to ensure good results. Also, there is some effect
of the underlying elementary classifier training algorithm (ELM, rELM, OP-ELM),
but results seem to be greatly image dependent. Future work may be addressing the
effect of the unsupervised classification algorithm. Post-processing spatial regular-
ization algorithms may be based on anisotropic smoothing filters, which provide
enhanced preservation of edges between regions.

5.3 Medical Image Analysis contributions

On the field of medical image analysis we have tackled three kinds of problems,
two of them related to blood vessel extraction from images of different kinds. Both
problems have been tackled with Active Learning approaches, in order to build a
semi-automated image segmentation system, which may be helpful for the radi-
ologist work. The third problem is related to brain imaging and the detection of
neurodegenerative diseases. We present our detailed conclusions below.

5.3.1 Conclusions on Active Learning for CTA segmentation

The Computer Tomography Angiogram (CTA) produces large data volumes, whose
segmentation is tedious. Automated systems require manual labeling of data for
training. Moreover, CTA data may have large geometrical and intensity variations
of the objects of interest between image captures. For these reason, we choose Ac-
tive Learning as the most appropriate mean to provide the optimal training dataset
extracted from each volume for the construction of the classification system by
Machine Learning approaches providing the best segmentation. Therefore, the
proposed systems are interactive semi-automated. We have tested several classi-
fiers, i.e. Random Forest, HERF, the Bootstrapped Dendritic Classifiers (BDC).
Training dataset are optimal in two senses: it is composed of the most informative
pixels, and it has the smallest size required for the task.

To obtain an assessment of the approach, we compute the whole volume clas-
sification obtained applying the classifier (HERF, BDC) trained on one slice. We
present experimental validation of the approach on a collection of CTA volumes
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of AAA patients using the provided ground truth to simulate the human oracle.
This approach means a hundred-fold reduction of the human intervention com-
pared with building classifiers, for each slice. Classification performance results
are very good. Besides, false positives can be easily filtered out by the application
of area conditioned morphological operators. Results can be further improved by
using specific Domain Knowledge of the structure being segmented. In this The-
sis, we have transformed such rules in heuristic post-processing rules. The results
show that in some cases, the application of such heuristics can provide dramatic
increase in performance, maintaining all the advantages of the Active Learning ap-
proach. We propose the use in the clinical domain of this tool in order to enhance
the working conditions of the radiologists.

5.3.2 Conclusions on retinal image segmentation

We proposed an Active Learning approach, such as discussed above, for training
RF classifiers for the segmentation of the blood vessels in retinal images. Our ap-
proach is very efficient in time, requiring 10% of the training samples used by other
approaches, while the image features are very simple to compute and much more
efficient that those reported in the literature. Results have been provided without
a cleaning or post-processing step, which is often used to increase sensitivity. The
results on a standard benchmarking dataset are comparable with state of the art
approaches.

5.3.3 Conclusions on MRI classification of AD patients

In this thesis work we report classification results of an ensemble of different types
of classifiers on features extracted from modulated gray matter probability maps
partitioned with the AAL atlas. The sample is the complete cross-sectional OA-
SIS database of Alzheimer’s Disease patients and controls. For each subject, the
modulated gray matter data is partitioned into 116 regions and 7 statistical values
from each are used as feature vectors. The results are in agreement with most of our
previous classification experiments [38, 153, 152]. It was our aim to assess the per-
formance of features built using a priori ROI maps against those experiments with
supervised methods of feature selection. Unsupervised feature selection methods
will most probably show worse classification performance than those which are
supervised, but lead to more general systems which are less over-fitted to the given
training database. We are aware that registration and segmentation errors can lead
to biases in the accuracy of the classifiers. In addition, atrophy in brain structures
can be interpreted as a late stage of Alzheimer’s Disease and functional MRI could
be used instead to detect previous stages of the disease.
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Experimental Datasets

A.1 Hyperspectral experimental datasets

All these datasets are available at the research group wiki1.

Salinas Complete and Subscene Salinas hyperspectral dataset was collected by
the AVIRIS (Airborne Visible/Infrared Imaging Spectrometer) sensor over the Val-
ley of Salinas, Southern California, in 1998. AVIRIS acquires data in 224 bands
from 0.4 to 2.5 µm, with nominal spectral resolution of 0.10 µm. The image con-
tains 217 × 512 pixels. It was taken at low altitude, so that pixel spatial resolution
is 3.7 m. Data classes include vegetables, bare soils, and vineyard fields. The Sali-
nas A sub-scene comprises 83 × 86 pixels and is known as a difficult classification
scenario with highly mixed pixels.

Pavia University Is a scene acquired by the ROSIS sensor during a flight cam-
paign over Pavia, Northern Italy. It contains 610x610 pixels of 103 spectral bands.
The pixel spatial resolution is 1.3 meters. Image ground truth differentiate 9 classes.
Pavia scenes were provided by Prof. Paolo Gamba from the Telecommunications
and Remote Sensing Laboratory, Pavia university (Italy).

Indian Pines Indian Pines scene was collected by the AVIRIS sensor over North-
western Indiana in June of 1992[103], it is the most widely used benchmark for
testing the accuracy of hyperspectral data classification and segmentation algo-
rithms. This scene of 145 × 145 pixels was acquired over a mixed agricultural/forest
area early in the growing season, so that there is a strong mixture of soil and veg-

1http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral_Remote_
Sensing_Scenes
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etal signatures. The ground truth available for the scene has 16 mutually exclusive
classes.

Kennedy Space Center The scene was collected by the AVIRIS instrument over
the Kennedy Space Center (KSC), Florida, on March 23, 1996. The KSC data
was acquired from an altitude of approximately 20 km, so that its pixel spatial
resolution is 18 m. After removing water absorption and low SNR bands, 176
bands remain for analysis. Training labeled data were selected using land cover
maps derived from color infrared photography provided by the Kennedy Space
Center and Landsat Thematic Mapper (TM) imagery. The vegetation classification
scheme was developed by KSC personnel in an effort to define functional types
that are discernible at the spatial resolution of Landsat and these AVIRIS data.
Discrimination of land cover for this environment is difficult due to the similarity
of spectral signatures for certain vegetation types. For classification purposes, 13
classes representing the various land cover types that occur in this environment
were defined for the site.

Botswana The NASA EO-1 satellite acquired a sequence of data over the Oka-
vango Delta, Botswana in 2001-2004. The Hyperion sensor on EO-1 acquires data
at 30 m pixel resolution over a 7.7 km strip in 242 bands covering the 0.4 to 2.5
µm portion of the spectrum in 0.10 µm bands. Preprocessing of the data was per-
formed by the UT Center for Space Research removing noisy bands, 145 bands
were useful for analysis. The data analyzed in this study, acquired May 31, 2001,
consist of observations from 14 identified classes representing the land cover types
in seasonal swamps, occasional swamps, and drier woodlands located in the distal
portion of the Delta.

A.2 Medical Image Datasets

AAA We have performed computational experiments on 6 CTA datasets to test
the proposed Active Learning based image classification approach. Each dataset
consists of real human contrast-enhanced datasets of the abdominal area with 512x512
voxel resolution on each slice. Each dataset consists of 216 to 560 slices and
0.887x0.887x1 mm spatial resolution corresponding to patients with Abdominal
Aortic Aneurysm. The dataset collection shows a wide diversity of sizes and loca-
tions of the thrombus. Some of them have metal streaking artifacts due to the stent
graft placement. Ground truth segmentations of the thrombus for each dataset, that
simulate a human oracle providing the labels for the voxels, were obtained manu-
ally by a clinical radiologist.
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Retina The images for the DRIVE database were obtained from a diabetic retinopa-
thy screening program in The Netherlands. The screening population consisted of
400 diabetic subjects between 25-90 years of age. Forty photographs have been
randomly selected, 33 do not show any sign of diabetic retinopathy and 7 show
signs of mild early diabetic retinopathy. Each image has been JPEG compressed.

The images were acquired using a Canon CR5 non-mydriatic 3CCD camera
with a 45 degree field of view (FOV). Each image was captured using 8 bits per
color plane at 768 by 584 pixels. The FOV of each image is circular with a diameter
of approximately 540 pixels. For this database, the images have been cropped
around the FOV. For each image, a mask image is provided that delineates the
FOV.

The set of 40 images has been divided into training and test sets, both con-
taining 20 images. For the training images, a single manual segmentation of the
vasculature is available. For the test cases, two manual segmentations are avail-
able; one is used as gold standard, the other one can be used to compare computer
generated segmentations with those of an independent human observer. All human
observers that manually segmented the vasculature were instructed and trained by
an experienced ophthalmologist. They were asked to mark all pixels for which they
were for at least 70% certain that they were vessel.

AD We have worked on data of all the subjects from a public available brain MRI
database, the first Open Access Series of Imaging Studies (OASIS) [122]. These
subjects were selected from a larger database of individuals who had participated in
MRI studies at Washington University, they were all right-handed and older adults
had a recent clinical evaluation. Older subjects with and without dementia were
obtained from the longitudinal pool of the Washington University Alzheimer Dis-
ease Research Center (ADRC). This release of OASIS consists of a cross-sectional
collection of 416 male (119 controls and 41 patients) and female (197 controls and
59 patients) subjects aged 18 to 96 years (218 aged 18 to 59 years and 198 sub-
jects aged 60 to 96 years). Further demographic and image acquisition details can
be found in [122]. The data we are using are the skull-stripped and corrected for
intensity inhomogeneity volumes.
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