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\e\Abstract 

Lip-read speech suppresses and speeds up the auditory N1 and P2 peaks, but these effects are not 

always observed or reported. Here, the robustness of lip-read-induced N1/P2 suppression and 

facilitation in phonetically congruent audiovisual speech was assessed by analyzing peak values 

that were taken from published plots and individual data. To determine whether adhering to the 

additive model of AV integration (i.e., A+V ≠ AV, or AV–V ≠ A) is critical for correct   Q1 

characterization of lip-read-induced effects on the N1 and P2, auditory data was compared to AV 

and to AV–V. On average, the N1 and P2 were consistently suppressed and sped up by lip-read 

information, with no indication that AV integration effects were significantly modulated by 

whether or not V was subtracted from AV. To assess the possibility that variability in observed 

N1/P2 amplitudes and latencies may explain why N1/P2 suppression and facilitation are not 

always found, additional correlations between peak values and size of the AV integration effects 

were computed. These analyses showed that N1/P2 peak values correlated with the size of AV 

integration effects. However, it also became apparent that a portion of the AV integration effects 

was characterized by lip-read-induced peak enhancements and delays rather than suppressions 

and facilitations, which, for the individual data, seemed related to particularly small/early A-only 

peaks and large/late AV(–V) peaks. 

Descriptors: ERPs, Language/speech, Meta analyses, Audiovisual integration 
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Seeing a speaker's moving lips (here referred to as lip-read information or lip-read speech) 

affects the way in which auditory speech is perceived (e.g., McGurk & MacDonald, 1976; 

Sumby & Pollack, 1954), and the time course of the underlying audiovisual (henceforth AV) 

integration process can be revealed with EEG (e.g., Besle, Fort, Delpuech, & Giard, 2004; 

Klucharev, Möttönen, & Sams, 2003; van Wassenhove, Grant, & Poeppel, 2005).  

Following a seminal investigation by Klucharev et al. (2003), it has now repeatedly been 

shown that the amplitude and latency of the auditory N1 (an evoked negative peak at ~100 ms 

triggered by sudden sound onset; see, e.g., Näätänen & Picton, 1987) and the subsequent positive 

peak at ~200 ms (the P2) are modulated by lip-read speech. However, past research has produced 

quite variable findings. For example, van Wassenhove and colleagues (2005) found that lip-read 

information suppressed the amplitude of the auditory N1 and P2 and sped up both peaks. In 

contrast, others observed no lip-read-induced suppression of the N1 (e.g., Baart & Samuel, 2015; 

Frtusova, Winneke, & Phillips, 2013) or the P2 (see, e.g., Figure 2 in Treille, Vilain, & Sato, 

2014), or no latency effect at the N1 (e.g., Kaganovich & Schumaker, 2014) or P2 (e.g., 

Stekelenburg & Vroomen, 2007). 

Variability across studies may potentially be driven by many factors. For example, high-

pass filtering of EEG data influences the auditory ERPs (e.g., Goodin, Aminoff, & Chequer, 

1992), and different high-pass cutoffs produce different statistical patterns of AV integration 

(e.g., Huhn, Szirtes, Lőrincz, & Csépe, 2009). Additionally, the N1 is modulated by sound 

intensity (e.g., Keidel & Spreng, 1965) and the time interval between trials (e.g., Budd, Barry, 

Gordon, Rennie, & Michie, 1998), which are not fixed across studies. Different tasks, such as 

auditory (Besle, Fort, Delpuech, & Giard, 2004) or visual (Stekelenburg & Vroomen, 2007) 

detection of occasional targets, identification of speech sounds and/or lip-read information 
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(Ganesh, Berthommier, Vilain, Sato, & Schwartz, 2014; van Wassenhove et al., 2005), or AV 

synchrony detection (Huhn et al., 2009) differentially modulate cognitive load, which probably 

adds to the variability as early ERPs are modulated by selective attention (e.g., Hillyard, Hink, 

Schwent, & Picton, 1973). 

However, variability is not necessarily problematic as it increases ecological validity of 

overarching findings. After all, the conditions under which we perceive speech in daily life are 

not fixed and controlled. Nevertheless, the general trends of lip-read effects on auditory 

processing are not easy to determine because authors use different approaches to data analyses 

(driven by a focus on particular effects). For instance, Pilling (2009) analyzed N1/P2 peak-to-

peak amplitudes, whereas others averaged EEG activity over certain time windows (e.g., Baart & 

Samuel, 2015; Klucharev et al., 2003; Schepers, Schneider, Hipp, Engel, & Senkowski, 2013), 

analyzed N1 and P2 peak amplitudes and latencies (e.g., Gilbert, Lansing, & Garnsey, 2012), or 

focused on the relative differences between peak values across conditions (e.g., Stekelenburg & 

Vroomen, 2007).  

Despite these experimental, procedural, and methodological differences, most studies 

include a potentially powerful source of information that could help describe (unreported) trends 

in the data, namely, the plots of the ERPs averaged across trials and participants (i.e., the grand 

average(s), henceforth referred to as GA or GAs). Recently, Davidson (2014) argued that 

digitized estimates taken from such plots can be used to quantify effects that are spread 

throughout the literature. Although this is not a conventional meta-analytic technique based on 

(indirect) measures of effect size (which are not consistently reported and additionally depend on 

the statistical comparisons that are made), quantifying GAs seems an appropriate method to 

assess lip-read effects on the N1 and P2 as both peaks can easily be identified in GA plots. It 
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should be noted, however, that the correspondence between GAs and the reported analyses 

across studies is often only partial. That is, GAs may be presented for an electrode that was not 

analyzed (e.g., van Wassenhove et al., 2005, analyzed amplitude and latency effects at electrodes 

P7, P8, FT7, FT8, FCz, Pz and Oz, but present GAs for CPz), represent a subset of the analyzed 

data (e.g., Winneke & Phillips, 2011, analyzed effects at FCz, Cz, and CPz, but present GAs for 

Cz only), contain peak information that is not analyzed at all (e.g., Frtusova et al., 2013, did not 

analyze the P2, which is nevertheless clearly visible in the GAs), or present information that is 

otherwise different from the analyses (e.g., Kaganovich & Schumaker, 2014, found lip-read-

induced N1/P2 suppression when averaging data over children and adults, whereas GAs are 

provided for each group separately). As such, analyzing N1/P2 peaks taken from GA plots can 

be advantageous because it may provide insights that are not directly related to particular 

statistical procedures. Here, peak latencies and values were extracted from published GA plots 

and analyzed to quantify effects of AV speech integration at the N1 and P2. Since the most 

commonly used stimuli consist of phonetically matching auditory and lip-read information, only 

studies that presented listeners with such materials were included (see Method for details). This 

ensured uniformity of the data, and can provide a valuable comparison model for data patterns 

obtained with less typical stimuli. 

However, determining peak averages from plots also has disadvantages as it neglects 

variance on a single-subject level, and depends on whether or not GA plots are provided for 

similar electrodes across studies and with sufficient temporal and spatial resolution. Therefore, a 

second set of analyses was conducted on single-subject data averaged across trials (henceforth 

referred to as IDERPs) that was requested from the corresponding authors of the experiments that 

were included in the GA analyses.  
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In the literature, some studies have relied on the rationale of the additive model, thereby 

assuming that adding electrical fields generated by separate unimodal sources is a linear process, 

and AV integration is therefore defined by differences between the summed unimodal activity 

and activity generated by the AV stimuli (e.g., Besle, Fort, & Giard, 2004; Giard & Besle, 2010). 

Accordingly, they subtracted lip-read-only activity (i.e., V, for visual) from AV activity, and 

plotted those difference waves instead of, or in addition to, the AV GAs (Baart & Samuel, 2015; 

Stekelenburg, Maes, van Gool, Sitskoorn, & Vroomen, 2013; Stekelenburg & Vroomen, 2007). 

To reveal whether AV integration effects at the N1 and P2 are better captured by the additive 

model than by simply comparing auditory activity with AV activity, the current study included 

different analyses, namely, on A versus AV peak values taken from GAs and IDERPs, and on A 

versus AV–V peak values taken from GAs and IDERPs. In all cases, effects of AV integration 

were assessed through the amplitude and latency differences (i.e., A–AV and A−[AV–V], 

respectively).  

The general hypothesis of the current study is that if lip-read-induced amplitude 

suppression and latency facilitation of the N1 and P2 are robust, analyses should confirm both, 

despite the variability across studies. Some possible explanations for the absence/presence of 

N1/P2 AV integration effects in individual studies are provided above, but factors like “cognitive 

load” are difficult to quantify. Here, AV integration effects at the N1 and P2 were correlated with 

A or AV(–V) N1 and P2 amplitudes and latencies. The rationale was that if peak amplitudes for 

A and AV(–V) were close to floor (i.e., close to zero) in an experiment or single subject (for 

instance, because of low signal-to-noise ratio), it would be likely that lip-read-induced amplitude 

suppression is small as well. Similarly, when A and AV(–V) peaks both peak early, the 

difference between them (the latency facilitation effect) may be relatively small because peaks 
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are close to minimal latency, and when both (or A) peak later, the facilitation effect may be 

larger.  

\1\Method 

Relevant papers were identified in Google scholar (February–April 2015) by searching for the 

term N1 in the work that cited any of the three initial papers on N1 and P2 modulations in AV 

speech (Besle, Fort, Delpuech, & Giard, 2004; Klucharev et al., 2003; van Wassenhove et al., 

2005). Indexed journal articles and conference papers that provided unique data (i.e., that were 

not published in later articles) were considered. From 35 published papers, GAs from 20 

experiments were included in the analyses (see Table 1\t1\). As mentioned, the most widely used 

stimuli consist of phonetically matching and naturally timed AV speech. Therefore, data 

obtained with AV phonetic incongruent material (e.g., Alsius, Möttönen, Sams, Soto-Faraco, & 

Tiippana, 2014), AV asynchronous stimuli (e.g., Huhn et al., 2009), or stimuli with artificial 

unimodal components (e.g., Baart, Stekelenburg, & Vroomen, 2014; Bhat, Pitt, & Shahin, 2014; 

Meyer, Harrison, & Wuerger, 2013) were excluded. Any work that did not include GAs for 

auditory speech as well as for AV(– V), or did not allow those conditions to be estimated, was 

excluded as well (Knowland, Mercure, Karmiloff-Smith, Dick, & Thomas, 2014; Liu, Lin, Gao, 

& Dang, 2013; Magnée, de Gelder, van Engeland, & Kemner, 2008, 2011; Winkler, Horvath, 

Weisz, & Trejo, 2009), because study-specific parameters that have an overall effect on the GAs 

can only be factored out when considering both A and AV(–V). For reasons of homogeneity, 

studies that did not involve adults (e.g., Megnin et al., 2012) or tested elderly participants (e.g., 

Musacchia, Arum, Nicol, Garstecki, & Kraus, 2009) were also excluded, as the amplitude, 

morphology, and topographic distribution of the N1/P2 complex changes over developmental 

time (e.g., Anderer, Semlitsch, & Saletu, 1996; Kaganovich & Schumaker, 2014; Tonnquist-
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Uhlen, Borg, & Spens, 1995; Wunderlich, Cone-Wesson, & Shepherd, 2006). Finally, to ensure 

that data estimates were taken from comparable electrode sites, studies that did not plot GAs for 

the critical conditions at mid(fronto)central electrode sites (where the N1 and P2 are maximized) 

were not considered (Altieri & Wenger, 2013; Stevenson et al., 2012).  

In the GA plots, N1 and P2 amplitudes and latencies were measured with the Java-based 

EasyNData program (developed by Uwer, https://www.physik.hu-berlin.de/pep/tools). In short, a 

screenshot of any plot (saved as an image) can be loaded in the interface, and the plot area can be 

calibrated by defining two points that correspond to known x and y coordinates. Clicking on any 

point in the figure will generate its estimated coordinates that can be saved for offline analyses. 

As can be seen in Table 1, the majority of the work did not include AV–V GAs, but whenever 

AV and V-only were provided (Besle, Fort, Delpuech, & Giard, 2004; Frtusova et al., 2013; 

Gilbert et al., 2012; Huhn et al., 2009; Kaganovich & Schumaker, 2014; Klucharev et al., 2003; 

Pilling, 2009; van Wassenhove et al., 2005), AV–V values were computed by subtracting V-only 

from AV. EasyNData measures (that were taken by the author) are, in general, quite accurate as 

described in the supporting documentation 

(http://puwer.web.cern.ch/puwer/EasyNData/paper.pdf). In addition, IDERPs were requested 

from all corresponding authors from the experiments listed in Table 1, which resulted in 

accessible data from 93 participants for the A versus AV comparison, and 63 participants in the 

A versus AV–V comparison. The IDERPs were analyzed at electrode Cz in order to facilitate 

comparison with GA analyses. 

To facilitate direct comparisons with P2 amplitudes and P2 amplitude suppression 

effects, all N1 amplitudes for GAs and IDERPs were multiplied by -1 (one observed N1 

amplitude in the IDERPs was positive [.23 µV], which became negative after the multiplication).  

https://www.physik.hu-berlin.de/pep/tools
http://puwer.web.cern.ch/puwer/EasyNData/paper.pdf
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The general analysis approach was the same for the A versus AV and A versus AV–V 

comparisons. First, GA N1 and P2 amplitude/latency differences were calculated by subtracting 

the AV(–V) data from the auditory-only data. Because N1 amplitudes were multiplied by -1, N1 

suppression was thus in the same direction as for the P2 (e.g., without this multiplication, an A 

N1 of -4 µV from which an AV N1 of -3 µV is subtracted yields a negative suppression of -1, 

whereas the multiplied values yield a suppression of 1 µV [4 µV − 3 µV], which is directly 

comparable to P2 suppression).These differences were compared to zero (AV integration is 

characterized by differences larger than zero), thereby controlling for familywise error by 

applying a stepwise Holm-Bonferroni correction (Holm, 1979). Next, the A–AV(–V) 

amplitude/latency differences were calculated for the IDERPs (N1 and P2 peaks were manually 

determined by the author) and analyzed in the same way as the GAs. As argued by Luck (2005), 

however, averaging data in fairly broad time intervals may often be preferable over measuring 

individual peak amplitudes, and there was indeed one study in which the IDERPs were too 

variable to reliably determine the N1 and P2 peaks (Baart & Samuel, 2015). Therefore, the A and 

AV(–V) mean amplitudes were also computed for 50-ms windows (only for the IDERPs) that 

approximate N1 and P2 latency (i.e., a 75–125 ms window for the N1, and a 175–225 ms 

window for the P2), and the A–AV(–V) amplitude differences were calculated and compared to 

zero as before. Next, the A and AV(–V) peak amplitudes for the GAs and IDERPs were 

correlated with the amplitude suppression effect (A–AV[–V]), and likewise, the peak latencies 

were correlated with the latency facilitation effect. In the GA correlation analyses, the total trial 

number (i.e., number of participants × number of administered trials per condition
1
\fn1\) was 

also correlated with amplitude suppression and latency facilitation, as trial number may be 

related to overall signal-to-noise ratio in the EEG signal, which in turn may affect GA peaks.  
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The results of the correlation analyses were also corrected using the Holm-Bonferroni 

correction (Holm, 1979), and in all analyses, the distributions of the variables were first assessed 

for normality. Whenever a data distribution was not normal, any comparison that involved that 

particular variable was made using a nonparametric test. 

\1\Results 

\2\A-Only Versus AV 

\3\AV integration effects; GAs. As shown in Table 1, A-only and AV GAs were available for 

17 of the 20 experiments, representing averaged data of 291 participants. The N1 and P2 peak 

amplitudes and latencies averaged across the GAs are plotted in Figure 1a,b\f1\ (note that in all 

figures, N1 amplitude is multiplied by -1, in correspondence with the analyses).    Q2  

 Effects of AV speech integration were quantified by constructing the A–AV amplitude 

and latency differences for the N1 and P2. The distributions of both A–AV latency differences 

were not normal (Shapiro-Wilk tests yielded p values < .012), so latency effects at the N1 and P2 

were assessed with nonparametric statistics. As can be seen in Table 2\t2\, one-tailed test against 

zero (given the expected direction of AV integration effects) showed significant lip-read-induced 

suppression at both peaks, ts(16) > 2.00, psone-tailed < .032. Lip-read-induced suppression of the 

auditory N1 was 1.54 µV versus .67 µV for the P2, and the difference was not statistically 

significant, t(16) = 2.10, p = .052. Lip-read-induced temporal facilitation was larger than zero for 

both peaks, Zs > 3.01, psone-tailed < .002, and alike for the N1 and P2 (both facilitation effects were 

~13 ms), Z = .118, p = .906.  

\3\AV integration effects; IDERPs. A versus AV data were analyzed for 93 individuals who had 

participated in the studies listed in Table 1. Peak amplitudes and latencies were determined for 

75 of those (as mentioned above, the data from Baart & Samuel, 2015, was excluded from peak 
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analyses), but the mean N1 and P2 amplitudes in 50-ms windows were calculated for all 93 

IDERPs. The N1 and P2 peak amplitude/latency differences mirrored the pattern of the GA 

analyses (see Table 2 and Figure 1a,b) as lip-read speech had suppressed the auditory N1 and P2, 

ts(74) > 3.27, psone-tailed < .001, with no statistical difference between amplitude suppression at 

the N1 and P2, t(74) = 1.50, p = .138. Latency facilitation was also larger than zero for both 

peaks, ts(74) > 3.71, psone-tailed < .001, and statistically alike for the N1 and P2, t(74) = 1.93, p = 

.058. The mean amplitude suppressions in 50-ms windows around the N1 (which was not 

normally distributed, p < .001) and P2 were also significant, Z = 4.71, pone-tailed < .001, and t(92) 

= 2.04, pone-tailed < .023, and statistically alike, Z = .603, p = .546.  

\3\Correlation analyses; GAs. Correlations between amplitude suppression and A-only and AV 

amplitudes, and latency facilitation and A and AV latency were assessed for the N1 and P2 

separately. Correlations between integration effects and the total number of trials (defined as the 

number of participants × trials per condition
2
\fn2\) were also computed. Because the data 

distributions of AV P2 amplitude and the total number of trials were not normal (Shapiro-Wilk 

tests yielded ps < .045), correlations involving those variables (and those involving N1 and P2 

A–AV latency differences) were assessed using Spearman's ρ. As indicated in Table 3\t3\, 

amplitude suppressions at the N1 and P2 were positively correlated with size of the auditory-only 

peaks, rs > .580, ps < .012, and Table 4\t4\ shows that latency facilitation at the N1 was 

positively correlated with auditory N1 latency, ρ = .637, p = .006. Please note that multiplying 

N1 amplitudes by -1 did not affect the size or direction of the correlations: the actual (mostly 

negative) N1 amplitudes correlate positively with the negative suppression effect obtained by 

subtracting the actual amplitudes, and the mostly positive (i.e., multiplied by -1) N1 amplitudes 
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also correlate positively with the positive suppression effect obtained by subtracting N1 

amplitudes multiplied by -1. 

 Although the significant correlations were all positive, the relationships between A-only 

P2 amplitude and the amplitude suppression effect, and between A-only N1 latency and the 

latency facilitation effect, were characterized by a negative y intercept in the corresponding 

regression lines (i.e., b in y = ax + b). Theoretically, this could imply that negative amplitude 

suppression/latency facilitation (i.e., amplitude enhancement/latency delay) had occurred for 

small A-only peak values. As can be seen in Figure 2b\f2\, in 29% of the observations, P2 

amplitude was indeed enhanced rather than suppressed by lip-read information. If amplitude 

enhancement is genuinely related to small A-only peak values, there should be actual 

observations where the x and y values are smaller than the x and y intercepts of the regression 

lines (see Figure 2a). As can be seen in Figure 2b, there was only one instance where this was 

indeed the case for P2 enhancement (out of five studies where amplitude enhancement was 

observed). Although Figure 3a\f3\ shows one case of a small N1 latency delay rather than 

facilitation, this was not because the A-only N1 had peaked particularly early.  

\3\Correlation analyses; IDERPs. As can be seen in Table 3, the same significant correlations 

were observed as in the GAERP analyses: A-only N1 and P2 amplitudes correlated positively 

with N1/P2 amplitude suppression, rs > .543, ps < .001. There were also positive correlations 

between A-only peak latency and latency facilitation, rs > .232, ps < .045 (see Table 4). In 

addition, AV P2 amplitude correlated negatively with the suppression effect, r = -.330, p = .005, 

and AV N1 and P2 latency also had negative correlations with the latency facilitation effect, rs > 

-.294, ps < .011. As can be seen in Figure 2d, N1 amplitude enhancement occurred for 8% of the 

observations, versus 37% for the P2. For the P2, the correlations between amplitude suppression 
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and peak amplitudes were characterized by a linear trend that crossed the x axis, indicating that 

amplitude enhancements were potentially related to small A-only P2 amplitudes and large AV 

amplitudes. As can be seen in Figure 2d, in 64% of the P2 amplitude enhancements, A-only peak 

values were small (i.e., < x intercept), and 21% of the AV amplitudes were large (> x intercept). 

Likewise, in 18% of the latency delays at the N1, the A-only peak had peaked early, which was 

not the case for the delays at the P2. In both cases, however, latency delays were observed for 

large AV peak latencies (in 18% of the N1 delays, and 33% of the P2 delays). 

\2\A-Only Versus AV–V 

\3\AV integration effects; GAs. Information from 13 experiments (representing data from 220 

participants) was included in the analyses (see Table 1). The averaged N1 and P2 peak 

amplitudes and latencies for A and AV–V are plotted in Figure 1c,d. Effects of AV speech 

integration were quantified by constructing the A–(AV–V) amplitude and latency differences for 

the N1 and P2 as before. The distributions of both latency differences were again not normal 

(Shapiro-Wilk tests yielded p values < .016), and latency effects were assessed with 

nonparametric statistics. As can be seen in Table 2, one-tailed test against zero showed 

significant lip-read-induced suppression at both peaks, ts(12) < 2.92, psone-tailed < .007, and the 

suppression effect at the N1 (1.49 µV) was not statistically different from the effect at the P2 

(1.06 µV), t(12) = .919, p = .376. Lip-read-induced temporal facilitation was larger than zero for 

both peaks, Zs > 2.31, psone-tailed < .011, and alike for the N1 (~13 ms) and P2 (~11 ms), Z = .245, 

p = .807. Although P2 amplitude suppression differs between the A–AV and A–AV(–V) data in 

Table 2, this was likely because of inclusion/exclusion of different studies rather than that 

subtracting V from AV had genuinely modulated the effect. This was confirmed by the result 

that, for those studies in which both A–AV and A–AV(–V) differences could be determined (N = 
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10), none of the pairwise comparisons between N1/P2 amplitudes/latencies reached significance 

(ps > .340, assessed with t tests or Wilcoxon signed rank test, depending on normality of data 

distributions). 

\3\AV integration effects; IDERPs. A versus AV–V data were analyzed for 63 individuals who 

had participated in the studies listed in Table 1. Peak amplitudes and latencies were determined 

for 45 of those (excluding the data from Baart & Samuel, 2015), and mean N1 and P2 amplitudes 

in 50-ms windows around each peak were calculated for all 63 IDERPs. As before, the N1 and P2 

peak amplitude/latency differences (see Figure 1d) were significantly larger than zero (see Table 

2). Lip-read information had suppressed the N1 and P2 by 1.52 µV and 2.64 µV, ts(44) > 5.22, 

psone-tailed < .001, and had sped up the N1 by ~6 ms, Z = 3.54, pone-tailed < .001, and the P2 by ~9 

ms, t(44) = 3.64, pone-tailed < .001. Latency facilitation was alike for the N1 and P2, Z = .835, p = 

.404, but amplitude suppression was larger for the P2 than for the N1, t(44) = 2.75, p = .009 (see 

also Figure 1d). This was also the case for the mean amplitude differences taken from 50-ms 

windows, Z = 3.09, p = .002, but both were larger than zero, Z = 2.69, pone-tailed < .004, for the 

N1, and t(62) = 5.69, pone-tailed < .001, for the P2. Again, although it seems that subtracting V 

from AV had modulated the amplitude suppression at the P2 (no difference between N1 and P2 

suppression was observed for A vs. AV data), this was most likely not the case, and differences 

were due to inclusion/exclusion of particular data (for the individuals for whom both AV and 

AV–V data were available, none of the N1/P2 latency or [mean] amplitude comparisons reached 

significance, ps > .068, assessed with t tests or Wilcoxon signed rank test, depending on 

normality of data distributions). 

\3\Correlation analyses; GAs. Since the data distributions of the A–AV(–V) latency differences 

and the total number of trials were not normal (Shapiro-Wilk tests yielded ps < .016), 
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correlations involving those variables were assessed using Spearman's ρ. As in the A versus AV 

comparison, amplitude suppressions at the N1 and P2 were positively correlated with size of the 

(absolute) A-only peaks, rs > .705, ps < .007 (see Table 3). Figure 2c shows that amplitude 

enhancement was not observed for the N1, but was observed in 15% of the observations for the 

P2, although in none of these was the effect related to particularly small A-only P2 values. As 

before, latency delays at the N1 and P2 were observed (8% vs. 15%). Despite the positive 

correlation (with a negative y intercept for the regression line) between N1 latency facilitation 

and A-only N1 latency, ρ = .698, p = .008, latency delays were not critically related to early A-

only N1 peaks (see Figure 3b). 

\3\Correlation analyses; IDERPs. As indicated in Table 3, the A-only N1 and P2 amplitudes 

again correlated positively with N1/P2 amplitude suppression, rs > .756, ps < .001, with negative 

intercepts for the regression lines in both cases. N1 AV–V peak latency was negatively 

correlated with N1 latency facilitation, ρ = -.481, p < .001, indicating that N1 latency facilitation 

increased when AV–V peaked earlier (see Table 4). P2 latency facilitation was positively 

correlated with A-only P2 latency, r = .380, p = .010, indicating that the later the A-only P2 

peaked, the larger temporal P2 facilitation became. From the 20% of the cases where lip-read 

information had enhanced the N1 amplitude (see Figure 2e), 44% was observed with small A-

only N1 peaks (vs. 40% out of the 11% of P2 enhancements). Latency delays were also observed 

for the N1 and P2 (24% for both peaks), with 36% the N1 delays observed with late AV–V 

peaks, whereas for the P2, 18% of the delays were observed when A-only peaks were small.  

\1\Discussion 

The main findings are clear: (a) despite variability across studies and individuals, averaged 

auditory N1 and P2 peaks are suppressed and sped up by phonetically congruent lip-read 
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information; (b) the additive model does not appear to be critical for these effects; and (c) the 

size of the AV integration effects were correlated with the amplitudes and latencies of the A and 

AV(–V) peaks. 

In general, lip-read-induced suppression of the N1 and P2 was thus quite robust, and was 

found in the peak analyses of the GAs and IDERPs, as well as in the analyses of the mean 

amplitudes taken from 50-ms windows surrounding the N1 and P2 peaks (assessed for IDERPs 

only). However, this does not imply that the amplitude of the auditory N1 and P2 are similarly 

modulated by lip-read information. In fact, previous work has shown the opposite. For example, 

N1 suppression is modulated by AV temporal and spatial properties (Stekelenburg & Vroomen, 

2012; Vroomen & Stekelenburg, 2010), whereas suppression of the auditory P2 is smaller for 

phonetically congruent AV speech than for AV incongruent speech (Stekelenburg & Vroomen, 

2007), likely because phonetic binding occurs at (or slightly before) the time frame of the P2 

(Arnal, Morillon, Kell, & Giraud, 2009; Baart et al., 2014). Clearly, the data that were analyzed 

here was obtained with AV speech stimuli that were phonetically congruent with no spatial or 

temporal misalignments or manipulations, and the overall amplitude suppression and latency 

facilitation effects therefore do not directly relate to the functional difference between the N1 and 

P2.  

However, there were some differences between lip-read-induced N1 and P2 amplitude 

suppression. As indicated in Figure 2, the proportion of amplitude enhancements rather than 

suppressions was larger for the P2 than for the N1 in three out of four analyses, and the 

correlation analyses also showed a somewhat different picture for both peaks. Whereas, in 

general, amplitude suppression became larger when the A-only peaks increased, the amplitude 

effect at the P2 (but not at the N1) was also negatively correlated with AV peak amplitude. As 



17 
 

such, it thus seems that N1 suppression is modulated by the size of the A-only N1 only, whereas 

P2 amplitude suppression is modulated by the size of both the A and AV P2 peak. In addition, 

the positive correlations between A-only amplitude and P2 suppression were consistently paired 

with negative intercepts for the regression lines (which was not the case for the N1). As 

mentioned, these intercepts could indicate that amplitude enhancements rather than suppression 

are mostly observed when A-only peak values are relatively small. As indicated in Figure 2, 

there is indeed some evidence for this hypothesis in three out of four analyses on P2 amplitude 

suppression (vs. only one analysis that suggests a similar pattern for the N1), but clearly the 

evidence is not particularly strong and is mainly provided by the A versus AV IDERPs. 

Interestingly, there were two studies in the A versus AV comparison (for which AV–V data were 

unavailable) in which the GAERP plots showed an overall lip-read-induced P2 enhancement 

(Treille, Cordeboeuf, Vilain, & Sato, 2014; Treille, Vilain, & Sato, 2014). In both of these 

studies, stimuli were presented through live dyadic interactions (i.e., an actor was producing the 

stimuli) instead of via AV recordings. Although it is currently not clear whether live stimuli 

indeed produce more P2 amplitude enhancements than video recordings, (and if so, why this 

would be), this is an interesting observation as live stimuli represent a closer approximation to 

daily-life speech than watching and listening to prerecorded materials.  

As such, the more general question is why amplitude enhancements rather than 

suppression would occur at all. From a functional point of view, it seems odd that lip-read 

information can have an opposite effect on processing of speech sounds. However, it is important 

to note that none of the studies included here have actually reported significant amplitude 

enhancements. Although this could be related to the statistical choices made by the authors (that 

may have obscured the effects), it could also be the case that amplitude enhancements simply 
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reflect noise on an individual study or subject level. If so, they are probably not meaningful, but 

can nevertheless explain why, on average, some studies did not observe lip-read-induced 

suppression at the N1 or P2. However, if amplitude enhancements are truly reflecting noise, one 

might expect a correlation between lip-read-induced amplitude effects and the total number of 

administered trials (which is related to overall signal-to-noise ratio), but these correlations were 

not significant after correction for multiple comparisons (which was also the case for lip-read-

induced temporal facilitation). Moreover, if amplitude enhancements reflect noise in the signal, it 

is not clear why they seem to occur more often for the P2 than for the N1. As mentioned above, 

the P2 amplitude enhancements are perhaps related to how stimuli are presented (live or through 

video recordings), but it could also be the case that the N1 amplitude is simply less variable than 

the P2. However, this is not what Figure 2 suggests (i.e., variability in A-only N1 and P2 peaks is 

quite comparable), and instead it appears that, for both the N1 and the P2, AV(–V) peak 

amplitudes were less variable than A-only amplitudes. Given that the A–AV(–V) difference is 

positive (reflecting amplitude suppression) whenever the A-only amplitude is larger than the 

AV(–V) amplitude, and the difference is negative (reflecting amplitude enhancement) whenever 

the A-only amplitude is smaller than the AV(–V) amplitude, the fact that enhancements are 

observed may be related to the larger variability in A-only amplitudes than in AV(–V) 

amplitudes (i.e., relatively similar AV(–V) amplitudes are subtracted from more variable A-only 

amplitudes, which can be either smaller/larger than the more stable AV(–V) amplitudes). 

Although the current data does not clarify what this would entail exactly, it is plausible that 

AV(–V) peak amplitudes are less variable (and closer to a floor amplitude of zero) than auditory 

amplitudes because input about the same external event from multiple senses stabilizes the 

percept (see also maximum likelihood models where multisensory variance is assumed to be 
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smaller than unimodal variance, e.g., Andersen, 2015; Bejjanki, Clayards, Knill, & Aslin, 2011; 

Ernst & Banks, 2002), which is likely related to the “perceptual unit” processing stage proposed 

by van Wassenhove et al. (2005) who argued that amplitude effects reflect “… a perceptual unit 

stage in which the system is in a bimodal processing mode, independent of the featural content 

and attended modality…” (p. 1186).  

Overall N1/P2 latency facilitation was also observed in all analyses, but particularly 

noteworthy is the fact that N1 and P2 latency facilitation were statistically alike in all 

comparisons. This could indicate that latency facilitation is not tied to a specific peak, but to the 

entire ERP (or at least, the entire N1/P2 complex). Given that the N1 is sped up by auditory 

attention (Folyi, Fehér, & Horváth, 2012) and attending to both modalities modulates the ERPs 

at an even earlier stage (i.e., at 50-ms poststimulus, see Talsma, Doty, & Woldorff, 2007), it is 

conceivable that early allocation of attention, (partly) induced by the lip-read signal, speeds up 

processing, which is consequently reflected as a temporal shift in both the N1 and P2 peaks. 

Interestingly, van Wassenhove and colleagues (2005) showed that lip-read-induced latency 

facilitation increases with saliency of the lip-read information. This may explain why latency 

facilitation effects are not always observed (e.g., Kaganovich & Schumaker, 2014; Stekelenburg 

& Vroomen, 2007) as visual saliency is not only determined by the identity of the onset phoneme 

(which was the critical factor in the study by van Wassenhove et al., 2005), but also by other 

features that vary across studies (e.g., quality of the recordings, size of the actor’s face and 

mouth, speaker-specific properties of producing particular phonemes).  

As was the case with peak amplitudes, peak latencies were correlated with the size of the 

AV integration effects, with some evidence that latency delays rather than facilitatory effects are 

specifically related to early/late A-only/AV(–V) peaks. Again, this should be interpreted with 
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caution, but it is nevertheless clear that lip-read-induced delays do occur, and that they occur 

about equally often for the N1 and P2 (which is in line with the notion outlined above that 

latency facilitation is not peak specific, but holds for the entire N1/P2 complex; see also van 

Wassenhove et al., 2005). 

Despite that amplitude suppression and latency facilitation were both observed, they are 

likely to be manifestations of different processes. In the current data, this is suggested by the 

different patterns of correlations between peak values and lip-read-induced suppression and 

facilitation, and the less pronounced variability in A versus AV(–V) latencies as compared to A 

versus AV(–V) amplitudes. In fact, clear arguments for functional differences between amplitude 

suppression and latency facilitation have been made in the past. For example, as mentioned, van 

Wassenhove et al. (2005) argued that lip-read-induced amplitude suppression reflects a general 

perceptual unit processing stage that is unaffected by attended modality and phonetic congruence 

(but see Stekelenburg & Vroomen, 2007, for larger P2 amplitude suppression for phonetically 

AV congruent than incongruent speech), whereas latency facilitation was argued to reflect a 

“featural stage” in which lip-read information predicts auditory onset variably depending on 

visual saliency. Highly relevant for such lip-read-induced predictions is the assumption that the 

visual signal precedes auditory onset (e.g., Arnal et al., 2009; Stekelenburg & Vroomen, 2007; 

van Wassenhove et al., 2005). In isolated syllables (which represent the material of choice in 

experimental research on AV speech integration), the first lip movements indeed seem to precede 

sound onset by 100–300 ms (Chandrasekaran, Trubanova, Stillittano, Caplier, & Ghazanfar, 

2009), and visual responses can be found in auditory and multisensory areas (e.g., superior 

temporal sulcus/gyrus) even before physical onset of the sound (Besle et al., 2008). It is argued 

that lip-read-induced activity in motion-sensitive cortex is fed to auditory areas where neuronal 
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activity is tuned to the upcoming sound (Arnal et al., 2009), presumably through resetting the 

phase of ongoing activity (Arnal & Giraud, 2012) such that auditory input arrives while neuronal 

excitability is high and responses are amplified (see also Lakatos, Chen, O'Connell, Mills, & 

Schroeder, 2007; Schroeder, Lakatos, Kajikawa, Partan, & Puce, 2008, for similar arguments). In 

line with this, a recent ERP study indeed confirmed that temporal predictions about sound onset 

generated by either visual or self-generated motor information have similar neural consequences 

in the auditory cortex (Stekelenburg & Vroomen, 2015). It should be noted, however, that the 

temporal relationship between auditory and lip-read speech in more naturalistic speech situations 

(i.e., strings of connected syllables) is more complex and spans a range of 30–50 ms auditory 

lead to 170–200 ms visual lead (Schwartz & Savariaux, 2014), which should be taken into 

account when assessing the ecological validity of existing models.  

One other important issue is whether there is an optimal way to assess AV integration 

effects. More specifically, can we simply compare the A-only response to an AV one, or do we 

need to subtract a V-only component from AV before making the comparison with A? As 

indicated before, on first sight, it appeared that subtracting V-only activity from AV activity 

affected lip-read-induced amplitude effects at the P2 (but not the amplitude effects at the N1, or 

the latency effects at the N1 or P2), and that adhering to the additive model (AV interactions = 

AV − [A + V]) thus may lead to a different characterization of AV speech integration effects at 

P2 amplitude than the A versus AV comparison. However, against this interpretation is the fact 

that P2 amplitudes for AV and AV–V were alike (in the data in which both could be 

determined). So, most likely, apparent differences are related to inclusion/exclusion of particular 

subjects or studies across different comparisons.  
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Even though there was thus no clear evidence that the additive model is needed to 

correctly characterize effects of AV integration, this does not mean that the rationale behind the 

model or the studies that relied on it (e.g., Alsius et al., 2014; Baart et al., 2014; Besle, Bertrand, 

& Giard, 2009; Besle, Fort, & Giard, 2004; Giard & Besle, 2010; Giard & Peronnet, 1999; 

Klucharev et al., 2003; Stekelenburg & Vroomen, 2007; van Wassenhove et al., 2005) are 

flawed. At the same time, however, the additive model is not entirely free from potential 

problems. Data components that occur in all experimental conditions will be included twice in 

the sum of unimodal activity but only once in the AV data, and this difference may thus be 

mistaken for an AV interaction (Teder-Sälejärvi, McDonald, Di Russo, & Hillyard, 2002). 

However, Teder-Sälejärvi et al. (2002) argued that such neural activity is mostly task related and 

showed that the common data components across conditions (i.e., slow anticipatory potentials 

before stimulus onset) affect the ERPs already before N1 and P2 latency (i.e., at ~40 ms 

poststimulus). Most importantly, such components are quite fragile as they disappear with a 

high-pass filter cutoff ≥ 1 Hz (Huhn et al., 2009; Teder-Sälejärvi et al., 2002). As such, there is 

no reason to assume that the additive model misrepresents AV interactions at the N1 and P2, but 

at the same time, current analyses provided no evidence that it should be preferred over direct A 

versus AV comparisons (or the corresponding A–AV differences).  

 To summarize, analyses on N1 and P2 amplitude and latency measures taken from 

published plots (GAs) and individual data (IDERPs) showed that the averaged effects of AV 

integration in phonetically congruent speech are characterized by robust lip-read-induced 

amplitude suppression and latency facilitation of the N1 and P2 peaks. Moreover, the amplitude 

suppression effects at the N1 and P2 peaks were corroborated by analyses on the mean 

amplitudes taken from 50-ms windows surrounding the N1 and P2. Analyses did not show clear 
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(dis)advantages of whether or not visual-only data is subtracted from AV data before making the 

comparison with A-only data, but, in general, AV integration effects could be in the “opposite” 

direction than what was expected (i.e., amplitude enhancements rather than suppression, and 

latency delays rather than facilitation). Peak amplitudes and latencies were correlated with the 

size of lip-read-induced AV integration effects, with some evidence that amplitude 

enhancements and latency delays were related to particular small/early A-only peaks and/or 

large/late AV(–V) peaks. Although these inferences should be made with caution, they could 

explain some of the variability across the literature, and it is recommended that future work on 

AV speech integration at the P2 assesses the correlation between individual P2 peak amplitude 

and the size of the P2 amplitude suppression in detail. More generally, as the body of work on 

AV speech integration at the N1 and P2 increases over time, the GA analyses used here (which 

produced comparable results to analyses of IDERPs) could be used to assess data obtained with 

other samples (e.g., infants, patients) and/or noncanonical stimuli, in order to compare the 

findings with the currently observed data patterns for healthy adults presented with phonetically 

congruent AV speech. 
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Footnotes 

 

\fn\1. This procedure does not take into account the number of rejected EEG trials per 

condition, because this information could not always be derived. 

 

\fn\2. The number of trials for A and AV differed in one study, and the largest trial 

number was used (which was for AV). 
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\tc\Table 1. Overview of the Studies from Which N1 and P2 GA Values Were Taken 

\tch\Included studies/experiments E N Stimuli GAs 

    A V AV AV–V 

 

\tb\Klucharev, Möttönen, & Sams (2003) Cz 11 a, o, i, y ✔ ✔ ✔ ✔ 

Besle, Fort, Delpuech, & Giard (2004) Cz 16 pa, po, pi, py ✔ ✔ ✔ ✔ 

van Wassenhove, Grant, & Poeppel (2005, 

Exp. 1) 

CPz 16 pa, ta, ka
1
 ✔ ✔ ✔ ✔ 

Stekelenburg & Vroomen (2007, Exp. 1) Cz 16 bi, fu  ✔   ✔ 

Stekelenburg & Vroomen (2007, Exp. 2) Cz 17 bi, fu  ✔   ✔ 

Hisanaga, Sekiyama, Igasaki, & Murayama 

(2009)  

Cz 11
2
 ba, ga  ✔  ✔  

Huhn, Szirtes, Lőrincz, & Csépe (2009) Cz 23 ba  ✔ ✔ ✔ ✔ 

Pilling (2009, Exp. A) Cz 12 pa, ta ✔ ✔ ✔ ✔ 

Pilling (2009, Exp. B) Cz 12 pa, ta  ✔  ✔  

Winneke & Phillips (2011) Cz 17 object names (e.g., “bike”) ✔ ✔ ✔ ✔ 

Gilbert, Lansing, & Garnsey (2012, Exp. 3) Cz 16 ba ✔ ✔ ✔ ✔ 

Frtusova, Winneke, & Phillips, (2013) Cz 23 monosyllabic digits (e.g., 

“one”) 
✔ ✔ ✔ ✔ 

Schepers, Schneider, Hipp, Engel, & 

Senkowski (2013) 

ROI
3
 20 da, ga, ta  ✔  ✔  

Stekelenburg, Maes, van Gool, Sitskoorn, & 

Vroomen (2013) 

Cz 18 bi, fu ✔ ✔ ✔ ✔ 

Ganesh, Berthommier, Vilain, Sato, & 

Schwartz (2014) 

ROI
4
 19 pa, ta  ✔  ✔  

Kaganovich & Schumaker (2014) Cz 17 ba, da, ga ✔ ✔ ✔ ✔ 
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\tfn\Note. Each experiment is represented on a separate row. The table provides electrode sites from which data were estimated from 

the GA plots (E), the number of tested participants, and stimulus details. Black check marks indicate conditions for which the authors 

had provided GAs (A = auditory-only, V = visual-only, AV = audiovisual, AV–V = audiovisual minus visual), and gray check marks 

indicate subtractions that could be made based on those (V could be determined via [A + V] in two cases).  

Treille, Cordeboeuf, Vilain, & Sato (2014) Fz, Cz 14 pa, ta ✔  ✔  

Treille, Vilain, & Sato (2014) ROI
5
 16 ka, pa, ta

1
 ✔  ✔  

Paris, Kim, & Davis (2016) Cz 30 ba, da, ga
6
 ✔  ✔  

Baart & Samuel (2015) Cz 18 da, ga, ja, na, jo, to  ✔   ✔ 

 

 

 
 

 

 

1
ERPs for pa, ta, and ka were averaged here. 

2
Averaged across English and Japanese adults presented with English and Japanese stimuli. 

3
31 midcentral electrodes around Cz.  

4
Six frontocentral electrodes: F3, Fz, F4, C3, Cz, C4.

 

5
Three midcentral electrodes: C3, Cz, C4.

 

6
Averaged over unreliable and reliable context.
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\tc\Table 2. Effects of AV Integration and their Significance 

 

 

 

 

 

 

\tfn\Note. The differences for N1 and P2 peak amplitudes (µV) and latencies (ms) for GAs and IDERPs are presented in columns, 

separately for A–AV and A–(AV–V). Sample sizes were 17 and 13 for the A–AV and A–(AV–V) GA differences, and 75 and 45 for 

the A–AV and A–(AV–V) IDERP differences (dfs in the comparisons against zero were 16, 12, 74, and 44, respectively). Black 

difference values indicate that effects were assessed using parametric statistics (t tests), gray values indicate that effects were assessed 

using nonparametric statistics (Wilcoxon signed rank tests).  

*p for one-tailed tests against zero was significant after Holm-Bonferroni correction (four comparisons per difference).  

 \tch\GAs  IDERPs 

 N1 P2  N1 P2 

 µV ms µV ms  µV ms µV ms 

 

\tb\A–AV  1.54* 13.32* .67*  12.68*   2.04* 4.85* 1.30* 9.17* 

A–(AV–V) 1.49* 13.12 * 1.06*  10.67*   1.52* 5.91* 2.64* 8.71* 
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\tc\Table 3. Correlations Between Amplitude Suppression Effects at the N1 and P2  

 

 

 

 

 

 

 

 

\tfn\Note. Functions for regression lines are provided for correlations that were significant after a Holm-Bonferroni correction (three 

comparisons per GA difference, two comparisons per IDERP difference). Black correlation coefficients correspond to parametric 

Pearson’s r values, gray values correspond to nonparametric Spearman’s ρ values. For the GAs, additional correlations between 

amplitude suppression and the total number of administered trials (T = number of participants × number of trials) were also computed. 

The dfs for the correlations for A–AV and A–AV(–V) were 14 and 11 (GAs), and 73 and 43 (IDERPs), respectively. For correlations 

that were significant after correcting for multiple comparisons, functions of regression lines y = ax + b are provided (y = amplitude 

suppression; x = peak amplitude).  

   \tch\A vs. AV data  A vs. AV–V data 

    A–AV  Regression line   A–(AV–V) Regression line 

 
 

 

\tb\N1 

 

GAs 
 

 

 

 

 

 

IDERP 

 A .59 y = .292x + .258  A .72 y = .364x – .041 

AV .13   AV(–V) .30  

 T -.22   T .15  

 A .54 y = .376x + .018  A .84 y = .531x – .964 

AV -.13   AV(–V) .12  

 
 

 

P2 

 

 

 

 

GAs 
 

 

 

 

 

IDERP 

 A .65 y = .326x – .802  A .71 y = .389x – .939 

 AV .34   AV(–V) .21  

 T .17   T .08  

 A .80 y = .807x – 3.58  A .76 y = .583x – 1.68 

 AV -.33 y = -.524x + 3.79  AV(–V) -.02  
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\tc\Table 4. Correlations Between Latency Facilitation Effects at the N1 and P2  

 

 

 

 

 

 

 

 

\tfn\Note. Functions for regression lines are provided for correlations that were significant after a Holm-Bonferroni correction (three 

comparisons per GA difference, two comparisons per IDERP difference). Black correlation coefficients correspond to parametric 

Pearson’s r values, gray values correspond to nonparametric Spearman’s ρ values. For the GAs, additional correlations between 

latency facilitation and the total number of administered trials (T = number of participants × number of trials) were also computed. 

The dfs for the correlations for A–AV and A–AV(–V) were 14 and 11 (GAs), and 73 and 43 (IDERPs), respectively. For correlations 

that were significant after correcting for multiple comparisons, functions of regression lines y = ax + b are provided (y = latency 

facilitation; x = peak latencies). 

   \tch\A vs. AV data  A vs. AV–V data 

    A–AV  Regression line   A–(AV–V) Regression line 

 
 

 

\tb\N1 

 

GAs 
 

 

 

 

 

 

IDERP 

 A .64 y = .389 x – 33.5  A .70 y = .330x – 26.9 

AV .07   AV(-V) .08  

 T -.26   T -.56  

 A .45 y = .331x – 32.0  A .20  

AV -.32 y = -.248x + 31.3  AV(-V) -.48 y = -.345x + 41.9 

 
 

 

P2 

 

 

 

 

GAs 
 

 

 

 

 

IDERP 

 A .28   A -.15  

 AV -.21   AV(-V) -.56  

 T .15   T -.05  

 A .23 y = .157 – 24.5  A .38 y = .241x – 42.0 

 AV -.29 y = -.261x + 62.8  AV(-V) -.19  
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Figure captions 

\fl\Figure 1.   Average N1 and P2 amplitudes and latencies (N1 amplitudes were multiplied by -

1, which corresponds to the analyses and facilitates comparison with the P2). a,b: N1 and P2 

peak values for A versus AV. c,d: Values for A versus AV–V. The dotted crosses represent the 

averages across GAs (17 experiments for A vs. AV, and 13 experiments for A vs. AV–V) where 

the horizontal lines correspond to 1 standard error of the latency means, and the vertical lines 

correspond to 1 standard error of the amplitude means. Likewise, the solid lines represent the 

averages and standard errors of the means for the N1 and P2 peak values for the IDERPs (75 

participants for A vs, AV, and 45 participants for A vs. AV–V). The arrows in the panels 

indicate the direction of lip-read-induced amplitude suppression (vertical arrows) and latency 

facilitation (horizontal arrows). 

 

\fl\Figure 2.   N1 and P2 peak amplitudes and amplitude suppression effects. Depicted N1 

amplitudes were multiplied by -1 to facilitate comparison with the P2. a: Schematic overviews of 

the two cases where amplitude enhancement rather than suppression would be critically related 

to small/large x values (actual observations should exist for the gray areas in the plots). b,c,d,e: 

Data points in left plots are N1 and P2 GA amplitudes (b,c) and N1 and P2 amplitudes for 

IDERPs (d,e). Black data points are auditory-only data, dark gray data points are the AV (b,d) or 

AV–V (c,e) data, and light gray points are the amplitude suppression effects (A–AV or A–AV(–

V) differences). The gray values indicate the proportion of observations where amplitude 

enhancement rather than suppression was observed. When N1/P2 amplitudes had a significant 

correlation with amplitude suppression, this is indicated by r+ or r-, and the positive/negative 

sign of the y intercept of the corresponding regression line is indicated by i+ or i-. Whenever 
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there were amplitude enhancements and there was also a correlation/intercept combination that 

resembled the examples in (a), a regression plot is provided to the right of each panel. In these 

regression plots, amplitude suppression is plotted on the y axes, and peak amplitude is plotted on 

the x axes. The gray values in the regression plots indicate the proportions of amplitude 

enhancements observed in the critical areas (which are marked by gray shaded rectangles). 

 

\fl\Figure 3.   N1 and P2 peak latencies and latency facilitation effects. The data points in the left 

plots are N1 and P2 peak latencies for GAs (a,b) and IDERPs (c,d). Black data points are 

auditory-only data, dark gray data points are the AV (a,c) or AV–V (b,d) data, and light gray 

points are the latency facilitation effects (A–AV or A–AV(–V) differences). The gray values 

indicate the proportion of observations where latency delay rather than facilitation was observed. 

When N1/P2 amplitudes had a significant correlation with amplitude suppression, this is 

indicated by r+ or r-, and the positive/negative sign of the y intercept of the corresponding 

regression line is indicated by i+ or i-. Whenever there were latency delays and there was also a 

correlation/intercept combination that resembled the examples in Figure 2a, the regression line 

and data are provided to the right of each panel. The gray values in those plots indicate the 

proportions of latency delays observed in the critical areas, which are marked by gray shaded 

rectangles. 
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12683 Author Queries 

 

Q1 Technically, plus and minus signs should have a space before and after them.  To 

illustrate, A–(AV–V) should be expressed as A − (AV − V) with the correct mathematical 

symbol inserted for the minus sign.  For readability, this rule has been waived.  Please check that 

this has been applied consistently and makes sense. Next, is (–V) meant to be (-V)?  Also, 

occasionally a space was left around the minus sign (see changes in Figure 1 caption).  Please 

comment.   

Q2 Should this be “corresponding with the analysis,” or is it OK as is? 

  

General comments: 

APA style permits the use of i.e., e.g., and vs. within parentheses, and otherwise they must be 

spelled out. 

APA style stipulates:  Do not capitalize factors, effects, or variables unless they appear with 

multiplication signs.  Do not capitalize names of conditions or groups in an experiment.  As 

such, several caps have been changed to lowercase.  Please check the capitalization around the × 

signs. 

Axes x and y are italicized, but not x and y when variables - please check that this has been 

applied correctly. 

 

 


