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## 0

## Preface

### 0.1 Abstract

The $K$-means algorithm is undoubtedly one of the most popular clustering analysis techniques, due to its easiness in the implementation, straightforward parallelizability and competitive computational complexity, when compared to more sophisticated clustering alternatives. However, the progressive growth of the amount of data that needs to be analyzed, in a wide variety of scientific fields, represents a significant challenge for the $K$-means algorithm, since its time complexity is dominated by the number of distance computations, which is linear with respect to both the number of instances, $n$, and dimensionality of the problem, $d$. This fact hinders its scalability on such massive data sets. Another major drawback of the $K$-means algorithm corresponds to its high dependence on the initial conditions, which not only may affect the quality of the obtained solution, but may also have a major impact on its computational load, as for instance, a poor initialization could lead to an exponential running time in the worst case scenario.

In this dissertation, we tackle all these difficulties. Initially, we propose an approximation to the $K$-means problem, the Recursive Partition-based $K$ means algorithm (RPKM). This approach consists of recursively applying a weighted version of $K$-means algorithm over a sequence of spatial-based partitions of the data set, for which each cell of the partition is represented by the center of mass of the points that lie on it. From one iteration to the next, a more refined partition is constructed and the process is repeated using the optimal set of centroids, obtained at the previous iteration, as initialization. From a practical standpoint, such a process reduces the computational load of $K$-means algorithm as the number of representatives, at each iteration, is commonly much smaller than the number of instances of the data set. On the other hand, both phases of the algorithm are embarrasingly parallel. From a theoretical standpoint, and in spite of the selected partition strategy, one can guarantee the non-repetition of the clusterings generated at each RPKM iteration, which ultimately implies the reduction of the total amount of $K$-means
algorithm iterations, as well as leading, in most of the cases, to a monotone decrease of the overall error function. Afterwards, we present a RPKM-type approach, the Boundary Weighted $K$-means algorithm (BWKM). For this technique, the data set partition is based on an adaptative mesh, that adjusts the size of each grid cell to maximize the chances of each cell having only instances of the same cluster. The goal is to focus most of the computational resources on those regions where it is harder to determine the correct cluster assignment of the original instances (which is the main source of error for our approximation). For such a construction, it can be proved that if all the cells of a spatial partition are well assigned (have instances of the same cluster) at the end of a BWKM step, then the obtained clustering is actually a fixed point of the $K$-means algorithm over the entire data set. Furthermore, if, for a certain step of BWKM, this property can be verified at consecutive weighted Lloyds iterations, then the error of our approximation also decreases monotonically. From a practical stand point, BWKM was compared to the state-of-the-art: $K$-means++, Forgy $K$-means, Markov Chain Monte Carlo $K$-means and Minibatch $K$-means. The obtained results show that BWKM commonly converged to solutions, with a relative error of under $1 \%$ with respect to the considered methods, while using a much smaller amount of distance computations (up to 7 orders of magnitude lower).

Even when the computational cost of BWKM is linear with respect to the dimensionality, its error quality guarantees are mainly related to the diagonal length of the grid cells, meaning that, as we increase the dimensionality of the problem, it will be harder for BWKM to have such a competitive performance. Taking this into consideration, we developed a fully-parellelizable feature selection technique intended for the $K$-means algorithm, the Univariate $K$-means relevance for feature selection algorithm ( $K \mathrm{MR}$ ). This approach consists of applying any heuristic for the $K$-means problem over multiple subsets of dimensions (each of which is bounded by a predefined constant, $m \ll d$ ) and using the obtained clusterings to upper-bound the increase in the $K$-means error when deleting a given feature. We then select the features with the $m$ largest error increases. Not only can each step of $K$ MR be simply parallelized, but its computational cost is dominated by that of the selected heuristic (on $m$ dimensions), which makes it a suitable dimensionality reduction alternative for BWKM on large data sets. Besides providing a theoretical bound for the obtained solution, via $K \mathrm{MR}$, with respect the optimal $K$-means clustering, we analyze its performance in comparison to well-known feature selection and feature extraction techniques. Such an analysis shows $K M R$ to consistently obtain results with lower $K$-means error than all the considered feature selection techniques: Laplacian scores, maximum variance and random selection, while also requiring similar or lower computational times than these approaches. On the other hand, $K M R$, when compared to feature extraction techniques, such as Random Projections, also shows a noticeable improvement in both error and computational time.

As a response to the high dependency of $K$-means algorithm to its initialization, we finally introduce a cheap and yet effective Split-Merge step that can be used to re-start the $K$-means algorithm after reaching a fixed point, Split-Merge $K$-means (SM $K M$ ). Under some settings, one can show that this approach reduces the error of the given fixed point without requiring any further iteration of the $K$-means algorithm. Moreover, experimental results show that this strategy is able to generate approximations with an associated error that is hard to reach for different multi-start methods, such as multi-start Forgy $K$-means, $K$-means++ and Hartigan $K$-means. In particular, SMKM consistently generated the local minima with the lowest $K$-means error, reducing, on average, over 1 and 2 orders of magnitude of relative error with respect to $K$-means++ and Hartigan $K$-means and Forgy $K$-means, respectively. We have observed that SMKM improves the previously commented methods in terms of the number of distances computed and the error of the obtained solutions.

### 0.2 Overview of the Dissertation

This document is divided into three separate parts: i) a quick introduction to the $K$-means clustering problem on massive data domains and the definition of the objectives, hypothesis and methodology of the dissertation, ii) a detailed analysis of the contributions and iii) conclusions and future work.

Part ■introduces the main contributions of this PhD work to the machine learning field and is composed of three chapters: Chapter 1 contains a brief description of the $K$-means algorithm and the state-of-the-art in terms of the quality of the obtained solutions and of the reduction of computational requirements for the $K$-means problem. Then, Chapter 2 sums up the main contributions of this dissertation, their motivations, results and conclusions. These are as follows:

1. Design of two accurate approximations to the $K$-means problem for tall data applications.
2. Development of a dimensionality reduction technique (feature selection) designed for any heuristic that approximates the solution of the $K$-means problem.
3. Design of a cheap and effective re-start strategy for the $K$-means algorithm.

Part $\Pi$ is composed of the previously mentioned main contributions. This part is divided into Chapter 3, Chapter 4, Chapter 5, and Chapter 6, and they correspond to the contributions 1-3, respectively. Finally, in Part III some general conclusions and remarks on potential future work are drawn.

Part I

## Introduction to the $K$-means Algorithm on Massive Data

## A Brief Overview of the $\boldsymbol{K}$-means Algorithm on Massive Data

Data generation has seen remarkable growth in the last few years. The emergence of a wide variety of areas, such as e-commerce, sensor networks, genomics, massive search engines and social media has transformed the way the storage, retrieval and analysis of such a massive amount of information is approached !. In a survey carried out by IBM, it is estimated that the amount of data generated surges to $2.5 \cdot 10^{18}$ bytes every day, while, by 2020 , it is estimated that 1.7 MB of data will be created every second for every person on earth [2] (3) 4]. In particular, it is reported that Google, Yahoo!, Microsoft, and other Internet-based companies have data that is measured in exabytes ( $10^{18}$ bytes) [1], while Facebook reports about 6 billion new photos every month and 72 hours of video are uploaded to YouTube every minute [5]. Such an overwhelming flow of information just keeps increasing every day, in fact, over the last two years alone, $90 \%$ of the data in the world was generated [3]. Data sets, as the ones described above, and the challenges involved when analyzing them, is often subsumed in the term Massive Data [1] [6].

Given such a tremendous amount of data, the development of efficient and effective tools has become necessary to analyze and reveal valuable knowledge that is hidden within the data [7]. In this sense, cluster analysis is a popular approach in data mining and has been widely used in several areas [7] , [].

### 1.1 Cluster Analysis

Cluster analysis is a multivariate method which aims to divide objects into a number of groups, called clusters, in such a way that intra-cluster similarity is high and the inter-cluster similarity is low. In this sense, clustering can be regarded as a form of classification that derives the labels of the objects only from the data set (cluster) and, for this reason, cluster analysis is sometimes referred to as unsupervised classification [9, [10, [1].

As described in [10], clustering has been mainly used for the following three purposes: i) to gain insight into data (underlying structure), ii) to identify the
degree of similarity between objects (natural classification) and iii) to organize and summarize the data set into cluster prototypes. For this reason, this technique is a very important task in different areas, such as artificial intelligence, image processing, web mining, bioinformatics and pattern recognition [12, 9, 10, 13].

There exist different types of clustering algorithms, from which we can mainly distinguish: hierarchical versus unnested, and exclusive versus overlapping versus fuzzy/probabilistic [11.

The most common distinction between different clustering algorithms is whether they are hierarchical or unnested. Hierarchical clustering algorithms recursively find nested clusters (clusters are allowed to have subclusters) either in agglomerative mode (starting with each data point in its own cluster and combining the most similar pair of clusters recursively to form a cluster hierarchy) or in divisive mode (starting with all the data points in one cluster and recursively dividing each cluster into smaller clusters) [12, 9, 10]. On the other hand, unnested clustering algorithms divide the data set objects into a predefined number of clusters with no hierarchical structure [10.

Clustering algorithms can also be classified into exclusive versus overlapping versus fuzzy/probabilistic. While exclusive clusterings assign each object to a single cluster, overlapping clusterings allow objects to simultaneously belong to more than one cluster. On the other hand, in fuzzy clustering, every object belongs to every cluster with a membership weight that oscillates between 0 and 1. Similarly, probabilistic clustering techniques compute the probability with which each point belongs to each cluster. These last two approaches tend to be used to avoid the arbitrariness of assigning an object to only one cluster when it could be close to different groups [9, 11.

In particular, this dissertation is devoted to a very popular partitional clustering technique, which is in the intersection between unnested and exclusive clustering, called the $K$-means algorithm.

### 1.1.1 Partitional Clustering

The goal of partitional clustering is to divide a data set into a predefined number of clusters, in such a way that a given partitioning criterion is optimized. Even when there exists a wide variety of partitional clustering methods, the $K$-means algorithm [10, 14] stands out as one of the most popular, due to its ease of implementation, simplicity, efficiency and empirical success [15, 10]. This method, which attempts to find a user-specified number of clusters ( $K$ ) which are represented by their centroids, has been named one of the top 10 algorithms in data mining by the organizers of the IEEE International Conference on Data Mining (ICDM) in 2008 [16, 17].

Other well-known partitional clustering techniques, such as $K$-medoids, PAM and CLARANS [18, 19, 20, are computationally more expensive than the $K$-means algorithm, commonly having time complexities supralinear with
respect to the number of instances of the data set and/or the predefined number of clusters, which makes them inviable for massive data applications. More importantly, the fact that the $K$-means algorithm can be easily parallelized [21], as well as the existance of different speed-ups and cheap approximations, such as [22, 23, [24, [25, 26, 27, 28, 29, [30, makes the $K$-means algorithm a plausible alternative for this kind of applications.

In the following sections, we will describe the $K$-means problem/algorithm, analyze its different characteristics and discuss the most relevant variants/ approximations developed to improve its computational performance on large data sets.

### 1.1.1.1 $K$-means Problem

Given an unlabeled set of $n$ data points (instances), $X=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right\} \subseteq$ $\mathbb{R}^{d}$, and a predefined number of clusters, $K$, the $K$-means problem is to determine a set of $K$ centroids $C=\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{K}\right\} \subseteq \mathbb{R}^{d}$, so as to minimize the following error function:

$$
\begin{equation*}
E_{X}(C)=\sum_{\mathbf{x} \in D}\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|^{2}, \text { where } \mathbf{c}_{\mathbf{x}}=\underset{\mathbf{c} \in C}{\arg \min }\|\mathbf{x}-\mathbf{c}\|^{2} \tag{1.1}
\end{equation*}
$$

In other words, this is an unsupervised learning problem in which the goal is to minimize the within-cluster sum of squares, which indirectly increases the inter-cluster distances. The problem of minimizing the $K$-means error, which is reported to be first considered by Steinhaus in 1956 [31], is one of the earliest and most intensively studied formulations of the clustering problem, both because of its mathematical elegance and because it bears closely on the statistical estimation of mixture models of $K$ point sources under spherically symmetric Gaussian noise [32, 33].

In particular, the $K$-means problem can be viewed as a combinatorial optimization problem, since it is equivalent to finding the partition of the $n$ instances in $K$ groups, whose associated set of centers of mass minimizes Eq.1.1. The number of possible partitions is a Stirling number of the second kind, $S(n, K)=\frac{1}{K!} \sum_{j=0}^{K}(-1)^{K-j}\binom{K}{j} j^{n}$ [34]. Since finding the globally optimal partition is known to be NP-hard for $K>1$ [35], even for instances in the plane [36], and exhaustive search methods are not useful under this setting, iterative refinement based algorithms are commonly used to approximate the solution of the $K$-means problem [37, 38, 39, 40]. These algorithms iteratively relocate the data points between clusters until a locally optimal partition is attained. Among these methods, the most popular is the $K$-means algorithm [10, 14].

### 1.1.1.2 K-means Algorithm

The $K$-means algorithm is an iterative refinement method that consists of two stages: Initialization, in which we set the starting set of $K$ centroids,
and an iterative stage, called Lloyd's algorithm [14. In the first step of Lloyd's algorithm (see Algorithm 11), each instance is assigned to its closest centroid (Assignment step), then the set of centroids is updated as the centers of mass of the instances assigned to the same centroid in the previous step (Update step). In Fig 1.1, we show a graphical example of the previously described procedure (from left to right). The yellow dots represent the original set of centroids, subsequently, we show the cluster assignment for each instance (represented in different colors) and the dotted lines represent the Voronoi frontiers generated by the set of centroids. It must be pointed out that the figure in the middle of Fig. 1.1 is zoomed in, in order to highlight the obtained Voronoi tesselations. Finally, the red dots are the updated set of centroids. Commonly, the process described above is repeated until the set of centroids remains invariant, i.e., when the red and yellow dots completely overlap, in which case such a set of centroids is a local minima to the $K$-means problem 41.


Fig. 1.1: Initial set of centroids (left), Assignment step (center), Update step (right).

```
Algorithm 1: Lloyd's algorithm
    Input: Data set \(X\), number of clusters \(K\) and set of centroids
    \(C=\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{K}\right\}\).
    Output: Local minima of Eq,1.1, \(C^{*}\).
    while Stopping Criterion do
        - Assignment step: Construct, for all \(k \in\{1, \ldots, K\}\), the subsets
                \(P_{k}=\left\{\mathbf{x} \in D: k=\underset{i \in\{1, \ldots, K\}}{\arg \min }\left\|\mathbf{x}-\mathbf{c}_{i}\right\|^{2}\right\}\)
        - Update step: Take \(\mathbf{c}_{k}=\overline{P_{k}}\) for all \(k \in\{1, \ldots, K\}\).
    end
    Return \(C^{*}=\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{K}\right\}, \mathcal{P}=\left\{P_{1}, \ldots, P_{K}\right\}\).
```

The computational time needed for Assignment step is $\mathcal{O}(n \cdot K \cdot d)$, which is due to the number of distances computed to determine the cluster affiliation of each instance, while updating the set of centroids requires $\mathcal{O}(n \cdot d)$ computations. As we previously mentioned, this process is commonly executed until the obtained set of centroids does not change in consecutive iterations.

However, a more general stopping criterion implies the computation of the error function (Eq.1.1): If the error does not change significantly with respect to the previous iteration, then the algorithm stops. In other words, if $C$ and $C^{\prime}$ are the set of centroids obtained at consecutive Lloyd's iterations, then the algorithm stops when $\left|E_{X}(C)-E_{X}\left(C^{\prime}\right)\right| \leq \varepsilon$, for a fixed threshold $\varepsilon \ll 142$.

To verify this condition $\mathcal{O}(n \cdot d)$ additional computations are needed. Hence, Assignment step is the most computationally demanding stage and, therefore, it is common practice to evaluate the number of distance computations to analyze the computational requirements of Lloyd's algorithm and similar heuristics [43, 26].

Among different advantages, such as the easiness of its implementation, Lloyd's algorithm reduces monotonically the $K$-means error, i.e., every step of the algorithm generates a more competitive solution to the $K$-means problem [10]. Furthermore, both steps of Lloyd's algorithm can be easily parallelized, which is a major key to meeting the scalability of the algorithm [17]. In the following sections, we comment on different features and variants to the $K$ means algorithm and their relation to massive data applications.

## Importance of the initialization of Lloyd's algorithm

As widely reported in the literature, the performance of Lloyd's algorithm highly depends upon the initialization stage in terms of the quality of the solution obtained and the running time [44, 45, 46]. A poor initialization, for instance, could lead to an exponential running time in the worst case scenario: In [47], a simple construction in the plane, that leads to an exponential lower bound of $2^{\Omega(n)}$ running time, is presented.


Fig. 1.2: An example of the $K$-means algorithm output for two different initializations. In the top figure, 11 Lloyd's algorithm iterations were executed, while, in the bottom figure, 2 iterations were needed.

In Fig 1.2. we show a simple example of the relevance of selecting a good initialization. In particular, we observe a 2D mixture of three Gaussians and the output of Lloyd's algorithm for two different sets of centroids (yellow dots). In the first case, we observe that two seeds are placed in the densest cluster, which hinders the convergence of Lloyd's algorithm to the expected solution and tends to increase the number of iterations needed to converge. In general, the selected seeding/initialization strategy should deal with different problems, such as outlier detection and cluster oversampling. A lot of research has been done on this topic: A detailed review of seeding strategies can be found in [45, 46].

The standard initialization procedure consists of performing several reinitializations via Forgy's method [48] and keeping the set of centroids with the smallest error [45, 46]. Forgy's technique defines the initial set of centroids as $K$ instances selected uniformly at random from the dataset. The intuition behind this approach is that, by choosing the centroids uniformly at random, it is more likely to choose a point near an optimal cluster center, since such points tend to be where the highest density regions are located. Besides the fact that computing the error of each set of centroids is $\mathcal{O}(n \cdot K \cdot d)$ (due to the assignment step), the main disadvantage of this approach is that there is no guarantee that two, or more, of the selected seeds will not be near the center of the same cluster, especially when dealing with unbalanced clusters [45], see Fig.1.2, for instance.

More recently, different probabilistic seeding techniques have been developed and, due to their simplicity and strong theoretical guarantees, they have become quite popular. Among these, the most relevant is the $K$-means ++ algorithm proposed by Arthur and Vassilvitskii in [49. $K$-means++ selects only the first centroid uniformly at random from the dataset. Each subsequent initial centroid is chosen with a probability proportional to the distance with respect to the previously selected set of centroids, see Fig 1.3


Fig. 1.3: $K$-means ++ seeding example, for $K=3$.

The key idea of this cluster initialization technique is to preserve the diversity of seeds while being robust to outliers. The $K$-means ++ algorithm leads
to a $\mathcal{O}(\log K)$ factor approximation ${ }^{1}$ of the optimal error after the initialization [49. The main drawbacks of this approach are its sequential nature, which hinders its parallelization, as well as the fact that it requires $K$ full scans of the entire dataset, which leads to a complexity of $\mathcal{O}(n \cdot K \cdot d)$.

In order to alleviate such drawbacks, different variants of $K$-means++ have been proposed in the literature. In particular, in [50], a parallel $K$-means++ type algorithm is presented. This parallel variant achieves a constant factor approximation to the optimal solution after a logarithmic number of passes over the dataset. Furthermore, in [43], an approximation to $K$-means++ with a sublinear time complexity with respect to the number of data points, is proposed (AFKMC2). Such an approximation is obtained via a Markov Chain Monte Carlo sampling approximation of the $K$-means++ probability function. The proposed algorithm generates solutions of similar quality to those of $K$-means ++ , at a fraction of its cost 43], which makes it a competitive alternative for large data sets.

As we previously mentioned, since Lloyd's algorithm converges to a local minimum of the $K$-means problem, it is common practice to re-initialize Lloyd's algorithm multiple times, with one of the previously discussed seeding procedures, and keep the solution with the lowest error [45, 46]. Unfortunately, one of the biggest drawbacks of this approach is that no information about the data structure is transmitted from one re-start to another, which could be a key element to avoid converging to the same local minima several times, as well as for reducing the number of iterations executed when running Lloyd's algorithm. In the following section, we comment on a fairly popular heuristic that can be used to re-initialize Lloyd's algorithm taking into consideration information of the previously obtained local minimum.

## Hartigan-Wong $K$-means algorithm

In this section, we comment on an alternative to the classic multi-start/ reinitialization heuristic for the $K$-means problem, the Hartigan-Wong $K$-means algorithm [51, 52]. Given an initialization, this method tries to determine a move of an instance, from its cluster to another, in a way that Eq.1.1 strictly decreases 53]. These single-point re-locations are repeated until convergence is reached.

In particular, for two clusters $P_{i}, P_{j}$ and an instance, $\mathbf{x} \in P_{i}$, the change of the error function, Eq.1.1, obtained after moving $\mathbf{x}$ to $P_{j}$, is given by

$$
\begin{equation*}
\phi\left(\mathbf{x}, P_{i}, P_{j}\right)=\frac{\left|P_{j}\right|}{\left|P_{j}\right|+1} \cdot\left\|\mathbf{x}-\mathbf{c}_{j}\right\|^{2}-\frac{\left|P_{i}\right|}{\left|P_{i}\right|-1} \cdot\left\|\mathbf{x}-\mathbf{c}_{i}\right\|^{2} \tag{1.2}
\end{equation*}
$$

Hence, Hartigan's approach selects $\mathbf{x}, P_{i}, P_{j}$ that maximizes Eq. 1.2 (Hartigan's heuristic) and iterates until $\phi\left(\mathbf{x}, P_{i}, P_{j}\right)$ is lower than zero [52]. It must

[^0]be highlighted that, as Hartigan's fixed points are a subset of Lloyd's fixed points, this method has been suggested to replace Lloyd's algorithm 54]. Moreover, note that Hartigan's heuristic can also be used to exit the basin of attraction of a fixed point of Lloyd's algorithm, as it enforces the decrease of the error function, Eq 1.1 [53].

### 1.1.1.3 On improving the scalability of Lloyd's algorithm

Regardless of the initialization, a lot of research has been done in the recent years to make the $K$-means algorithm a more viable alternative for massive data applications. These articles can mainly be divided into two groups: i) those focused on reducing the number of instances and, ii) those referring to the use of dimensionality reduction techniques prior to running Lloyd's algorithm.

## Reduction of the number of instances

As previously commented, one of the main drawbacks of Lloyd's algorithm is that, due to the number of distances that needs to be computed, its complexity is proportional to the size of the dataset, meaning that it may not scale well for massive data applications. One way of dealing with this is to apply the algorithm over a smaller set of points rather than over the entire dataset. Such smaller sets of points are commonly obtained in two different ways:

- Via data set sampling: In [55, 56, 57, 30, different statistical techniques are used with the same purpose of reducing the size of the dataset. Among these algorithms, we have the Mini-batch K-means proposed by Sculley in [30. Mini-batch $K$-means is a very popular scalable variant of Lloyd's algorithm that proceeds as follows: Given an initial set of centroids obtained via Forgy's algorithm, at every iteration, a small fixed amount of samples is selected uniformly at random and assigned to their corresponding cluster. Afterwards, the cluster centroids are updated as the average of all samples ever assigned to them. This process continues until convergence. Empirical results, in a range of large web based applications, corroborate that a substantial saving of computational time can be obtained at the expense of some loss of cluster quality [30. Moreover, very recently, in 58, an accelerated Mini-batch $K$-means algorithm, via the distance pruning approach of [26], was presented.
- Via data set partition: The reduction of the dataset can also be generated as sets of representatives induced by partitions of the dataset. In particular, there have been a number of recent papers that describe $(1+\varepsilon)$ factor approximation algorithms and/or $(K, \varepsilon)$-coresets $\square^{2}$ for the $K$-means

[^1] is the weight associated to a representative $\mathbf{y} \in W$.
problem [59, 60, 61]. Unfortunately, the constructions that propose these variants tend to be exponential in $K$ and/or $\varepsilon^{-1}$, and so, they might not be viable in practice [49. In the literature, other coreset constructions via sampling have been proposed as can be seen in [22, [23, 27, 29]. Moreover, in 62, a $(9+\varepsilon)$-approximated algorithm for the $K$-means problem is developed. Unfotunately, the cost of this process is still fairly prohibitive, $\mathcal{O}\left(n^{3} \cdot \varepsilon^{-d}\right)$.

In addition to the previous methods, the number of distances computed by Lloyd's algorithm can be further decreased by implementing pruning distace techniques, i.e., when it can be verified in advance that no cluster reassignment is possible for a certain instance in Assignment step. As presented in [24, 25, 26, 28], this can be done with the construction of different pairwise distance bounds between the set of points and centroids and additional information, such as the displacement of every centroid after a Lloyd's iteration. In particular, in [28], reductions of over $80 \%$ of the amount of distance computations are observed.

## Dimensionality reduction

Dimensionality reduction consists of a set of algorithms that are used to embed the original features into a lower dimensional space of size $m \ll d$, which, ideally, contains the same information as the original dataset 63]. In particular, dimensionality reduction can be divided into two groups, feature selection and feature extraction:

- Feature Selection: In feature selection, actual dimensions of the dataset are selected to construct the lower dimensional space in which the dataset is embedded. This approach has been extensively used for the $K$-means problem 64, 65]. In particular, we can highlight procedures such as the Laplacian scores 66. This method fundamentally uses a nearest neighbor graph to model the local geometric structure of the data and selects those features which are the smoothest on the graph 66. Unfortunately, such a construction can be computationally costly as it requires, among other things, the computation of all pairwise distances between instances. Furthermore, no theoretical guarantees, related to the quality of the obtained clustering, are provided. Another popular unsupervised feature selection consists of selecting those features with the largest variance 65]. The intuition behind this approach is that low variance features may contain less clustering information and, therefore, tend to have a lower impact in the error function, Eq 1.1 66].

Other feature selection approaches consist of selecting features via random sampling, such as 67, 68] (uniformly), or [64, where a more elaborated Singular Value Decomposition (SVD)-based selection procedure is proposed. For this procedure, it can be proved that selecting
$m=\Theta\left(\frac{K \cdot \log \frac{K}{\varepsilon}}{\varepsilon^{2}}\right)$ dimensions and running any $\lambda$-approximate $K$-means algorithm $(\lambda \geq 1)$ leads to a $(1+(1+\varepsilon) \cdot \lambda)$-approximation of the optimal $K$-means error, with high probability 64]. Unfortunately, this technique may not be very practical, as it has a $\mathcal{O}\left(\min \left\{n \cdot d^{2}, n^{2} \cdot d\right\}\right)$ time cost.

- Feature Extraction: In feature extraction, the lower dimensional space is composed of new artificial features that are generated, for instance, via linear combinations of the original features. As can be seen in the literature, both SVD and PCA have been succesfully used to pre-procces the data prior to executing the $K$-means algorithm [64, 69, 24, 70]. In particular, among other results, it can be proved that, projecting the dataset into $m=\left\lceil\frac{K}{\varepsilon}\right\rceil$ dimensions via SVD, allows us to preserve the clustering error within a factor of $1+\varepsilon$ [69]. However, it must be pointed out that the time complexity of both procedures can be unpractical for massive data applications: $\mathcal{O}\left(\min \left\{n \cdot d^{2}, n^{2} \cdot d\right\}\right)$ for SVD and $\mathcal{O}\left(n \cdot d^{2}+d^{3}\right)$ for PCA [71]. A fairly cheaper approach consists of applying Random Projections to the original dataset. This technique is just $\mathcal{O}(m \cdot d \cdot n)$ [72. However, in this case, $m=\mathcal{O}\left(\frac{K}{\varepsilon^{2}}\right)$ [69] dimensions are required to keep the $(1+\varepsilon)$-approximation factor.

Different variants of these methods exist, a detailed review and analysis of them can be found in [73, 69].

## Objectives, hypothesis and methodology

### 2.1 Objectives

In this dissertation, we explore different alternatives for improving the scalability of the $K$-means algorithm on massive data applications. As we previously mentioned, the scalability of the $K$-means algorithm in such a scenario might be affected by, i) the large number of instances, ii) the dimensionality of the problem and, iii) the initialization phase of the $K$-means algorithm. In this document, we intend to provide computationally efficient and yet effective improvements in all these areas. In particular, we deal with the following targets:

- Development of accurate approximations to the $K$-means algorithm for tall datd ${ }^{1}$ applications, see Section 2.3.1. which briefly summarizes Chapter 3 and Chapter 4
- Design of a dimensionality reduction technique for the $K$-means algorithm, see Section 2.3.2, which sums up in Chapter 5.
- Development of an efficient re-start strategy for the $K$-means algorithm, see Section 2.3.3 and Chapter 6.

The proposed methodology consists of analyzing both theoretically, by deducing multiple guarantees in terms of the quality of the obtained solutions and reduction of the computational requirements for the different proposals, and in practice, where we compare our work to the most popular approaches used to approximate the $K$-means problem. These results will be presented to the scientific community through publication in peer-reviewed journals, to validate the relevance and acceptance in the field.

[^2]
### 2.2 Hypothesis

This thesis builds upon the idea that cluster analysis and, in particular, partitional clustering represents one of the most commonly used data analysis techniques in multiple scientific areas. These methods allow us to gain insight into data by discovering its underlying structure, as well as analyzing the degree of similarity between objects and organizing/summarizing the data set into cluster prototypes. Among them, the $K$-means algorithm emerges as one of the most popular.

On the other hand, the tremendous increase in the size of the data sets that are analyzed must be noted, as well as the fact that such an increase rate is expected to keep growing in the upcoming years. For this reason, the development of efficient and accurate approximations to the $K$-means problem on massive data is a topic of current relevance.

### 2.3 Methodology

### 2.3.1 Reducing the number of instances

The goal in this phase of the dissertation consists of developing competitive approximations to the $K$-means algorithm with an improved trade-off between the number of distances computed versus the quality of the obtained solution for the $K$-means problem. In this sense, in Chapter 3, we propose a general heuristic called the Recursive Partition Based $K$-means algorithm ( $\mathbf{R P} K \mathbf{M}$ ). This approach consists of approximating the optimal solution to the $K$-means problem by applying Lloyd's algorithm over a reduced and weighted representation of the original data set, $X$. However, unlike the common coreset approach [22, [23, [27, 59, 60, 29, 61], RPKM does generate such an approximation over a sequence of spatial-based partitions of the data set, rather than over a predefined weighted set of points, which allows it to be more accurate as the number of iterations increases.

Definition 1 (Dataset partition induced by a spatial partition) Given a data set $X$ and a spatial partition $\mathcal{B}$ of its smallest bounding box, the partition of the dataset $X$ induced by $\mathcal{B}$ is defined as $\mathcal{P}=\mathcal{B}(X)$, where $\mathcal{B}(X)=\{B(X)\}_{B \in \mathcal{B}}$ and $B(X)=\{\boldsymbol{x} \in X: \boldsymbol{x}$ lies on $\left.B \in \mathcal{B}\}\right\}^{2}$.

Applying the weighted version of $K$-means algorithm over the data set partition $\mathcal{P}$, consists of executing Lloyd's algorithm over the set of centers of mass (representatives) of $\mathcal{P}, \bar{P}$ for all $P \in \mathcal{P}$, considering their corresponding cardinality (weight), $|P|$, when updating the set of centroids. This means that we seek to minimize the weighted error function $E_{\mathcal{P}}(C)=\sum_{P \in \mathcal{P}}|P| \cdot\left\|\bar{P}-\mathbf{c}_{\bar{P}}\right\|^{2}$,

[^3]where $\mathbf{c}_{\bar{P}}=\underset{\mathbf{c} \in C}{\arg \min }\|\bar{P}-\mathbf{c}\|$. Afterwards, the same process is repeated over a thinner partition $\mathcal{P}^{\prime}$ of the dataset ${ }^{3}$, using as initialization the set of centroids obtained for $\mathcal{P}$. In algorithm 2 we show a pseudocode of the described process.

```
Algorithm 2: RPKM algorithm pseudo-code
    Input: Data set }X\mathrm{ and number of clusters K.
    Output: Set of centroids C.
    Step 1: Construct an initial partition of X,\mathcal{P}\mathrm{ , and define an initial set}
        of K}\mathrm{ centroids, C.
    Step 2: C= WeightedLloyd(\mathcal{P},C,K).
    while not Stopping Criterion do
        Step 3: Construct a data set partition }\mp@subsup{\mathcal{P}}{}{\prime}\mathrm{ , thinner than }\mathcal{P}\mathrm{ . Set
            P}=\mp@subsup{\mathcal{P}}{}{\prime}
        Step 4: C = WeightedLloyd(\mathcal{P},C,K).
    end
    return C
```

In general, the $\mathrm{RP} K \mathrm{M}$ algorithm can be divided into three tasks: The construction of an initial partition of the dataset and set of centroids (Step 1), the update of the corresponding set of centroids via weighted Lloyd's algorithm (Step 2 and Step 4) and the construction of the sequence of thinner partitions (Step 3). The computational cost of Step 2 and Step 4 is $\mathcal{O}(|\mathcal{P}| \cdot K \cdot d)$, while the cost of Step 2 and Step 4 depends on the partition strategy used. In any case, independently of the partition strategy, the RPKM algorithm offers some interesting theoretical properties such as the no clustering repetition. That is, none of the obtained groupings of the $n$ instances into $K$ groups can be repeated at the current RPKM iteration or for any thinner partition than the current one (see Lemma 3). This is a useful property since it can be guaranteed that the algorithm discards many possible clusterings at each RPKM iteration using a much reduced set of points than the entire dataset. Furthermore, this fact enforces the decrease of the maximum number of Lloyd's iterations that we can have for a given partition (see Theorem 1). All these properties make such a heuristic a viable approach for the $K$-means problem on large data sets.

In the experimental section, we considered a data set partition based on grids, in a similar manner to [59, to which we referred to as the grid based $\mathbf{R P} K \mathbf{M}$. In particular, the initial spatial partition is defined by the grid obtained after dividing each side of the smallest bounding box of $X$ by half, i.e., a grid with $2^{d}$ equally sized blocks. In the same fashion, at the $i$-th grid based RPKM iteration, the corresponding spatial partition is updated by dividing each of its blocks into $2^{d}$ new blocks, i.e., $\mathcal{P}$ can have up to $2^{i \cdot d}$ representa-

[^4]tives, see Fig 2.1. It can be shown that this approach produces a $(K, \varepsilon)$-coreset, with $\varepsilon$ descending exponentially with respect to the number of iterations (see Theorem 9 .


Fig. 2.1: 2D example for grid based RPKM.
In order to have a better idea of the trade-off quality of the approximations versus computational resources required, we compared the performance of the grid based RPKM to $K$-means++ algorithm ( $K$-means ++ seeding and Lloyd's algorithm), as well as to the Minibatch $K$-means algorithm (with different batch values), which are probably the most known heuristics for the $K$-means problem in terms of error guarantees and reduction of computational resources, respectively. The experiments show that the grid based RPKM algorithm tends to reduce several order of distance computations with respect to both alternatives (under some settings such a reduction could be of up to 4 and 6 orders of magnitude with respect to Minibatch $K$-means and $K$-means++, respectively), while consistently generating competitive approximations that are under $1 \%$ of relative error when compared to the best solution found by $K$-means++.

Even when the experimental results obtained via the grid based RPKM are fairly competitive with respect to well-known techniques, different difficulties may arise for such a partition strategy. In particular, it is clear that the grid based RPKM does not scale well on the dimensionality of the problem: Observe that, for a relatively low number of iterations, $i \simeq \log _{2}(n) / d$, and/or dimensionality $d \simeq \log _{2}(n)$, applying this RP $K$ M version can be similar to applying Lloyd's algorithm over the entire dataset, i.e., no reduction of distance
computations might be observed, as $|\mathcal{P}| \simeq n$. In fact, for the experimental section in Chapter 3, $d, i \leq 10$. On the other hand, the sequence of partitions of the grid based RPKM is induced by an equally sized spatial partition of the smallest bounding box containing $X$, meaning that a large amount of computational resources might be spent on regions whose misclassification does not add a significant error to our approximation. Moreover, the construction of every partition of the sequence has a $O(n \cdot d)$ cost, which is particularly expensive for massive data applications.

Taking these observations into consideration, in Chapter 4 we propose a RPKM-type approach called the Boundary Weighted $K$-means algorithm $(\mathbf{B W} K \mathbf{M})$. The idea behind this approach is to prioritize the use of resources on the cluster boundaries of our weighted approximation, which are constituted by those blocks that may not be well assigned, i.e., cells of the spatial partition that contain instances with different cluster affiliations (see Fig 2.2.


Fig. 2.2: 2D example of a spatial partition based on the cluster boundaries.

Definition 2 (Well assigned blocks) Let $C$ be a set of centroids and $X$ be a given dataset. We say that a block $B$ is well assigned, with respect to $C$ and $X$, if every point $\boldsymbol{x} \in B(X)$ is assigned to the same centroid $c \in C$.

It can be shown that our weighted error approximates the $K$-means error function more accurately, as we increase the number of well assigned blocks (see Theorem 3). Ultimately, if all the blocks of a spatial partition are well assigned at the end of a BWKM step, then the obtained clustering is actually a fixed point of the $K$-means algorithm (see Theorem 4). Note that the fixed
point is generated using only a small number of representatives in comparison to the actual size of the data set. More importantly, if, for a certain step of BWKM, this property can be verified at consecutive weighted Lloyd's iterations, then the error of our approximation also decreases monotonically (see Theorem 10). In order to develop a partition strategy based on maximizing the possible number of well assigned blocks, we define the following measure for detecting them

Definition 3 Given a set of $K$ centroids, $C$, a set of points $X \subseteq \mathbb{R}^{d}$ and $P=B(X) \neq \emptyset$ the subset of points contained in a block $B$, we define the misassignment function for $B$, given $C$ and $X$, as:

$$
\begin{equation*}
\epsilon_{C, X}(B)=\max \left\{0,2 \cdot l_{B}-\delta_{P}(C)\right\} \tag{2.1}
\end{equation*}
$$

where $\delta_{P}(C)=\min _{c \in C \backslash c_{\bar{P}}}\|\bar{P}-\boldsymbol{c}\|-\left\|\bar{P}-c_{\bar{P}}\right\|$ and $l_{B}$ is the length of the diagonal of $B$. In the case $P=B(X)=\emptyset$, we set $\epsilon_{C, X}(B)=0$.

It can be proved that, if a certain non-empty block $B$ satisfies $\epsilon_{C, X}(B)=0$, then all the instances in $B$ share the same cluster affiliation. Moreover, their affiliation corresponds to the one of its centers of mass, i.e., $B$ is well assigned with respect to $C$ (see Theorem 2). Hence, the partition strategy is to divide a subset of blocks for which $\epsilon_{C, X}(B)>0$, where $C$ is the set of centroids obtained after executing the weighted version of Lloyd's algorithm (Step 2, Step 4 of algorithm 22. Once a subset of blocks are selected, they are only divided on the dimension associated to its longest side, which minimizes the diagonal of the newly created blocks. Consequently, the error bound of the BWKM approximation is reduced (see Theorem 3) and the well assignment condition of the generated blocks (Definition 2.3.1) is more likely to be satisfied in the next iterations of the algorithm. In other words, such a contruction tends to maximize the number of well assigned blocks and implies a linear growth in the number of representatives, with respect to the dimensionality of the problem.

One of the major advantages of the proposed criterion to detect well assigned blocks is its low computational cost: it only uses information generated by the weighted $K$-means algorithm -the distances between the center of mass of each block and the set of centroids- and a feature of the corresponding spatial partition -the diagonal length of each block-. Therefore, computing $\epsilon_{C, X}(B)$, for all $B \in \mathcal{B}$, can be done in just $\mathcal{O}(|\mathcal{P}| \cdot K)$ time. In particular, as can be seen in Appendix .2 .2 , it is common to observe that, when the dimensionality of the problem is not large, after a few BWKM iterations, most of the blocks obtained generated are well assigned.

In Chapter 4, we also propose a simple heuristic for constructing the initial partition of the data set with a predefined number of blocks, which are mostly placed on the cluster boundaries. In particular, starting with the smallest bounding box of the data set, $X$, the proposed procedure iteratively divides
subsets of blocks of the spatial partition with high probabilities of not being well assigned. To evaluate the well assignment criterion, multiple sets of centroids are selected via a weighted $K$-means++ run over the current set of representatives. The goal in this step is to bound the size of the initial partition of the data set and to determine a competitive initialization for BWKM .

In addition to all the theoretical guarantees that motivate and justify our algorithm, we empirically compare the performance of BWKM to Kmeans++, Minibatch $K$-means (with different batch values) and we additionally consider the also popular Forgy $K$-means and a scalable variant of $K$-means++, the Markov Chain Monte Carlo $K$-means++ (AFKMC2). The obtained results show that BWKM massively reduces the number of distances computed by the previously mentioned methods, while in 18 out of 35 configurations of the experimental setting, BWKM actually generated the most competitive solutions among all of them. Additionally, in 206 out of 210 cases, BWKM has converged to solutions with a relative error of under $1 \%$ with respect to the best considered method, while using a much smaller amount of distance computations (up to 7 orders of magnitude lower). Furthermore, in Appendix .2.2, we observe that the grid based RPKM failed to converge, within a time limit of 24 hours, for most of the data sets considered, with $d>10$. This fact shows the improvement on the scalability of $\mathrm{BW} K \mathrm{M}$, in comparison to the grid based RP $K$ M.

### 2.3.2 Dimensionality Reduction

Even when the results presented in Chapter 4 are very competitive and show the advantages of using BWKM for data sets with a large number of instances, the quality guarantees of BWKM are still dependant on the diagonal length of the cells in the spatial partition. Since the partition strategy introduced in BWKM divides the selected blocks along a single dimension, it will take more BWKM iterations to generate partitions with mostly well assigned blocks, as the dimensionality of the data set increases (see Appendix .2.2). This problem not only affects the quality of the approximation, but also increases the number of distance computations, since the number of representatives is also higher.

In this regard, there is a wide variety of dimensionality reduction techniques that are known for preserving the quality of the clusterings obtained via $K$-means algorithm, such as Laplacian Scores, Random Projections, Principal Component Analysis and Singular Value Decomposition [64, 73, 69, 24, 66, 70). These techniques are not necessarily linear with respect to the dimensionality an/or number of instances of the data set and their parallelization is not straightforward, hence they are not viable for massive data applications.

In Chapter 5, we developed a low computational complexity and fullyparellelizable feature selection technique intended for the $K$-means algorithm, the univariate $K$-means relevance for feature selection algorithm (KMR). This approach consists of three steps: First, given the number of features that we
wish to select, $m$, the set of dimensions $\{1, \ldots, d\}$ is divided into the smallest number of chunks possible, $\left\{D_{1}, \ldots, D_{t}\right\}$, so that each of them has a cardinality lower than a predefined dimensionality limit, $m$. The partition of the dataset is then given by $\left\{X_{D_{1}}, \ldots, X_{D_{t}}\right\}$, where $X_{D_{i}}$ stands for extracting the columns in $D_{i}$ of $X$. Afterwards, a $\lambda$-approximate $K$-means algorithm, algorithm $\mathcal{A}^{4}$, is applied in parallel over each chunk $X_{D_{i}}$. The obtained clustering is used to score the importance of each feature in $X_{D_{i}}$ by approximating the error increment that would happen if a given feature is eliminated. Finally, after submitting the score obtained for each variable, to a central server, the $m$ variables that seem to affect the clustering quality the most are selected, and algorithm $\mathcal{A}$ is applied over them to obtain our approximation.

Evaluating the proposed variable importance score only has a $\mathcal{O}(K \cdot m)$ cost, on each machine. Therefore, the computational cost of our proposal is dominated by the cost of algorithm $\mathcal{A}$, which makes it suitable for large data sets

Besides the fact that the previosuly described process is fully parallelizable, it can be proved that $K$ MR leads to a $\mathcal{O}(1+\varepsilon)$-approximation of the optimal solution of the $K$-means problem, where $\varepsilon$ is the maximum normalized error increase after discarding the variables on one of the machines, see Theorem 6. Additionally, we compare its performance to well-known feature selection and feature extraction techniques. Such an analysis shows $K M R$ to consistently obtain results with lower $K$-means error than all the considered feature selection techniques: Laplacian scores, maximum variance and random selection, while also requiring similar or lower computational times than these approaches. Even more interesting, $K M R$, when compared to feature extraction techniques, such as Random Projections, also shows a noticeable improvement in both error and computational time.

### 2.3.3 Re-start strategy for the $K$-means algorithm

As is well documented in the literature, one factor that must be considered when reducing the computational requirements of the $K$-means algorithm is the quality of its initialization [49, 44, 45, 46, 47]. A poor initialization not only may affect the quality of the obtained approximation, but may also increase tremendously the number of iterations required to convergence [74, 47]. In order to ease the convergence to competitive approximations of the $K$-means problem, the common practice is to re-start Lloyd's algorithm multiple times, with different seeds, and to keep the solution with the lowest error 45, 46]. Taking this into consideration, in Chapter 6. we propose a simple re-start process called Split-Merge $K$-means algorithm, or just SMKM, which is an alternative to the typical multi-start $K$-means algorithm. Given a local minima of the $K$-means problem, SMKM detects those regions that may have

[^5]an excessive (over-represented) and insufficient (under-represented) amount of centroids. SMKM follows a two-step re-initialization process: i) the split step divides the cluster from where the largest error reduction can be reached and generates two new centroids. ii) the merge step condenses the pair of clusters (and their corresponding centroids), whose fusion produces the smallest increment in the error. The split step reduces the $K$-means error of our approximation, while the merge step increases it, hence if the difference between both phases is negative, then the quality of the previous $K$-means local minima is already improved. In Theorem 8, we additionally provide a condition that can be easily verified using information of the current local minima to predict the error descent after such a re-initialization process.

In general, SMKM utilizes the information of previous Lloyd's algorithm runs to facilitate the convergence to a more competitive local minima, as can be seen in the experimental section of Chapter 6. The proposed procedure has a computational complexity of $\mathcal{O}\left(\max \left\{n, K^{2}\right\} \cdot d\right)$, which is cheaper than a single Lloyd's algorithm iteration.

Experimentally, SMKM was compared in both quality of the achieved local minima and number of distances computed with respect to competitive multistart approaches ( $K$-means ++ and Forgy $K$-means, with a fixed number of restarts, and Hartigan $K$-means) on a wide variety of real-life data sets. In terms of the quality of the approximation, SMKM consistently generated the local minima with the lowest $K$-means error, reducing, on average, over 1 and 2 orders of magnitude of relative error with respect to $K$-means++ and Hartigan $K$-means and Forgy $K$-means, respectively. The quality of the solutions obtained by SMKM tends to be much lower than the previously commented methods and, in terms of computational resources, SMKM also required a much lower number of distance computations (about an order of magnitude less) to convergence.

Part II

## Our Contributions

## 3

## An efficient approximation to the $K$-means clustering for massive data

Due to the progressive growth of the amount of data available in a wide variety of scientific fields, it has become more difficult to manipulate and analyze such information. Even though data sets have grown in size, the $K$-means algorithm remains as one of the most popular clustering methods [15, 10, 17. In order to deal with this problem, in this chapter, we propose a heuristic for the $K$ means problem based on a recursive data partitioning process that reduces the number of distance calculations and data scans, while generating competitive approximations. The algorithm considers a sequence of thinner partitions of the data set and applies a weighted version of Lloyd's agorithm over the centers of mass of each subset of the partition (set of representatives). Among other benefits, this approach reduces the number of distance computations over the whole data set, which is the most computationally demanding stage of the $K$-means algorithm.

This chapter is organized as follows: In Section 3.1, we describe the idea behind our algorithm and introduce notation that we use, in Section 3.2, to state some theoretical guarantees of our approach. The proofs of such statements can be found in Appendix [.1. In Section 3.3. we present a set of experiments in which we analyze the effect of different factors, such as the size of the data set and the dimension of the instances over the performance of our algorithm. Additionally, we compare these results with the ones obtained by the $K$-means++ and the minibatch $K$-means methods.

### 3.1 Recursive partition based $K$-means

We propose a novel, iterative approximation strategy for the $K$-means problem that is based on a sequence of recursive partitions of the data set, being each partition thinner than the previous one. We call this approach recursive partition based $K$-means ( $\mathbf{R P} K \mathbf{M}$ ). The idea behind the algorithm is to approximate the $K$-means problem for the full data set by recursively
applying a weighted version of the $K$-means algorithm over a growing, yet small, number of subsets of the data set.

In the first step of the RPKM, the data set is partitioned into a number of subsets each of which is characterized by a representative (center of mass) and its corresponding weight (cardinality). Finally, a weighted version of Lloyd's algorithm (see Section 3.1 .2 for further details) is applied over the set of representatives. From one iteration to the next, a more refined partition is constructed and the process is repeated using the optimal set of centroids obtained at the previous iteration as initialization. This iterative procedure is repeated until a certain stopping criterion is met.

In the next section, we describe in detail the recursive partition process and characterize some of its properties. The notation introduced in this section will be used later for a formal description of the RPKM algorithm.

### 3.1.1 Recursive Partitions

As previously mentioned, the recursive partition process is the first stage of the RPKM algorithm. This step consists of generating a thinner partition than the previous one at each iteration.

From now on we will use the following definition of partition of a data set.
Definition 4 (Partition of a data set $X$ ) $\mathcal{P}=\left\{S_{1}, \ldots, S_{t}\right\}$ is a partition of the data set $X$ if $\bigcup_{i=1}^{t} S_{i}=X$ and if the subsets of $\mathcal{P}$ are (pairwise) disjoint and nonempty. Moreover, given a subset $S \in \mathcal{P}$, we define its weight as its cardinality, $|S|$, and its representative as its center of mass, $\bar{S}=\frac{\sum_{x \in S} \mathbf{x}}{|S|}$.

The partition of the data set allows us to describe it with a reduced number of representatives, which ultimately implies the reduction of the number of distance computations with respect to the Lloyd's algorithm for the full data set. In the RPKM algorithm, we will use the set of representatives and weights, rather than the partition itself.

Definition 5 (Partition thinner than $\mathcal{P}$ ) Given two partitions of the data set $X, \mathcal{P}$ and $\mathcal{P}^{\prime}$, we say that $\mathcal{P}^{\prime}$ is a partition thinner than $\mathcal{P}\left(\mathcal{P} \succ \mathcal{P}^{\prime}\right)$ if, for all $S \in \mathcal{P}, S=\bigcup_{R \in \mathcal{P}^{\prime}[S]} R$, where $\mathcal{P}^{\prime}[S]=\left\{R \in \mathcal{P}^{\prime}: R \subseteq S\right\}$.

In other words, $\mathcal{P}^{\prime}$ is a partition thinner than $\mathcal{P}$ if every subset of $\mathcal{P}$ can be written as the union of subsets of $\mathcal{P}^{\prime}$.

The partition process generates a sequence of thinner partitions $\mathcal{P}_{1}, \ldots, \mathcal{P}_{m}$, such that $\mathcal{P}_{i-1} \succ \mathcal{P}_{i}$ for all $i \in\{2, \ldots, m\}$. Evidently, the number of representatives tends to increase as we generate a thinner partition. In the extreme case $\mathcal{P}_{m}=\{\{\mathbf{x}\}: \mathbf{x} \in X\}$, however, in practice, in order to reduce the computational complexity of the RPKM, we control the number of representatives so that $\left|\mathcal{P}_{m}\right| \ll n$.

Note that the weight and the representative of $S \in \mathcal{P}_{i}$ can be easily computed from $\mathcal{P}_{i+1}[S]$ as follows: $|S|=\sum_{R \in \mathcal{P}_{i+1}[S]}|R|, \bar{S}=\frac{\sum_{R \in \mathcal{P}_{i+1}[S]}|R| \cdot \bar{R}}{|S|}$. As we noted before, we are interested in the computation of the set of representatives and weights, thus, we will use $\mathcal{P}_{m}$ to generate the set of representatives and weights of the entire sequence of thinner partitions backward, from $\mathcal{P}_{m-1}$ to $\mathcal{P}_{1}$. Hence, the construction of $\mathcal{P}_{i}$ has a $\mathcal{O}\left(\left|\mathcal{P}_{i+1}\right| \cdot d\right)$ time cost for $i<m$. Moreover, if the assignment criterion of each instance of $X$ into its corresponding subset in $\mathcal{P}_{m}$ is of order $\mathcal{O}(d)$, as it is in the case of the grid based RPKM (see Section 3.1.4, then the construction of $\mathcal{P}_{m}$ is $\mathcal{O}(n \cdot d)$ and, therefore, the cost of the entire partition process is $\mathcal{O}\left(d \cdot\left(n+\sum_{i=2}^{m}\left|\mathcal{P}_{i}\right|\right)\right)$.

### 3.1.2 Weighted $K$-means problem

In this section, we introduce a generalization of the $K$-means problem defined over a set of weighted points, e.g. the set of representatives and their respective weights associated to a partition. As a first step, we define a clustering for a partition.

Definition 6 (Clustering for a partition $\mathcal{P}$ ) We say that a partition of the data set $X, \mathcal{G}$, is a clustering of the data set for a partition $\mathcal{P}$, when $|\mathcal{G}|=K$ and $\mathcal{G} \succ \mathcal{P}$.

In other words, a cluster for a partition is a set of $K$ subsets of points of $X$, such that all the points of any $S \in \mathcal{P}$ are assigned to the same cluster.

We call $\mathcal{G}=\left\{G_{1}, . ., G_{K}\right\}$ a clustering induced by a set of centroids $C=\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{k}\right\}$, when $G_{k}=\bigcup_{S \in M_{k}} S$ for $k=1, \ldots, K$, where $M_{k}=\{S \in$ $\left.\mathcal{P}: k=\underset{j=1, \ldots, K}{\arg \min }\left\|\bar{S}-\mathbf{c}_{j}\right\|^{2}\right\}$. In other words, a clustering induced by a set of centroids is a partition of the data set in which all the data points that have the same closest centroid from $C$ are grouped in the same cluster. We denote that the clustering $\mathcal{G}$ is induced by a set of centroid $C$ by $\mathcal{G} \leftarrow C$. Similarly, we call $C=\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{k}\right\}$ a centroids set induced by a clustering $\mathcal{G}=\left\{G_{1}, \ldots, G_{K}\right\}$, when $c_{i}=\bar{G}_{i}$ for $i=1, \ldots, K$. In other words, the set of centroids induced by a clustering $\mathcal{G}$ is the set of centers of mass associated to each cluster in $\mathcal{G}$. We denote that the set of centroids $C$ is induced by a clustering $\mathcal{G}$ by $C \leftarrow \mathcal{G}$.

Given a partition of the data set $X, \mathcal{P}$, the weighted $K$-means problem seeks to determine a set of $K$ centroids $C=\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{K}\right\}$ in $\mathbb{R}^{d}$, so as to minimize the centroid error associated to a partition $\mathcal{P}$, which is defined as follows:

$$
\begin{equation*}
E_{\mathcal{P}}(C)=\sum_{S \in \mathcal{P}}|S| \cdot \min _{k=1, \ldots, K}\left\|\bar{S}-\mathbf{c}_{k}\right\|^{2}=\sum_{k=1}^{K} \sum_{S \in \mathcal{P}: S \subseteq G_{k}}|S| \cdot\left\|\bar{S}-\boldsymbol{c}_{k}\right\|^{2} \tag{3.1}
\end{equation*}
$$

where the clustering $\mathcal{G}$ is induced by the set of centroids $C$. This error measures the weighted error between the representative of each subset with respect to its closest centroid.

```
Algorithm 3: Weighted Lloyd (WL)
    Input: Set of representatives \(\{\bar{S}\}_{S \in \mathcal{P}}\) and weights \(\{|S|\}_{S \in \mathcal{P}}\), for
                    the partition \(\mathcal{P}\). Number of clusters \(K\) and initial set of
                centroids \(C_{0}\).
    Output: Set of centroids \(C_{r}\) and corresponding clustering pattern \(\mathcal{G}_{r}\).
    Step 0 (Initial Assignment):
            \(\mathcal{G}_{0} \longleftarrow C_{0} ; r=0\).
    while not StoppingCriterion do
            \(r=r+1\).
            Step 1 (Update Step): Clustering error
                    \(C_{r} \longleftarrow \mathcal{G}_{r-1}\)
                                    \(E_{\mathcal{P}}\left(\mathcal{G}_{r-1}\right)\) (Eq. 3.3 )
            Step 2 (Assignment Step): Centroid error
                \(\mathcal{G}_{r} \longleftarrow C_{r}\)
                            \(E_{\mathcal{P}}\left(C_{r}\right)\) (Eq. 3.1)
    end
    Return \(C_{r}\) and \(\mathcal{G}_{r}\).
```

In order to approximate the solution of the weighted $K$-means problem, we use a generalization of Lloyd's algorithm called the weighted Lloyd's algorithm (WL, see Algorithm 3). In the assignment stage of WL (Step 0 and Step 2), the clustering $\mathcal{G}_{r}$ is induced by the set of centroids $C_{r}$. Furthermore, in the update step (Step 1), the set of centroids $C_{r}$ is induced by the clustering $\mathcal{G}_{r-1}$. Similarly to Lloyd's algorithm, an execution of WL with $l$ iterations produces a sequence of sets of centroids and clusterings that can be represented as follows:

$$
C_{0} \rightarrow \mathcal{G}_{0} \rightarrow, C_{1} \rightarrow \mathcal{G}_{1} \rightarrow \ldots \rightarrow C_{l-1} \rightarrow \mathcal{G}_{l-1} \rightarrow C_{l} \rightarrow \mathcal{G}_{l}
$$

where $C_{0}$ is the set of centroids used for initialization and $C_{l}$ is the returned set of centroids.

The assignment step requires $\mathcal{O}(|\mathcal{P}| \cdot K \cdot d)$ computations, since we just need to compute the distance between the set of centroids and the set of representatives, while for the update step of the set of centroids and the computation of its error (centroid error) $\mathcal{O}(|\mathcal{P}| \cdot d)$ computations are needed. Remember that the most common stopping criterion of the $K$-means algorithm consists of verifying that the difference of the set of centroids error, in two consecutive iterations, is smaller than a certain threshold. Moreover, observe that the set of weights is only used when updating the set of centroids. Since the number of representatives usually satisfies $|\mathcal{P}| \ll n$, when dealing with massive data problems, we can have a relevant reduction in the complexity with respect to the $K$-means algorithm for the full data set.

### 3.1.3 RPKM Algorithm

In this section, we formally present the RPKM algorithm. This algorithm mainly consists of constructing a sequence of thinner partitions $\mathcal{P}_{1}, \ldots, \mathcal{P}_{m}$ and then applying WL over the set of representatives of each partition in the sequence. From one iteration to the next, the preceding found solution is used as initialization. As we will show later, this initialization assignment allows us to reduce the maximum number of WL iterations at every RPKM run. The pseudo-code of the RPKM algorithm can be seen in Algorithm 4

```
Algorithm 4: RPKM Algorithm
    Input: Dataset \(X\), number of clusters \(K\), maximum number of
            iterations \(m\).
    Output: Set of centroids approximation \(C_{i}\).
    Step 1 Compute the set of weights and representatives of the
                sequence of thinner partitions, \(\mathcal{P}_{1}, \ldots, \mathcal{P}_{m}\), backwards.
                    Set \(i=1\).
    while not Stopping Criterion do
        Step 2 Update the centroid's set approximation, \(C_{i}=\left\{\mathbf{c}_{j}^{i}\right\}_{j=1}^{K}\) :
                    \(C_{i}=W L\left(\{\bar{S}\}_{S \in \mathcal{P}_{i}},\{|S|\}_{S \in \mathcal{P}_{i}}, K, C_{i-1}\right)\)
        \(i=i+1\)
    end
    Return \(C_{i}\)
```

In the first step of the RPKM algorithm, we obtain backwards (see Section 3.1.1 the set of representatives and weights associated to the sequence of thinner partitions $\mathcal{P}_{1}, \ldots, \mathcal{P}_{m}$. Observe that we are assuming, without loss of generality, that $\left|\mathcal{P}_{1}\right|>K$. In Step 2, we update the centroids approximation by applying WL using the representatives and weights set determined at the previous step, we take as initialization the approximation for the previous iteration, $C_{i-1}$. In the first RPKM iteration, we set $C_{i-1}$ as $K$ random representatives of $\{\bar{S}\}_{S \in \mathcal{P}_{i}}$ (Forgy's type initialization). The algorithm iterates until $i=m$ or until a stopping criterion is met. We recommend the computation of a centroid's set displacement measure as stopping criterion: $\delta\left(C_{i-1}, C_{i}\right)=\max _{j=1, \ldots, K}\left\|\mathbf{c}_{j}^{i}-\mathbf{c}_{j}^{i-1}\right\|^{2}$. If this value is smaller than a certain threshold, the algorithm stops, since the approximation did not improve significantly after the last RPKM iteration.

In relation to the complexity of Algorithm 4 we know, from Section 3.1.1. that Step 1 has an $\mathcal{O}\left(d \cdot\left(n+\sum_{i=2}^{m}\left|\mathcal{P}_{i}\right|\right)\right)$ time cost. Moreover, at the $i$-th $\mathrm{RP} K \mathrm{M}$ iteration, the time required for WL (Step 2) is $\mathcal{O}\left(\left|\mathcal{P}_{i}\right| \cdot K \cdot d\right)$. Finally, the recommended stopping criterion just performs $O(K \cdot d)$ computations. Hence, the overall complexity of the RPKM algorithm, in the worst case, is $\left.O\left(\max \left\{d \cdot\left(n+\sum_{i=2}^{m}\left|\mathcal{P}_{i}\right|\right),\left|\mathcal{P}_{m}\right|\right\} \cdot K \cdot d\right\}\right)$.

### 3.1.4 RPKM implementation based on grid partitions

Later on, we will verify that the theoretical advantages of the RPKM algorithm hold independently of the geometry that we use to generate the partition. Nonetheless, one way to guarantee the generation of a sequence of thinner partitions of the data set consists of partitioning the space in a recursive manner. To do so, one possibility is to use a generalization of the quadtrees for higher dimensions [75]. The quadtree data structure has been used in several areas such as dimension reduction problems, spatial indexing, storing sparse data, computer graphics: computational fluid dynamics, etc [76].

The $d$-dimensional generalization of a quadtree is a tree data structure that generates partitions of the space into $d$-dimensional hypercubes and, subsequently, of the data set in subsets in the following way: each internal node of the tree is exactly divided in $2^{d}$ children, i.e., each subset of the $i$ th partition is divided into, at most, $2^{d}$ sets of the $(i+1)$-th partition (see Fig 3.1). This property allows us to generate, in a simple manner, a sequence of thinner partitions at each iteration satisfying $\left|\mathcal{P}_{i}\right| \leq \min \left\{n, 2^{i \cdot d}\right\}$.

In the following example, we consider a set of 10000 points generated from a mixture of three $2 D$ Gaussians. We compute, as a reference, the solution for $K=3$ using the $K$-means++ method. After ten runs, we obtained, on average, an error of 11393.45 with a standard deviation of 4.69. The number of distance computations was, on average, 642000. In Fig, 3.1, we show the evolution of the RPKM algorithm, for $m=6$, the red circles represent the initial set of centroids, the yellow diamonds the final set of centroids and the blue points the set of representatives for each iteration.


Fig. 3.1: Best clustering obtained at each RPKM iteration.

| $i$ | Dis Com | $\left\|\mathcal{P}_{i}\right\|$ | $E\left(C_{i}\right)$ |
| :---: | :---: | :---: | :---: |
| 1 | 24 | 4 | 14050.06 |
| 2 | 114 | 15 | 14024.38 |
| 3 | 1545 | 53 | 12350.41 |$\quad$| $i$ | Dis Com | $\left\|\mathcal{P}_{i}\right\|$ | $E\left(C_{i}\right)$ |
| :---: | :---: | :---: | :---: |
| 4 | 5697 | 173 | 11424.24 |
| 5 | 10449 | 528 | 11408.40 |
| 6 | 26781 | 1361 | 11389.54 |

Table 3.1: RPKM iteration results.

From Table 3.1, we can observe that, even at the fourth grid based RPKM iteration, which in this case implies 173 representatives ( $1.73 \%$ of the data set), we have a fairly good approximation of the average best solution found by the $K$-means + + algorithm for the entire 10000 points. On average, the RPKM algorithm computed $0.887 \%$ and $4.17 \%$ of the total number of distance computations of the $K$-means++ algorithm, at the fourth and final iteration respectively.

As we consider higher iterations of the RP $K \mathrm{M}$, the associated cost function converges to the best solution obtained by the the $K$-means ++ . The intuition behind this method is to transform a random initial set of centroids into a competitive approximation by using small groups of representatives, instead of the entire data set. Next, we consider higher values of $i$ to refine such an approximation.

### 3.2 Theoretical analysis of the RPKM algorithm

In this section, we perform a theoretical analysis of RPKM. In Section 3.2.1, we analyze the evolution of the clustering error at different steps of RPKM. Then, in Section 3.2.2, we investigate the repetitions of the clusterings obtained during the execution of RPKM and we bound the maximum number of WL iterations for different steps of RPKM.

Before starting with the theoretical results, we summarize an execution of RPKM with $m$ steps given in terms of sequences of centroids and clusterings:

$$
\begin{align*}
\mathcal{P}_{1}: & C_{0}^{1} \rightarrow \mathcal{G}_{0}^{1} \rightarrow C_{1}^{1} \rightarrow \mathcal{G}_{1}^{1} \rightarrow \ldots \rightarrow \mathcal{G}_{l_{1}-1}^{1} \rightarrow C_{l_{1}}^{1} \rightarrow \mathcal{G}_{l_{1}}^{1} \\
\mathcal{P}_{2}: & C_{0}^{2} \rightarrow \mathcal{G}_{0}^{2} \rightarrow C_{1}^{2} \rightarrow \mathcal{G}_{1}^{2} \rightarrow \ldots \rightarrow \mathcal{G}_{l_{2}-1}^{2} \rightarrow C_{l_{2}}^{2} \rightarrow \mathcal{G}_{l_{2}}^{2} \\
\quad . & \\
\mathcal{P}_{i}: & C_{0}^{i} \rightarrow \mathcal{G}_{0}^{i} \rightarrow C_{1}^{i} \rightarrow \mathcal{G}_{1}^{i} \rightarrow \ldots \rightarrow \mathcal{G}_{l_{i}-1}^{i} \rightarrow C_{l_{i}}^{i} \rightarrow \mathcal{G}_{l_{i}}^{i}  \tag{3.2}\\
\quad . & \\
\mathcal{P}_{m}: & C_{0}^{m} \rightarrow \mathcal{G}_{0}^{m} \rightarrow C_{1}^{m} \rightarrow \mathcal{G}_{1}^{m} \rightarrow \ldots \rightarrow \mathcal{G}_{l_{m}-1}^{m} \rightarrow C_{l_{m}}^{m} \rightarrow \mathcal{G}_{l_{m}}^{m}
\end{align*}
$$

where $l_{i}$ corresponds to the number of iterations of WL at step $i$ of RPKM, the set of centroids $C_{r+1}^{i}$ is induced by the clustering $\mathcal{G}_{r}^{i}$, and $\mathcal{G}_{r}^{i}$ is induced by $C_{r}^{i}$ for $r=1, \ldots, l_{i}-1$ and $i=1, . ., m$. Each line corresponds to an execution of WL for a given partition $\mathcal{P}_{i}$ for $i=1, \ldots, m$. It should be noted that, in step $i$ of RPKM, the set of centroids $C_{0}^{i}$ corresponds to the set of centroids
obtained at the end of its previous step, that is $C_{0}^{i}=C_{l_{i}-1}^{i-1}$ for $i=1, \ldots, m$. However, the clustering induced by $C_{0}^{i}=C_{l_{i}-1}^{i-1}$ for partition $\mathcal{P}_{i}$ does not have to correspond to the clustering induced for the previous partition $\mathcal{P}_{i-1}$. This fact is one of the main difficulties in guaranteeing a monotone decrement of the error function (see Eq.1.1) during an execution of RPKM.

In order to analyze the behavior of RPKM, we define the clustering error associated to a partition $\mathcal{P}$ as follows:

$$
\begin{equation*}
E_{\mathcal{P}}(\mathcal{G})=\sum_{k=1}^{K} \sum_{S \in \mathcal{P}: S \subseteq G_{k}}|S| \cdot\left\|\bar{S}-\boldsymbol{c}_{k}\right\|^{2} \tag{3.3}
\end{equation*}
$$

where the set of centroids $C$ is induced by the clustering $\mathcal{G}$. This function measures the weighted error between each representative of a partition $\mathcal{P}$ and the center of mass of its corresponding cluster. Note that the only difference between the centroid error and clustering error is that, the centroid error is given in terms of a set of centroids and its induced clustering, while the clustering error is given by a clustering and its induced set of centroids. The importance of the clustering error is that it represents an intermediate value between the centroid errors obtained at two consecutive iterations of the algorithm, that is

$$
\begin{equation*}
E_{\mathcal{P}_{i}}\left(C_{r}^{i}\right) \geq E_{\mathcal{P}_{i}}\left(\mathcal{G}_{r}^{i}\right) \geq E_{\mathcal{P}_{i}}\left(C_{r+1}^{i}\right) \tag{3.4}
\end{equation*}
$$

for $r=0, \ldots, l_{i}-1$ (see Eq 3.2). In the following subsections we will analyze the relation between the centroid error for different partitions of the data based on the inequality provided in Eq 3.4

### 3.2.1 Evolution of the centroids error

In this section we analyze the evolution of the centroid error for RPKM. The obtained results will be the basis for bounding the number of iterations of WL at each step of the RPKM. The next result will be used in order to analyze the relation between the clustering error given two partitions of the data set (one thinner than the other).

Lemma 1 Given a set of points $X$ in $\mathbb{R}^{d}$ and a partition of it, $\mathcal{P}$. Then the function $f(\boldsymbol{c})=|X| \cdot\|\bar{X}-\boldsymbol{c}\|^{2}-\sum_{R \in \mathcal{P}}|R| \cdot\|\bar{R}-\boldsymbol{c}\|^{2}$ is constant.

This result implies that the difference of the set of representatives with respect to a centroid, for two partitions of the data set (one thinner than the other), is constant. The fact that such a difference is constant allows us to state, in the following lemma, the invariance of the clustering error for two different partitions of the data set. Observe that Lemma 1 allows us to change the clustering, for both partitions, without changing the difference of the error associated to them.


Fig. 3.2: Illustration of Lemma 2 for two clusterings $\mathcal{G}$ and $\mathcal{G}^{\prime}$ defined on a partition $\mathcal{P}$.

Lemma 2 Let $\mathcal{P}$ and $\mathcal{P}^{\prime}$ be two partitions of the data set $X$, with $\mathcal{P} \succ \mathcal{P}^{\prime}$, and let $\mathcal{G}$ and $\mathcal{G}^{\prime}$ be two clusterings of $\mathcal{P}$. Then, the difference between both clustering errors is constant with respect to the partitions $\mathcal{P}$ and $\mathcal{P}^{\prime}$ :

$$
E_{\mathcal{P}}(\mathcal{G})-E_{\mathcal{P}}\left(\mathcal{G}^{\prime}\right)=E_{\mathcal{P}^{\prime}}(\mathcal{G})-E_{\mathcal{P}^{\prime}}\left(\mathcal{G}^{\prime}\right)
$$

In other words, the difference between two clustering errors is independent of the partition. For example, in Fig 3.2 , clustering $\mathcal{G}$ restricts the subsets with center of mass to the left (right) of the middle point of the bounding box to belong to the same cluster. The pink diamonds represent the centers of mass of each group of $\mathcal{G}$, evidently such centers of mass are invariant with respect to the partition that we use to represent $\mathcal{G}$. Furthermore, Lemma 2 states that the difference of the clustering error difference between the upper figures is equivalent to the difference of the error associated to the lower figures in Fig 3.2 .

In general, we can not guarantee a monotone descent of the error function given in Eq.1.1, which corresponds to the centroid error for the thinnest partition, i.e., $\mathcal{D}=\{\{x\}: x \in X\}$. However, in the next result, under mild conditions related to the difference of the centroid error, we prove a monotone descent of the clustering error for two partitions, one thinner than the other. In consequence, if the conditions stated for the difference of the clustering error hold for all the steps of RPKM, a monotone descent of the error function in Eq. 1.1 is guaranteed.

Corollary 1 Let $C_{i}$ and $C_{i-1}$ represent the set of centroids obtained at the $i$-th and ( $i-1$ )-th RPKM step, respectively. Then $E_{X}\left(C_{i}\right) \leq E_{X}\left(C_{i-1}\right)$, if and only if $E_{X}\left(\mathcal{G}_{l_{i-1}-1}^{i-1}\right)-E_{X}\left(C_{i-1}\right) \leq \xi_{i}+\left(E_{X}\left(\mathcal{G}_{l_{i}-1}^{i}\right)-E_{X}\left(C_{i}\right)\right)$, where $\xi_{i}=E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{i-1}-1}^{i-1}\right)-E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{i}-1}^{i}\right)$

That is, if after the assignment step for both sets of centroids, $C_{i}$ and $C_{i-1}$, with respect to the full data set, the condition in Theorem 1 is satisfied at every RPKM iteration, then we can guarantee the monotone descent of the error over the entire data set. In particular, if there are no reassignments for any of the two cases, with respect to their associated cluster membership, we can guarantee the monotone descent of the overall error. Clearly, as the difference of the local error of the initial and final cluster at the $i$-th RPKM step is larger, then it is more likely to satisfy such a condition.

Even when the monotone descent over the entire data set of the RPKM approximation, at every step, is not proved in general, we will see in the experiments summarized in Section 3.3 that, for real and artificial data sets, this property has been observed.

### 3.2.2 Bounding the iterations of the weighted Lloyd's algorithm

In this section, using the properties of the clustering error (Lemma 22, we can analyze the construction of the set of clusterings at different RPKM steps, for example we can verify the implications of repeating a clustering from a previous RPKM step.

In Lemma 3, we state that the unique clustering that can be repeated in a step of RPKM, is the previous clustering of the sequence of clusterings generated by the RPKM. If the repeated clustering is obtained at the first iteration of WL, then the previous clustering corresponds to the one obtained at the last iteration of WL (at the previous step of RPKM). On the other hand, if the repeated clustering is not obtained at the first iteration of WL, then the previous clustering corresponds to the one obtained at the previous iteration of WL (in the same RPKM step).

Lemma 3 At the $i$-th step of the $R P K M$, if $\mathcal{G}_{r}^{i}=\mathcal{G}_{s}^{j}$, with $j<i$, for some $r \in\left\{1, \ldots, l_{i}-1\right\}$ and $s \in\left\{1, \ldots, l_{j}-1\right\}$, then $l_{j+1}=\ldots=l_{i}=1$. Moreover, in that case, $s=l_{j}-1$.

In the following theorem, we use Lemma 3 to bound the number of WL iterations at each RPKM step. Lemma 3 indicates that the only cluster that can be repeated, from a previous RPKM step, is the last one generated by the corresponding WL execution. Therefore, we can eliminate, from the total number of possible clusterings, the ones that were generated at previous $\mathrm{RP} K \mathrm{M}$ iterations (except the last one). In particular, if we have more than one Lloyd iteration at a certain RPKM step, then we automatically discard every single cluster that was generated at a previous RPKM step.

Theorem 1 An upper bound to the number of Lloyd iterations at the $i$-th RPKM step is given by $l_{i} \leq\left\{\begin{array}{c}\left|\mathcal{P}_{i}\right| \\ K\end{array}\right\}-\sum_{j=1}^{i-1}\left(l_{j}-1\right)$, where $\left\{\begin{array}{c}\left|\mathcal{P}_{i}\right| \\ K\end{array}\right\}$ is a Stirling number of the second kind.

Following the same reasoning as in Theorem 11 observe that, if, at the ( $i-1$ )-th RPKM step, WL converges to the associated global optima, then $l_{i} \leq\left\{\begin{array}{c}\left|\mathcal{P}_{i}\right| \\ K\end{array}\right\}-\left\{\begin{array}{c}\left|\mathcal{P}_{i-1}\right| \\ K\end{array}\right\}+1$. Moreover, observe that all the clusters with an error greater than $E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{i-1}-1}^{i-1}\right)$ will not be generated in the current or at any further RPKM iteration, however the amount of clusterings satisfying this condition can not be counted at the moment, one hypothesis is that the number of such clusterings is of order $O\left(\left\{\begin{array}{c}\left|\mathcal{P}_{i}\right| \\ K\end{array}\right\}\right)$.

For this reason, selecting the local initialization of WL in this manner may help reducing the number of Lloyd's iterations, while discarding, at each step, all the generated clusters (except one) and probably others of similar form. Not only that, but the discarding of such clusters occurs while analyzing a small number of representatives with regard to the full data set, which implies, as we will see in the experimental section, a drastic reduction in the number of distance computations.

### 3.3 Experimental section

In this section, we perform a set of experiments so as to analyze the relation between the number of distance computations and the quality of the approximation for the grid based RPKM algorithm proposed in Section 3.1. In addition, we analyze the effect on the algorithm performance of varying the different parameters of the clustering problem: size of the data set, $n$, dimension of the instances, $d$, and number of clusters, $K$. For the purposes of the experimental analysis, we compare the performance of the grid based RPKM algorithm against the $K$-means $++(K \mathrm{M}++)$ and the minibatch $K$-means (MB) on artificial and real data sets.

The grid based RPKM was implemented in Python, while we used the $K \mathrm{M}++$ and MB implementations that are available in the open source machine learning library scikit-learn of Python. As stopping criterion for the RPKM, we just set a maximum number of iterations, $m$, since we want to analyze the behavior of the error function, at each step, as the number of representatives approaches the number of instances. For the analyzed data sets, we observe that, with $m \leq 6$, this occurs. Evidently, as we increase the dimension, this property will be seen inmediately, since the number of representatives increases exponentially with respect to this parameter.

In this section, we refer to the result obtained after the $m$-th step of the grid based RPKM by RPKM $m$, and to the solution obtained using MB with a batch size $b \in\{100,500,1000\}$ by MB $b$. In equivalent experimentations similar batch sizes were used [30].

### 3.3.1 Artificial data sets results

The artificial data sets are generated as a $d$-dimensional mixture of $K$ Gaussians. In particular, we set $K \in\{3,9\}, d \in\{2,4,8\}$ and $n \in\{1000,10000$, $100000,1000000\}$. For each setting, we generate 50 replicates of the data set. Additionally, we consider a component overlapping lower than $5 \%$.

### 3.3.1.1 Distance computations

In this section, we compare the behavior of RPKM, $K \mathrm{M}++$ and MB in terms of the computed distances. As we commented in Section 1.1.1.2 and Section 3.1.2, the most time consuming phase of the Lloyd's algorithm, and its weighted version, refers to the computation of distances. Especially at the initial steps, RP $K$ M considers a number of representatives which is a small fraction of the size of the data set. Thus, we would expect a greater reduction in the number of distance computations, with respect to the other methods, as we consider larger data sets.

In Fig 3.3 , we present the relation between the number of distance computations and the data set size for the different settings.


Fig. 3.3: This figure shows the number of distance computations with respect to the size of the data set $(n)$, for different numbers of dimensions $(d)$ and numbers of clusters $(K)$.

At first glance, we observe that RPKM, in general, executes a much smaller number of distance computations than both $K \mathrm{M}++$ and MB. Such a relation seems to change for the latter steps of RPKM when we consider larger dimensions. However, in that case, $K M++$ still requires a similar order of computations in comparison to the latter steps of the RPKM. Analogously, MB , for the different batches, is not able to match the number of distance computations of RPKM at its first steps, for any of the analyzed settings. In addition, we observe that, for some RPKM steps, the number of distance computations does not increase as we consider a higher number of instances, as happens with the other algorithms.

In particular, we notice that the number of distance computations, at the first steps of the RPKM, i.e., RPKM 1 and RPKM 2, does not necessarily increase with respect to the data set size. This is plausible since, in this case, the number of representatives is of the same order, independent of the number of instances (see Fig 3.4). Evidently, as we consider thinner partitions ( $m \geq 3$ ), the number of representatives will increase and so will the number of distance computations.


Fig. 3.4: This figure shows the ratio between the size of the partition $P_{m}$ and the size of the data set $n$, for $m=1, \ldots, 6$. The size of the partition $\mathcal{P}_{m}$ corresponds to the number of representatives used by RPKM at its $m$-th step.

Since, at the earlier stages of the RPKM, the number of representatives does not necessarily increase with respect to the data set size, then the ratio between the number of distance computations of RPKM and $K \mathrm{M}++$ (or $\mathrm{MB})$ decreases with respect to the size of the data set. In particular, for the larger number of instances, the number of distances computed by RPKM with respect to $K \mathrm{M}++$ is 3 orders of magnitude lower for $K=3$ and $d=8$ and 6 orders of magnitude lower for $K=3$ and $d=2$. In comparison with MB, the number of distances computed by RPKM is 2 orders of magnitude lower for $K=3$ and $d=8$ and 5 orders of magnitude lower for $K=3$ and $d=2$. As we can see, the dimensionality of the problem, $d$, has a great impact on the number of distances computed by $\mathrm{RP} K \mathrm{M}$ as $m$ increases. The reason is that the number of representatives used by RPKM can increase exponentially with respect to both $m$ and $d$. In addition, we can see that the number of distance computations, for all the algorithms, as expected, increases linearly with the number of clusters $K$.

### 3.3.1.2 Quality of the approximation

In the previous section, we observed that RPKM entails a drastic reduction in the amount of distance computations with respect to the other approaches (especially when we consider large data set sizes). However, in this section, we would like to analyze the quality of the approximations obtained by means of RPKM.

In Fig 3.5, we show the evolution of the standarized error (std.error) for the full data set for the set of centroids obtained at the end of the $m$-th step of the RPKM. The std.error is defined as $\rho(m)=\frac{E_{m}^{*}-E_{m}}{E_{m}^{*}}$, where $E_{m}$ is the error for RPKM at the $m$-th step, and $E_{m}^{*}$ is the error obtained by $K$ means algorithm over the full data set $X$, taking as initialization the centroids obtained by RPKM at the $m$-th step. Observe that $\rho(m) \leq 0$ and it measures the percentage of error with respect to the $K$-means over the entire data set.


Fig. 3.5: Quality of the approximation (std.error) with respect to the RPKM step.

In most of the cases, we observe a monotone descent of the centroid error with respect to the full data set until convergence to the error associated to a solution of the $K$-means algorithm. This is remarkable since the approximation is constructed over a reduced number of representatives with respect to the total number of instances (see Fig 3.4). In particular, at the third RPKM step, the error with respect to the $K$-means solution is under $10 \%$. Evidently, as we increase the dimension, this percentage decreases until it achieves an error percentage smaller than $10 \%$ and $5 \%$ for the first and second RPKM step, respectively. Moreover, for $d=2$ and $K=9$, we observe no result for RPKM 1 , this is due to the fact that, in this case, the number of representatives is smaller than the number of clusters, i.e., $\left|\mathcal{P}_{1}\right|<K$.

### 3.3.1.3 Relation distance computations - quality of the approximation

In this section, we fuse the results obtained at the previous sections and analyze, for the different algorithms, the trade-off between the number of distances computed and the quality of the obtained solutions.

In Fig 3.6, we show the relation between the number of distance computations and the error of the obtained solutions for RPKM, $K \mathrm{M}++$ and MB .


Fig. 3.6: Quality of the approximation vs number of distance computations.

Besides the dimensionality of the problem, as we increase the number of instances, the cloud of points associated to $K \mathrm{M}++$ and MB separates from the ones associated to the RPKM. This means that, as we increase the number of instances, $K \mathrm{M}++$ and MB require a much larger number of
distance computations in order to achieve a solution of similar quality to those obtained by the RPKM. In the best case scenario ( $n=1000000, d=2$ ), RPKM reduces, at least, 6 and 4 orders of magnitude with respect to the $K$-means++ and the minibatch $K$-means. Evidently, for larger dimensions, the clouds associated to the RPKM, for the latter stages, can overlap those of $K \mathrm{M}++$ and MB . In this case, even for the largest number of instances, we did not need to execute all the RPKM steps: at the fifth RPKM step, we have already generated, approximately, as many representatives as instances.

In particular, consider the extreme cases: $d=2, n=1000000$ (case 1) and $d=8, n=100$ (case 2). In the first case, after the third RPKM step the standard error is already under $5 \%$ and, after fourth step, the error is practically null. Such approximations are obtained after computing under $10^{-3} \%$ $\left(10^{-2} \%\right)$ and slightly over $10^{-3} \%\left(10^{-2} \%\right)$ of the distances calculated by $K \mathrm{M}++(\mathrm{MB})$ for RPKM 3 and RPKM 4, respectively.

In the second case, already after the first RPKM step, the standard error is under $8 \%$ and, after the second step, the error is fairly close to zero. Such approximations are obtained after computing under $10^{-1} \%(1 \%)$ and under $1 \%(10 \%)$ of the distances calculated by $K \mathrm{M}++(\mathrm{MB})$ for RPKM 1 and RPKM 2, respectively.

In the case of lower dimensions and greater number of instances, we require more RPKM steps to achieve an approximation with a similar standard error with respect to the case with greater dimensions and lower number of instances. As previously mentioned, this is due to the exponential growth of the number of representatives with respect to the dimension of the problem. Moreover, in the second case, we have a lower number of instances, hence, we need fewer RPKM steps in order to generate as many representatives as instances (in this example, this occurs for $m=3$ ). However, having a lower proportion of representatives with respect to the number of instances also implies a greater reduction in the number of distance computations with respect to the full data set for the first case, while obtaining a similar standard error in comparison to the second case.

### 3.3.2 Real data sets

In addition to the previous experimentation, we evaluate the performance of the grid based RPKM algorithm, $K \mathrm{M}++$ and MB on a real-world data set: the gas sensor array under dynamic gas mixtures data set, which contains the acquired time series from 16 chemical sensors exposed to gas mixtures at varying concentration levels [77]. The data set consists of 4178504 instances and 19 attributes and is available in the UC-Irvine Machine Learning Repository. The same experiment was performed over different data sets from the UC-Irvine Machine Learning Repository, achieving similar conclusions. For the sake of brevity, the corresponding graphics are not included in this work.

Using this real-world data set, we generate different subsamplings that we use to analyze the features of the algorithms. In particular, we take $d \in$
$\{2,4,8\}$ random attributes and $n \in\{4000,12000,40000,120000,400000$, $1200000,4000000\}$ random instances. The number of clusters is $K \in\{3,9\}$. For each setting, we generate 10 replicates of the data set.

### 3.3.2.1 Distance computations

For the real data set experimentation, we perform the same analysis as that carried out for the artificial data sets case.

In Fig 3.7, as in Fig 3.3, we present the relation between the number of distance computations and the data set size, this time for the real data set. In general, we observe a similar behavior with respect to the artificial data sets case: RPKM reduces, in many orders of magnitude, the number of distance computations with respect to $K \mathrm{M}++$ and MB . However, in this case, even at the last step of RPKM, the number of distances does not always increase with respect to the number of instances.

In particular, as can be verified in Fig 3.8, the number of representatives does not necessarily increase as we consider higher data set sizes. This is due to the fact that the data points, in this case, are grouped into more condensed clouds than in the case of the artificial Gaussian data set case. Hence, it is plausible to observe that the number of distance computations, even at the latter stages of the RPKM, does not necessarily increase with respect to the data set size. Furthermore, for low dimensions, this fact implies that, even at the last RPKM step, we have a lower number of distance computations than any version of MB and $K \mathrm{M}++$.


Fig. 3.7: Number of distance computations with respect to data set size, $n$

In more detail, we notice that for the largest number of instances, the last step of the RPKM executes less than $1 \%$ and $0.1 \%$ of the distances computed by MB and $K \mathrm{M}++$, respectively. For the largest dimension considered $(d=$ 8), the latter steps RPKM execute a similar order of distance computations with respect to MB. However, intermediate RPKM steps (RPKM 3) still computes less than $1 \%$ and $0.1 \%$ of the distances computed with respect to MB and $K \mathrm{M}++$. It is important to remember that the number of distance computations for $K \mathrm{M}++$ and MB is independent of the dimensionality of the problem, which is not usually true for the RP $K$ M algorithm.


Fig. 3.8: Percentage of subsets with respect to RPKM step

For the analyzed data set, we observe that the number of representatives does not grow as rapidly as in the artificial sets case. In particular, for the lowest dimension, the number of representatives barely achieves $20 \%$ of the data set size at the last grid based RPKM step. As we increase the dimensionality, and therefore generate more representatives, this number grows to over $75 \%$ for the shortest data set size case.

### 3.3.2.2 Quality of the approximation

In Fig 3.9, we observe the evolution of the standarized error, for the full data set, with respect to the set of centroids obtained at the $m$-th step of the RPKM. As commented in the artificial data sets case, in most of the cases, there is a monotone descent of the centroid error with respect to the full data set until convergence to the error associated to a solution of the $K$-means algorithm over the full data set. Commonly, at the third RPKM step, the such standarized error is under $10 \%$. This is remarkable since, as can be seen in Fig 3.7, the number of distances computed by RPKM 3, compared to MB and $K \mathrm{M}++$, is under $10^{-3} \%$ and $10^{-4} \%$, respectively.


Fig. 3.9: Quality of the approximation with respect to RPKM step

As we increase the dimension the standarized error, in most of the cases, is under $10 \%$, even for RPKM 2 on the largest data set size case.

### 3.3.2.3 Relation distance computations - quality of the approximation

In order to have a better understanding of the relation distance computations against overall error, we consider Fig 3.10. As we observed in the artificial data set case, when we increase the number of instances, the cloud of points associated to $K \mathrm{M}++$ and MB separates from the ones associated to the $\mathrm{RP} K \mathrm{M}$. As we increase the number of instances, $K \mathrm{M}++$ and MB require a much larger number of distance computations in order to achieve a solution of similar quality than those obtained by the RPKM. For the lowest dimensional case, even for an intermediate RPKM step, it reduces over 4 orders $(d=2, n=4000000)$ and 5 orders of magnitude $(d=2, n=4000000)$ with respect to MB and $K \mathrm{M}++$, respectively. Evidently, as we increase the dimensionality of the problem and, therefore, generate a larger amount of representatives and compute more distances, we still observe a reduction of 4 and 5 orders of magnitude, but for the first RPKM step. In addition, we can see that the minibatch k-means with the smallest batch, MB 100, has, in some cases, a similar amount of distance computations with respect to the second step of RPKM.

Such a reduction in the number of distance computations is achieved while still obtaining competitive approximations. For instance, even in the case of greater dimension and lower number of instances $(d=8, n=4000)$, after the second RPKM step the standard error is already under $5 \%$ and, after the third step, the error is practically null. These approximations are obtained after computing under $7 \cdot 10^{-4} \%\left(2 \cdot 10^{-3} \%\right)$ and $10^{-3} \%\left(5 \cdot 10^{-3} \%\right)$ of the distances calculated by $K \mathrm{M}++(\mathrm{MB})$, for RPKM 3 and RPKM 4, respectively.


Fig. 3.10: Quality of the approximation vs number of distance computations
In general, we observe that the grid based RPKM algorithm is able to generate competitive approximations with a significant reduction in the number of distance computations. As the data set size increases, we observed a more drastic reduction in the number of distance computations as can be seen in Fig 3.6 and Fig 3.10. We observe the same behavior as we increase the dimension of the instances, however, the order of reduction with respect to MB and $K \mathrm{M}++$ decreases, as expected. This is due to the fact that the number of RPKM representatives, in this case, grows exponentially with respect to the dimension of the data set.

### 3.4 Conclusions

In this chapter, we present an alternative to the $K$-means algorithm applicable to massive data problems called recursive partition based $K$-means (RP $K \mathrm{M}$ ). This approach recursively partitions the entire data set into a small number of subsets, each of which is characterized by its representative (center of mass) and weight (cardinality), after that a weighted version of the Lloyd's algorithm is applied over this local representation. The objective is to describe the full data set by this representation, which ultimately leads to a reduction of distance computations. Indeed, in the experimental section, we observe that the RPKM algorithm generates competitive approximations, even at its earlier iterations, while reducing several orders of magnitude of distance computations.

In Section 3.2, we have derived some theoretical properties of the RP $K$ M. Among other results, we can guarantee the non repetition of the clusterings generated at each RPKM iteration (except the last one), which ultimately implies the reduction of the total amount of Lloyd iterations, as well as leading, in most of the cases, to a monotone decrease of the overall error function.

In the experimental section, the grid based RPKM was compared with two well-known approaches: the $K$-means++ and minibatch $K$-means. In this analysis, we observed a dramatic reduction in the number of distance computations with respect to both of them, as well as a consistent monotone decrease of the error function. Since the RPKM algorithm seeks to reduce the number of representatives used per iteration, we observed a larger reduction in the number of distance computations as we enlarged the number of instances of the data set. Furthermore, at the earlier stages of the RPKM, the size of the data set did not have a relevant impact on the number of iterations or distance computations for the associated weighted $K$-means problem. Thus, the number of computations, especially for massive data applications, can be greatly reduced.

On the other hand, it is important to remark that the number of subpartitions generated at each iteration of the grid based RPKM grows exponentially with respect to the dimension, $d$, of the data set. As we can see in Fig 3.1. some of these subpartitions might have a small probability of changing their current cluster affiliation (with respect to the assignment given by the previous RPKM iteration). In this sense, it might be more valuable to partition the areas that are more likely to have subpartitions associated with different clusters.

One possible approach consists of characterizing the subsets that lie on a cluster boundary, i.e., subsets that are close to two or more clusters. In this approach, the number of representatives does not grow exponentially with respect to the dimension of the data set. For this reason, as a future step, we plan to define a low computational cost algorithm to determine the cluster boundary at each iteration. The subsets in this area will have a greater priority
when selecting the regions that we want to partition in the next RPKM iteration.

One last, but still important, advantage of the RPKM algorithm is the fact that its parallelization is direct. The RPKM algorithm mainly depends on two steps: The data partition process and the application of the weighted version of Lloyd's algorithm. In the first step, each point can independently decide which subset it belongs to, hence the construction of the set of representatives and weights can be done in a parallel manner. Analogously, for the second phase, given a set of prototypes, each data point can separately decide which cluster it belongs to and the update of the centroid can be simply computed by averaging the points [21]. For this reason, we also plan to implement the RPKM algorithm on a parallel framework such as Apache Spark.

## An efficient $K$-means clustering algorithm for tall data

In this chapter, we introduce an improvement to the partition strategy followed in Chaper 3. The experimental results presented in Chapter 3 refer to a RPKM variant called grid based RPKM. For such a partition strategy, the initial spatial partition is defined by the grid obtained after dividing each side of the smallest bounding box of $X$ by half, i.e., a grid with $2^{d}$ equally sized blocks. In the same fashion, at the $i$-th grid based RPKM iteration, the corresponding spatial partition is updated by dividing each of its blocks into $2^{d}$ new blocks, i.e., $\mathcal{P}$ can have up to $2^{i \cdot d}$ representatives. It can be shown that this approach produces a $(K, \varepsilon)$-coreset with $\varepsilon$ descending exponentially with respect to the number of iterations $\downarrow$.

Taking this into consideration, three main problems arise for the grid based RPKM:

- Problem 1. It does not scale well on the dimension d: Observe that, for a relatively low number of iterations, $i \simeq \log _{2}(n) / d$, and/or dimensionality $d \simeq \log _{2}(n)$, applying this $R P K M$ version can be similar to applying Lloyd's algorithm over the entire data set, i.e., no reduction of distance computations might be observed, as $|\mathcal{P}| \simeq n$. In fact, for the experimental section in Chapter 3, $d, i \leq 10$.
- Problem 2. It is independent of the data set $X$ : As we mentioned before, regardless of the analyzed data set $X$, the sequence of partitions of the grid based RPKM is induced by an equally sized spatial partition of the smallest bounding box containing $X$. In this sense, the induced partition does not consider features of the data set, such as its density, to construct the sequence of partitions: A large amount of computational resources might be spent on regions whose misclassification does not add a significant error to our approximation. Moreover, the construction of every partition of the sequence has a $O(n \cdot d)$ cost, which is particularly expensive for massive data applications, as $n$ can be huge.

[^6]- Problem 3. It is independent of the problem: The partition strategy of the grid based RPKM does not explicitly consider the optimization problem that $K$-means seeks to minimize. Instead, it offers a simple/inefficient way of generating a sequence of spatial thinner partitions. The reader should note that each block of the spatial partition can be seen as a restriction over the $K$-means optimization problem, that enforces all the instances contained in it to belong to the same cluster. Therefore, it is of our interest to design smarter spatial partitions oriented to focus most of the computational resources on those regions where the correct cluster affiliation is not clear. By doing so, not only can a large amount of computational resources be saved, but also some additional theoretical properties can be deduced. Among other properties that we discuss in Section 4.1, at first glance it can be observed that if all the instances in a set of points, $P$, are correctly assigned for two sets of centroids, $C$ and $C^{\prime}$, then the difference between the error of both sets of centroids is equivalent to the difference of their weighted error, i.e., $E_{P}(C)-E_{P}\left(C^{\prime}\right)=E_{\{P\}}(C)-E_{\{P\}}\left(C^{\prime}\right)^{2}$. Moreover, if this occurs for each subset of a data set partition, $\mathcal{P}$, and the centroids are generated after consecutive weighted $K$-means iterations, then we can guarantee a monotone decrease of the error for the entire data set ${ }^{3}$. Likewise, we can actually compute the reduction of the error for the newly obtained set of centroids, without computing the error function for the entire data set, as in this case $E_{X}(C)-E_{X}\left(C^{\prime}\right)=E_{\mathcal{P}}(C)-E_{\mathcal{P}}\left(C^{\prime}\right)$. Last but not least, when every block contains instances belonging to the same cluster, the solution obtained by our weighted approximation is actually a local optima of Eq.1.1 ${ }^{4}$

In any case, independently of the partition strategy, RPKM algorithm offers some interesting properties such as the no clustering repetition. This is, none of the obtained groupings of the $n$ instances into $K$ groups can be repeated at the current RPKM iteration or for any thinner partition than the current one. This is a useful property since it can be guaranteed that the algorithm discards many possible clusterings at each RPKM iteration using a much reduced set of points than the entire data set. Furthermore, this fact enforces the decrease of the maximum number of Lloyd iterations that we can have for a given partition. In practice, it is also common to observe a monotone decrease of the error for the entire data set Chapter 3

Bearing all these facts in mind, we propose a RPKM type approach called the Boundary Weighted $K$-means algorithm ( $\mathbf{B W} K \mathbf{M}$ ). The idea behind it is to prioritize the use of resources on the cluster boundaries of our weighted approximation, which are constituted by those blocks that may not be well assigned.

[^7]Definition 7 (Well assigned blocks) Let $C$ be a set of centroids and $X$ be a given data set. We say that a block $B$ is well assigned, with respect to $C$ and $X$, if every point $\boldsymbol{x} \in B(X)$ is assigned to the same centroid $c \in C$.

The notion of well assigned blocks is of our interest as RPKM associates all the instances contained in a certain block to the same cluster, which corresponds to the one that its center of mass belongs to. Hence, our goal is to divide those blocks that are not well assigned. Moreover, in order to control the growth of the set of representatives and to avoid unnecessary distance computations, we have developed a non-expensive partition criterion that allows us to detect blocks that may not be well assigned. Our main proposal can be divided into three tasks:

- Task 1: Design of a partition criterion that decides whether or not to divide a certain block, using only information obtained from the weighted Lloyd's algorithm.
- Task 2: Construct an initial partition of the data set with a predefined number of blocks, which are mostly placed on the cluster boundaries.
- Task 3: Once a certain block is decided to be cut, guarantee a low increase on the number of representatives without affecting, if possible, the quality of the approximation. In particular, we propose a criterion that, in the worst case, has a linear growth in the number of representatives after an iteration.

Observe that, both Task 2 and Task 3, ease the scalability of the algorithm with respect to the dimensionality of the problem, $d$ (Problem 1). Furthermore, the goal of Task 1 and Task 2 is to generate partitions of the data set that, ideally, contain well assigned subsets, i.e., all the instances contained in a certain subset of the partition belong to the same cluster (Problem 2 and Problem 3). As we previously commented, this fact implies additional theoretical properties in terms of the quality of our approximation.

At this point, it must be remarked that due to the nature of $\mathrm{BW} K \mathrm{M}$, and unlike the typical coreset approach, our proposal does not intend to generate competitive approximations of the $K$-means error function, Eq.1.1. Instead, BWKM controls the size of the corresponding weighted set of points by placing large grid cells on those regions where the correct cluster affiliation is known. This increases the difference between the $K$-means error and our weighted approximation in these regions ${ }^{5}$ but, at the same time, allows us to guarantee a monotone descend and convergence to a local minima of $\mathrm{Eq}, 1.1$,

The rest of this article is organized as follows: In Section 4.1, we describe the proposed algorithm, introduce some notation and discuss some theoretical properties of our proposal. Finally, in Section 4.2, we present a set of experiments in which we analyze the effect of different factors, such as the size of

[^8]the data set and the dimension of the instances over the performance of our algorithm. Additionally we compare these results with the ones obtained by the state-of-the-art.

### 4.1 BWKM algorithm

In this section, we present the Boundary Weighted $K$-means algorithm. As we already commented, BWKM is a scalable improvement of the grid based RPKM algorithm [6] that generates competitive approximations to the $K$ means problem, while reducing the amount of computations that the state-of-the-art algorithms require for the same task. BWKM reuses all the information generated at each weighted Lloyd run to construct a sequence of thinner partitions that alleviates Problem 1, Problem 2 and Problem 3.

Our new approach makes major changes in all the steps in Algorithm 2 except in Step 2 and Step 4. In these steps, the weighted version of Lloyd's algorithm is applied over the set of representatives and weights of the current data set partition, $\mathcal{P}$. This process has a $O(|\mathcal{P}| \cdot K \cdot d)$ cost, hence it is of our interest to control the growth of $|\mathcal{P}|$, which is highlighted in both Task 2 and Task 3.

In the following sections, we will describe in detail each step of BWKM. In Section 4.1.1. Section 4.1.2 and Section 4.1.3 we elaborate on Task 1, Task 2 and Task 3, respectively.

### 4.1.1 A cheap criterion for detecting well assigned blocks

BWKM tries to efficiently determine the set of well assigned blocks in order to update the data set partition. In the following definition, we introduce a criterion that will help us verify this, mostly using information generated by our weighted approximation:
Definition 8 Given a set of $K$ centroids, $C$, a set of points $X \subseteq \mathbb{R}^{d}$ and $P=B(X) \neq \emptyset$ the subset of points contained in a block $B$, we define the misassignment function for $B$, given $C$ and $X$, as:

$$
\begin{equation*}
\epsilon_{C, X}(B)=\max \left\{0,2 \cdot l_{B}-\delta_{P}(C)\right\} \tag{4.1}
\end{equation*}
$$

where $\delta_{P}(C)=\min _{c \in C \backslash c_{\bar{P}}}\|\bar{P}-\boldsymbol{c}\|-\left\|\bar{P}-c_{\bar{P}}\right\|$ and $l_{B}$ is the length of the diagonal of $B$. In the case $P=B(X)=\emptyset$, we set $\epsilon_{C, X}(B)=0$.

The following result is used in the construction of both the initial and the sequence of thinner partitions:
Theorem 2 Given a set of $K$ centroids, $C$, a data set, $X \subseteq \mathbb{R}^{d}$, and a block $B$, if $\epsilon_{C, X}(B)=0$, then $\boldsymbol{c}_{\boldsymbol{x}}=\boldsymbol{c}_{\bar{P}}$ for all $\boldsymbol{x} \in P=B(X) \neq \emptyset . \overline{7}$

[^9]In other words, if the misassignment function of a block is zero, then the block is well assigned. Otherwise, the block may not be well assigned. Even though the condition in Theorem 2 is a sufficient condition, we will use the following heuristic rule during the development of the algorithm: The larger the misassignment function of a certain block is, then the more likely it is to contain instances with different cluster memberships.

In particular, Theorem 2 offers an efficient and effective way of verifying that all the instances contained in a block $B$ belong to the same cluster, using only information related to the structure of $B$ and the set of centroids, $C$. Observe that we do not need any information associated to the individual instances in the data set, $\mathbf{x} \in P$. The criterion just requires some distance computations with respect to the representative of $P, \bar{P}$, that are already obtained from the weighted Lloyd's algorithm.

Definition 9 Let $X$ be a data set, $C$ be a set of $K$ centroids and $\mathcal{B}$ be a spatial partition. We define the boundary of $\mathcal{B}$, given $C$ and $X$, as

$$
\begin{equation*}
\mathcal{F}_{C, X}(\mathcal{B})=\left\{B \in \mathcal{B}: \epsilon_{C, X}(B)>0\right\} \tag{4.2}
\end{equation*}
$$

The boundary of a spatial partition is just the subset of blocks with a positive misassignment function value, that is, the blocks that may not be well assigned. In order to control the size of the spatial partition and the number of distance computations, BWKM only splits blocks from the boundary.

In Fig 4.1, we observe the information needed for a certain block of the spatial partition, the one marked out in black, to verify the criterion presented in Theorem 2. In this example, we only set two cluster centroids (blue stars) and the representative of the instances in the block, $\bar{P}$, given by the purple diamond. In order to compute the misassignment function of the block, we require the length of the three segments: Distance between the representative with respect to its two closest centroids in $C$ (blue dotted lines) and the diagonal of the block (purple dotted line). If the misassignment function is zero, then we know that all the instances contained in the block belong to the same cluster. Observe that, in this example, there are instances in both clusters, then the block is included in the boundary.


Fig. 4.1: Information required for computing the misassignment function of the block $B, \epsilon_{C, X}(B)$, for $K=2$.

Theorem 3 Given a data set, $X$, a set of $K$ centroids $C$ and a spatial partition $\mathcal{B}$ of the data set $X$, the following inequality is satisfied:
$\left|E_{X}(C)-E_{\mathcal{P}}(C)\right| \leq \sum_{B \in \mathcal{B}} 2 \cdot|P| \cdot \epsilon_{C, X}(B) \cdot\left(2 \cdot l_{B}+\left\|\bar{P}-c_{\bar{P}}\right\|\right)+\frac{|P|-1}{2} \cdot l_{B}^{2}$,
where $P=B(X)$ and $\mathcal{P}=\mathcal{B}(X)$. Furthermore, for a well assigned partition $\mathcal{P}$, if we define $C_{O P T}^{\mathcal{P}}=\underset{C \subset \mathbb{R}^{d},|C|=K}{\arg \min } E_{\mathcal{P}}(C)$ and $C_{O P T}=\underset{C \subset \mathbb{R}^{d},|C|=K}{\arg \min } E_{X}(C)$, then

$$
E_{X}\left(C_{O P T}^{\mathcal{P}}\right) \leq E_{X}\left(C_{O P T}\right)+(n-|\mathcal{P}|) \cdot l^{2}
$$

where $l=\max _{B \in \mathcal{B}} l_{B} \cdot{ }^{8}$
According to this result, we must increase the amount of well assigned blocks and/or reduce the diagonal lengths of the blocks of the spatial partition, so that our weighted error function approximates better the $K$-means error function, Eq.1.1. Observe that by reducing the diagonal of the blocks, not only is the condition of Theorem 2 more likely to be satisfied, but also we are directly reducing both additive terms of the bound in Theorem 3. This last point gives the intuition for our new partition strategy: i) split only those blocks in the boundary and ii) split them on their largest side.

### 4.1.2 Initial Partition

In this section, we elaborate on the construction of the initial data set partition used by the BWKM algorithm (see Step 1 of Algorithm 8, where the main

[^10]pseudo-code of BWKM is). Starting with the smallest bounding box of the data set, the proposed procedure iteratively divides subsets of blocks of the spatial partition with high probabilities of not being well assigned. In order to determine these blocks, in this section we develop a probabilistic heuristic based on the misassignment function, Eq 4.1.

As our new cutting criterion is mostly based on the evaluation of the misassignment function associated to a certain block, we firstly need to construct a starting spatial partition of size $m^{\prime} \geq K$, from where we can select the set of $K$ centroids with respect to which the misassignment function is computed (Step 1).

From then on, multiple sets of centroids $C$ are selected via a weighted $K$-means++ run over the set of representatives of the data set partition, for different subsamplings. This will allow us to estimate a probability distribution that quantifies the chances of each block of not being well assigned (Step $2)$. Then, according to this distribution, we randomly select the most promising blocks to be cut (Step 3), and divide them until reaching a predefined number of blocks $m$ (Step 4). In Algorithm 5, we show the pseudo-code of the algorithm proposed for generating the initial spatial partition.

```
Algorithm 5: Construction of the initial partition
    Input: Dataset \(X\), number of clusters \(K\), integer \(m^{\prime}>K\), size of the
    initial spatial partition \(m>m^{\prime}\).
    Output: Initial spatial partition \(\mathcal{B}\) and its induced data set partition,
    \(\mathcal{P}=\mathcal{B}(D)\).
    Step 1: Obtain a starting spatial partition of size \(m^{\prime}, \mathcal{B}\) (Algorithm 6).
    while \(|\mathcal{B}|<m\) do
        Step 2: Compute the cutting probability, \(\operatorname{Pr}(B)\) for \(B \in \mathcal{B}\)
                (Algorithm 7).
        Step 3: Sample \(\min \{|\mathcal{B}|, m-|\mathcal{B}|\}\) blocks from \(\mathcal{B}\), with replacement,
            according to \(\operatorname{Pr}(\cdot)\) to determine a subset of blocks \(\mathcal{A} \subseteq \mathcal{B}\).
        Step 4: Split each \(B \in \mathcal{A}\) and update \(\mathcal{B}\).
    end
    Step 5: Construct \(\mathcal{P}=\mathcal{B}(X)\).
    return \(\mathcal{B}\) and \(\mathcal{P}\).
```

In Step 1, a partition of the smallest bounding box containing the data set $X, B_{D}$, of size $m^{\prime}>K$ is obtained by splitting recursively the blocks according to the pseudo-code shown in Algorithm 6. Once we have the spatial partition of size $m^{\prime}$, we iteratively produce thinner partitions of the space as long as the number of blocks is lower than $m$. At each iteration, the process is divided into three steps: In Step 2, we estimate the cutting probability $\operatorname{Pr}(B)$ for each block $B$ in the current space partition $\mathcal{B}$ using Algorithm 7 Then, in Step 3, we randomly sample (with replacement) $\min \{|\mathcal{B}|, m-|\mathcal{B}|\}$ blocks from $\mathcal{B}$ according to $\operatorname{Pr}(\cdot)$ to construct the subset of blocks $\mathcal{A} \subseteq \mathcal{B}$,
i.e., $|\mathcal{A}| \leq \min \{|\mathcal{B}|, m-|\mathcal{B}|\}$. Afterwards, each of the selected blocks in $\mathcal{A}$ is replaced by two smaller blocks obtained by splitting $B$ in the middle point of its longest side. Finally, the obtained spatial partition $\mathcal{B}$ and the induced data set partition $\mathcal{B}(X)$ (of size lower or equal to $m$ ) are returned.

```
Algorithm 6: Step 1 of Algorithm 5
    Input: Dataset \(X\), partition size \(m^{\prime}>K\), sample size \(s<n\).
    Output: A spatial partition of size \(m^{\prime}, \mathcal{B}\).
    - Set \(\mathcal{B}=\left\{B_{X}\right\}\).
    while \(|\mathcal{B}|<m^{\prime}\) do
        - Take a random sampling of size \(s, S \subset X\).
        - Obtain a subset of blocks, \(\mathcal{A} \subseteq \mathcal{B}\), by sampling, with replacement,
        \(\min \left\{|\mathcal{B}|, m^{\prime}-|\mathcal{B}|\right\}\) blocks according to a probability proportional
        to \(l_{B} \cdot|B(S)|\), for each \(B \in \mathcal{B}\).
        - Split the selected blocks \(\mathcal{A}\) and update \(\mathcal{B}\).
    end
    return \(\mathcal{B}\).
```

Algorithm 6 generates the starting spatial partition of size $m^{\prime}$ of the data set $X$. This procedure recursively obtains thinner partitions by splitting a subset of up to $\min \left\{|\mathcal{B}|, m^{\prime}-|\mathcal{B}|\right\}$ blocks selected by a random sampling with replacement according to a probability proportional to the product of the diagonal of the block $B, l_{B}$, by its weight, $|B(S)|$. At this step, as we can not estimate how likely it is for a given block to be well assigned with respect to a set of $K$ representatives, the goal is to control both weight and size of the generated spatial partition, i.e., to reduce the possible number of cluster misassignments, as this cutting procedure prioritizes those blocks that might be large and dense. Ultimately, as we reduce this factor, we improve the accuracy of our weighted approximation- see Theorem 3.

This process is repeated until a spatial partition with the desired number of blocks, $m^{\prime} \geq K$, is obtained. Such a partition is later used to determine the sets of centroids which we use to verify how likely it is for a certain block to be well assigned.

In Algorithm 7. we show the pseudo-code used in Step 2 of Algorithm 5 for computing the cutting probabilities associated to each block $B \in \mathcal{B}$, $\operatorname{Pr}(B)$. Such a probability function depends on the misassignment function associated to each block with respect to multiple $K$-means++ based set of centroids. To generate these sets of centroids, $r$ subsamples of size $s$, with replacement, are extracted from the data set, $X$. In particular, the cutting probabilities are expressed as follows:

$$
\begin{equation*}
\operatorname{Pr}(B)=\frac{\sum_{i=1}^{r} \epsilon_{C^{i}, S^{i}}(B)}{\sum_{B^{\prime} \in \mathcal{B}} \sum_{i=1}^{r} \epsilon_{C^{i}, S^{i}}\left(B^{\prime}\right)} \tag{4.3}
\end{equation*}
$$

for each $B \in \mathcal{B}$, where $S^{i}$ is the subset of points sampled and $C^{i}$ is the set of $K$ centroids obtained via $K$-means++ for $i=1, \ldots, r$. As we commented before, the larger the misassignment function is, then the more likely it is for the corresponding block to contain instances that belong to different clusters. It should be highlighted that a block $B$ with $\operatorname{Pr}(B)=0$ is well assigned for all $S^{i}$ and $C^{i}$, with $i=1, . ., r$.

```
Algorithm 7: Step 2 of Algorithm 5
    Input: A spatial partition \(\mathcal{B}\) of size higher than \(K\), data set \(X\), number
    of clusters \(K\), sample size \(s\), number of repetitions \(r\).
    Output: Cutting probability \(\operatorname{Pr}(B)\) for each \(B \in \mathcal{B}\).
    for \(i=1, \ldots, r\) do
        -Take subsample \(S^{i} \subseteq X\) of size \(s\) and construct \(\mathcal{P}=\mathcal{B}\left(S^{i}\right)\).
        -Obtain a set of centroids \(C^{i}\) by applying \(K\)-means++ over the
            representatives of \(\mathcal{P}\).
        - Compute \(\epsilon_{S^{i}, C^{i}}(B)\) for all \(B \in \mathcal{B}\) (Eq. 4.1).
    end
    Step 4: Compute \(\operatorname{Pr}(B)\) for every \(B \in \mathcal{B}\), using \(\epsilon_{S^{i}, C^{i}}(B)\) for \(i=1, . ., r\)
        (Eq. 4.3).
    return \(\operatorname{Pr}(\cdot)\).
```

Even when cheaper seeding procedures, such as a Forgy type initialization, could be used, $K$-means ++ avoids cluster oversampling, and so one would expect the corresponding boundaries not to divide subsets of points that are supposed to have the same cluster affiliation. Additionally, as previously commented, this initialization also tends to lead to competitive solutions. Later on, in Section 4.1.4.1 we will comment on the selection of the different parameters, used in the initialization ( $m, m^{\prime}, r$ and $s$ ).

### 4.1.3 Construction of the sequence of thinner partitions

In this section, we provide the pseudo-code of the BWKM algorithm and introduce a detailed description of the construction of the sequence of thinner partitions, which is the basis of $\mathrm{BW} K \mathrm{M}$. In general, once the initial partition is constructed via algorithm 5. BWKM progresses iteratively by alternating i) a run of weighted Lloyd's algorithm over the current partition and ii) the creation of a thinner partition using the information provided by the weighted Lloyd's algorithm. The pseudo-code of the BWKM algorithm can be seen in Algorithm 8 .

In Step 1, the initial spatial partition $\mathcal{B}$ and the induced data set partition, $\mathcal{P}=\mathcal{B}(X)$, are generated via Algorithm 5. Then, the initial set of centroids is obtained through a weighted version of $K$-means++ over the set of representatives of $\mathcal{P}$.

Given the current set of centroids $C$ and the partition of the data set $\mathcal{P}$, the set of centroids is updated in Step 2 and Step 4 by applying the weighted Lloyd's algorithm. It must be commented that the only difference between these two tasks is the fact that Step 2 is initialized with a set of centroids obtained via weighted $K$-means++ run, while Step 4 utilizes the set of centroids generated by the weighted Lloyd's algorithm over the previous data set partition. In addition, in order to compute the misassignment function $\epsilon_{C, X}(B)$ for all $B \in \mathcal{B}$ in Step 3 (see Eq 4.1 , we store the following information provided by the last iteration of the weighted Lloyd's algorithm: for each $P \in \mathcal{P}$, the two closest centroids to the representative $\bar{P}$ in $C$ are saved (see Figure 4.1.

In Step 3, a spatial partition thinner than $\mathcal{B}$ and its induced data set partition are generated. For this purpose, the misassignment function, $\epsilon_{C, X}(B)$ for all $B \in \mathcal{B}$ is computed and the boundary $\mathcal{F}_{C, X}(\mathcal{B})$ is determined using the information stored at the last iteration of Step 2. Next, as the misassignment criterion in Theorem 2 is just a sufficient condition, instead of dividing all the blocks that do not satisfy it, we prioritize those blocks that are less likely to be well assigned: A set $\mathcal{A}$ of blocks is selected by sampling with replacement $\left|\mathcal{F}_{C, X}(\mathcal{B})\right|$ blocks from $\mathcal{B}$ with a (cutting) probability proportional to $\epsilon_{C, X}(B)$. Note that the size of $\mathcal{A}$ is at most $\left|\mathcal{F}_{C, X}(\mathcal{B})\right|$. Afterwards, in order to reduce as much as possible the length of the diagonal of the newly generated blocks and control the size of the thinner partition, each block in $\mathcal{A}$ is divided in the middle point of its largest side. Each block is split once into two equally shaped hyper-rectangles and it is replaced in $\mathcal{B}$ to produce the new thinner spatial partition. Finally, given the new spatial partition $\mathcal{B}$, its induced data set partition is obtained $\mathcal{P}=\mathcal{B}(X)$.

```
Algorithm 8: BW KM Algorithm
    Input: Dataset \(X\), number of clusters \(K\) and initialization parameters
    \(m^{\prime}, m, s, r\).
    Output: Set of centroids \(C\).
    Step 1: Initialize \(\mathcal{B}\) and \(\mathcal{P}\) via Algorithm 5, with input \(m^{\prime}, m, s, r\),
        and obtain \(C\) by applying a weighted \(K\)-means++ run over the set of
        representatives of \(\mathcal{P}\).
    Step 2: \(C=\) WeightedLloyd \((\mathcal{P}, C, K)\).
    while not Stopping Criterion do
            Step 3: Update data set partition \(\mathcal{P}\) :
            - Compute \(\epsilon_{C, X}(B)\) for all \(B \in \mathcal{B}\).
            - Select \(\mathcal{A} \subseteq \mathcal{F}_{C, X}(\mathcal{B}) \subseteq \mathcal{B}\) by sampling, with replacement,
                \(\left|\mathcal{F}_{C, X}(\mathcal{B})\right|\) blocks according to \(\epsilon_{C, X}(B)\), for all \(B \in \mathcal{B}\).
            - Cut each block in \(\mathcal{A}\) and update \(\mathcal{B}\) and \(\mathcal{P}\).
            Step 4: \(C=\operatorname{WeightedLloyd}(\mathcal{P}, C, K)\).
    end
    return \(C\)
```

It should be noted that the cutting criterion, Eq4.1, is more accurate, i.e., it detects more well assigned blocks, as long as we evaluate it over the smallest bounding box of each block of the spatial partition, since we minimize the maximum distance (diagonal) between any two points in the block. Therefore, when updating the data partition in Step 3, we also recompute the diagonal of the smallest bounding box of each subset.

Step 2 and Step 3 are then repeated until a certain stopping criterion is satisfied (for details on different stopping criteria, see Section 4.1.4.2).

### 4.1.3.1 Computational complexity of the BWKM algorithm

In this section, we provide the computational complexity of each step of BWKM, in the worst case.

The construction of the initial spatial partition, the corresponding induced data set partition and the set of centroids of BWKM (Step 1) has the following computational cost: $\mathcal{O}\left(\max \left\{r \cdot s \cdot m^{2}, r \cdot K \cdot d \cdot m^{2}, \mathcal{O}(n \cdot \max \{m, d\})\right\}\right)$. Each of the previous terms corresponds to the complexity of Step 1, Step 2 and Step 5 in Algorithm 5. respectively, which are the most computationally demanding procedures of the initialization. Even when these costs are deduced from the worst possible scenario, which is overwhelmingly improbable, in Section 4.1.4.1, we will comment on the selection of the initialization parameters in such a way that the cost of this step is not more expensive than that of the $K$-means algorithm.

As we previously mentioned Step 2 of Algorithm 8 (the weighted Lloyd's algorithm) has a computational complexity of $\mathcal{O}(|\mathcal{P}| \cdot \bar{K} \cdot d)$. In addition, step 3 executes $\mathcal{O}(|\mathcal{P}| \cdot K)$ computations to verify the cutting criterion, since all the distance computations are obtained from the previous weighted Lloyd iteration. Moreover, assigning each instance to its corresponding block and updating the bounding box for each subset of the partition is $\mathcal{O}(n \cdot d)$. In summary, since $|\mathcal{P}| \leq n$, then BWKM algorithm has an overall cost of $\mathcal{O}(n$. $K \cdot d)$ in the worst case.

### 4.1.4 Additional Remarks

In this section, we discuss additional features of the BWKM algorithm, such as the selection of the initialization parameters for BWKM, we also comment on different possible stopping criteria, with their corresponding computational costs and theoretical guarantees.

### 4.1.4.1 Parameter selection

The construction of the initial space partition and the corresponding induced data set partition of BWKM (see Algorithm 5 and Step 1 of Algorithm 8) depends on the parameters $m, m^{\prime}, r, s, K$ and $X$, while the core of BWKM (Step 2 and Step 3) only depends on $K$ and $X$. In this section, we propose
how to select the parameters $m, m^{\prime}, r$ and $s$, keeping in mind the following objectives: i) to guarantee $\mathrm{BW} K \mathrm{M}$ having a computational complexity equal to or lower than $\mathcal{O}(n \cdot K \cdot d)$, which corresponds to the cost of Lloyd's algorithm, and ii) to obtain an initial spatial partition with a large amount of well assigned blocks.

In order to ensure that the computational complexity of BWKM's initialization is, even in the worst case, $\mathcal{O}(n \cdot K \cdot d)$, we must take $m, m^{\prime}, r$ and $s$ such that $r \cdot s \cdot m^{2}, r \cdot m^{2} \cdot K \cdot d$ and $n \cdot m$ are $\mathcal{O}(n \cdot K \cdot d)$. On the other hand, as we want such an initial partition to minimize the number of blocks that may not be well assigned, we must consider the following facts: i) the larger the diagonal for a certain block $B \in \mathcal{B}$ is, then the more likely it is for $B$ not to be well assigned, ii) as the number of clusters $K$ increases, then any block $B \in \mathcal{B}$ has more chances of containing instances with different cluster affiliations, and iii) as $s$ increases, the cutting probabilities become better indicators for detecting those blocks that are not well assigned.

Taking into consideration these observations, and assuming that $r$ is a predefined small integer, satisfying $r \ll n / s$, we propose the use of $m=$ $\mathcal{O}(\sqrt{K \cdot d})$ and $s=\mathcal{O}(\sqrt{n})$. Not only does such a choice satisfy the complexity constraints that we just mentioned (See Theorem 11 in Appendix 2.1), but also, in this case, the size of the initial partition increases with respect to both dimensionality of the problem and number of clusters: Since at each iteration, we divide a block only on one of its sides, then, as we increase the dimensionality, we need more cuts (number of blocks) to have a sufficient reduction of its diagonal (observation i)). Analogously, the number of blocks and the size of the sampling increases with respect to the number of clusters and the actual size of the data set, respectively (observation ii) and iii)). In particular, in the experimental section, Section 4.2, we used $m=10 \cdot \sqrt{K \cdot d}$, $s=\sqrt{n}$ and $r=5$.

### 4.1.4.2 Stopping Criterion

As we discussed earlier, one of the advantages of constructing spatial partitions with only well assigned blocks is that our algorithm, under this setting, converges to a local minima of the $K$-means problem over the entire data set and, therefore, there is no need to execute any further run of the BWKM algorithm as the set of centroids will remain the same for any thinner partition:

Theorem 4 If $C$ is a fixed point of the weighted $K$-means algorithm for a spatial partition $\mathcal{B}$, for which all of its blocks are well assigned, then $C$ is a fixed point of the $K$-means algorithm on $X$. 9

To verify this criterion, we can make use of the concept of boundary of a spatial partition (Definition 9 ). In particular, observe that if $\mathcal{F}_{C, X}(\mathcal{B})=\emptyset$, then one can guarantee that all the blocks of $\mathcal{B}$ are well assigned with respect to

[^11]both $C$ and $X$. To check this, we just need to scan the misassignment function value for each block, i.e., it is just $\mathcal{O}(|\mathcal{P}|)$. In addition to this criterion, in this section we will propose three other stopping criteria:

- A practical computational criterion: We could set, in advance, the amount of computational resources that we are willing to use and stop when we exceed them. In particular, as the computation of distances is the most expensive step of the algorithm, we could set a maximum number of distances as a stopping criterion.
- A Lloyd's algorithm type criterion: As we mentioned in Section 1.1.1.2, the common practice is to run Lloyd's algorithm until the reduction of the error, after a certain iteration, is small. As in our weighted approximation we do not have access to the error $E_{X}(C)$, a similar approach is to stop the algorithm when the obtained set of centroids, in consecutive iterations, is smaller than a fixed threshold, $\varepsilon_{w}$. We can actually set this threshold in a way that the stopping criterion of Lloyd's algorithm is satisfied. For instance, for $\varepsilon_{w}=\sqrt{l^{2}+\frac{\varepsilon^{2}}{n^{2}}}-l$, if $\left\|C-C^{\prime}\right\|_{\infty} \leq \varepsilon_{w}$, then $\mid E_{X}(C)-$ $E_{X}\left(C^{\prime}\right) \mid \leq \varepsilon$, holds ${ }^{10}$. However, this would imply additional $\mathcal{O}(K \cdot d)$ computations at each iteration.
- A criterion based on the accuracy of the weighted error: We could also consider the bound obtained at Theorem 3 and stop when it is lower than a predefined threshold. This will let us know how accurate our current weighted error is with respect to the error over the entire data set. All the information in this bound is obtained from the weighted Lloyd iteration and the information of the block and its computation is just $\mathcal{O}(|\mathcal{P}|)$.


### 4.2 Experiments

In this section, we perform a set of experiments so as to analyze the relation between the number of distances computed and the quality of the approximation for the $\mathbf{B W} K \mathbf{M}$ algorithm proposed in Section 4.1. In particular, we compare the performance of BWKM with respect to different methods known for the quality of their approximations ${ }^{[11}$ Lloyd's algorithm initialized via i) Forgy $(\mathbf{F} K \mathbf{M})$ and ii) $K$-means $++(K \mathbf{M}++)^{[12}$. We also consider the Minibatch $K$-means, with batches $b=\{100,500,1000\}{ }^{13}$ (MB b), which is particularly known for its efficiency due to the small amount of resources needed to generate its approximation, as well as the Markov chain Monte Carlo sampling based approximation of the $K$-means++ (AFKMC2) with a further MB 100 run as recommended by its authors 43].

[^12]To have a better understanding of BWKM, we analyze its performance on a wide variety of well known real data sets (see Table 4.1) with different scenarios of the clustering problem. For each data set, we have considered a different number of clusters, $K=\{3,5,10,25,50\}$. Given the random nature of the algorithms, each experiment has been repeated 40 times for each data set and each $K$ value.

| Dataset | $n$ | $d$ |
| :---: | ---: | ---: |
| Corel Image Features (CIF) | 68,037 | 17 |
| 3D Road Network (3RN) | 434,874 | 3 |
| Household Power Consumption (HPC) | $2,049,280$ | 7 |
| Gas Sensor (GS) | $4,208,259$ | 19 |
| SUSY | $5,000,000$ | 19 |
| Web Users Yahoo! (WUY) | $45,811,883$ | 5 |

Table 4.1: Information of the data sets.

As stopping criterion, we have fixed the maximum number of BWKM iterations to 100 . However it might converge before if the corresponding boundary is empty, in which case, we can guarantee that the obtained set of centroids is a fixed point of the weighted Lloyd's algorithm for any thinner partition of the data set, therefore, it is also a fixed point of Lloyd's algorithm on the entire data set $X$ (see Theorem 4). Moreover, in order to compare the performance of the algorithms for different settings of the clustering problem, we decided to use the average of the relative error with respect to the best solution found at each repetition of the experiment, i.e., $\hat{E}_{M}=\frac{E_{M}-\min _{M^{\prime} \in \mathcal{M}} E_{M^{\prime}}}{\min _{M^{\prime} \in \mathcal{M}} E_{M^{\prime}}}$, where $\mathcal{M}$ is the set of algorithms being compared and $E_{M}$ stands for the $K$-means error obtained by method $M \in \mathcal{M}$. Analogously, in terms of the amount of computational resources required, we show the proportion of distances computed by each method with respect to the method that computed the largest number of distances, i.e., $\hat{D C_{M}}=\frac{D C_{M}}{\max _{M^{\prime} \in \mathcal{M}} D C_{M^{\prime}}}$, where $D C_{M}$ is the number of distances computed by $M \in \mathcal{M}$.

In Fig. 4.2,4.7, we show the trade-off between the average relative number of distances computed $v s$ the average relative error for all the algorithms. Observe that a single symbol is used for each algorithm, except for BWKM, in which we compute the trade-off at each iteration so as to observe the evolution of the quality of its approximation as the number of computed distances increases.


Fig. 4.2: Relative distance computations vs relative error on the CIF data set.


Fig. 4.3: Relative distance computations $v s$ relative error on the $3 R N$ data set.


Fig. 4.4: Relative distance computations vs relative error on the $H P C$ data set.


Fig. 4.5: Relative distance computations $v s$ relative error on the $G S$ data set.


Fig. 4.6: Relative distance computations vs relative error on the SUSY data set.


Fig. 4.7: Relative distance computations vs relative error on the WUY data set.

At first glance, we observe that, in 18 out of 35 different configurations of data sets and $K$ values, BWKM obtained the best (average) solution among the considered methods. Furthermore, in Table . 1 we observe that BWKM quite frequently (in 206 out of 210 cases) converged to sets of centroids that reached on average, at least, $1 \%$ of error with respect to all the considered methods and clustering configurations. If we increase such a threshold to $5 \%$, BWKM reaches it in every case. It must be highlighted that such clusterings were generated while computing a massively reduced number of distances: Up to 5 and 7 orders of magnitude of distances less than the Minibatch based methods (MB 100, MB 500, MB 1000 and AFKMC2) and the Lloyd's based methods (FKM and $K \mathrm{M}++$ ), respectively. In particular and as expected, the best performance of BWKM seems to occur on large data sets with small dimensions ( $W U Y$ ). On one hand, the decrease in the amount of distances computed is mainly due to the reduction in the number of representatives that BWKM uses in comparison to the actual size of the data set. On the other hand, given a set of points as the dimension decreases, the number of blocks required to obtain a partition completely well assigned tends to decrease ( $W U Y$ and $3 R N$ ).

| Method | K | CIF | 3 RN | HPC | GS | SUSY | WUY |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| F $K$ M | 3 | 5.6(-2); 9.5 | 1.2(-4); 2.8 | $1.3(-5) ; 1.8(-5)$ | 8.6(-6); 1.7(-5) | -5); 1.1(-5) | 7); 1.0(-6) |
|  | 5 | 6.7(-3); $6.5(-2)$ | $1.0(-4) ; 3.8(-4)$ | $1.6(-4) ; 2.9(-3)$ | $7.8(-5) ; 1.0(-3)$ | $7.0(-6) ; 7.0(-6)$ | 9.3(-7); 9.3(-7) |
|  | 10 | 4.3(-2); 6.8(-1) | $1.5(-4) ; 8.8(-4)$ | $3.0(-5) ; 6.4(-5)$ | $1.3(-4) ; 4.1(-4)$ | $1.1(-5) ; 1.2(-3)$ | 8.2(-7); 3.0(-6) |
|  | 25 | $3.3(-2) ; 1.9(-1)$ | $2.3(-4) ; 1.3(-3)$ | $4.5(-4) ; 6.5(-4)$ | $2.0(-4) ; 4.1(-4)$ | 1.1(-3); 3.9(-3) | $1.7(-6) ; 7.2(-6)$ |
|  | 50 | 1.5(-1); 9.4(-1) | $7.7(-4) ; 4.0(-3)$ | $1.2(-4) ; 4.3(-4)$ | 2.6(-3); * | $1.1(-3) ; 1.0(-1)$ | 3.4(-5); $2.0(-4)$ |
| KM++ | 3 | 5.3(-2); 8.9(-2) | 1.1(-4); 2.8(-4) | $1.5(-5) ; 1.2(-4)$ | $7.7(-6) ; 1.6(-5)$ | $1.3(-5) ; 1.3(-5)$ | 1.6(-6); 1.1(-5) |
|  | 5 | 6.3(-3); 6.5(-2) | 1.8(-4); 9.4(-4) | 9.7(-5); $1.5(-3)$ | $5.3(-5) ; 5.6(-4)$ | $7.4(-6) ; 5.7(-4)$ | $1.3(-6) ; 1.3(-6)$ |
|  | 10 | 2.6(-2); 2.9(-1) | $5.7(-4) ; 1.2(-2)$ | $6.0(-4) ; 3.1(-3)$ | $1.1(-4) ; 4.2(-4)$ | $2.3(-5) ; 1.8(-3)$ | 1.6(-6); $7.2(-5)$ |
|  | 25 | 4.5(-2); 2.5(-1) | $4.0(-4) ; 2.2(-3)$ | 4.6(-3); * | $3.4(-4) ; 7.6(-4)$ | 1.1(-3); 1.2(-2) | $1.0(-5) ; 1.8(-4)$ |
|  | 50 | 1.6(-1); 1.1(0) | $1.6(-3) ; 1.3(-2)$ | 5.2(-2); * | 5.6(-3);* | $1.3(-3) ; 1.1(-1)$ | $1.2(-4) ; 2.1(-3)$ |
| AF $K$ MC2 | 3 | 6.1(-2); 1.5(0) | 3.0(-3); 7.2(-3) | 7.9(-3); 7.9(-3) | 4.9(-4); 8.0(-4) | 6.7(-4); 6.7(-4) | $2.2(-4) ; 2.2(-4)$ |
|  | 5 | 5.7(-2); 8.0(-2) | $3.2(-3) ; 8.1(-3)$ | 1.0(-2); 5.7(-2) | 1.9(-3); 9.5(-3) | 8.3(-4); 8.3(-4) | $6.2(-5) ; 6.2(-5)$ |
|  | 10 | 5.5(-1); 4.0(0) | $4.8(-3) ; 2.3(-2)$ | $3.7(-2) ; 1.4(-1)$ | $5.8(-3) ; 1.4(-2)$ | $1.0(-3) ; 1.7(-1)$ | $1.1(-4) ; 1.9(-4)$ |
|  | 25 | 1.1(0); 6.4(0) | 8.3(-3); 2.6(-2) | $4.6(-1) ; 6.6(-1)$ | $2.0(-2) ; 4.2(-2)$ | $2.0(-1) ; 5.6(-1)$ | 2.0(-4); 6.2(-4) |
|  | 50 | 3.6(0); 2.3(1) | $3.0(-2) ; 1.2(-1)$ | $1.6(-1) ; 7.9(-1)$ | 1.8(-1); 1.1(0) | $1.8(-1) ; 6.6(-1)$ | 3.5(-3); 9.8(-3) |
| $K \mathrm{M}++$ init | 3 | 1.9(-2); 1.9(-2) | 6.9(-4); 6.9(-4) | $2.7(-4) ; 2.7(-4)$ | 2.1(-4); 2.1(-4) | 1.7(-4); 1.7(-4) | 9.4(-6); 9.4(-6) |
|  | 5 | 1.9(-2); 1.9(-2) | $7.7(-4) ; 7.7(-4)$ | $3.3(-4) ; 3.3(-4)$ | 2.6(-4); 2.6(-4) | $2.2(-4) ; 2.2(-4)$ | $1.2(-5) ; 1.2(-5)$ |
|  | 10 | 2.6(-2); 2.6(-2) | $1.2(-3) ; 1.2(-3)$ | $4.4(-4) ; 4.4(-4)$ | $3.4(-4) ; 3.4(-4)$ | $3.0(-4) ; 3.0(-4)$ | $1.5(-5) ; 1.5(-5)$ |
|  | 25 | 4.1(-2); 4.1(-2) | $1.6(-3) ; 1.6(-3)$ | $6.0(-4) ; 6.0(-4)$ | $5.4(-4) ; 5.4(-4)$ | $4.7(-4) ; 4.7(-4)$ | $2.2(-4) ; 2.2(-4)$ |
|  | 50 | $3.4(-2) ; 3.4(-2)$ | $1.5(-3) ; 1.5(-3)$ | 7.4(-4); 7.4(-4) | 9.2(-4); $1.1(-3)$ | $6.5(-4) ; 6.5(-4)$ | $2.5(-5) ; 2.5(-5)$ |
| MB 100 |  | 5.0(-1); 3.4(0) | 2.4(-3); 5.8(-3) | 1.0(-3); 1.0(-3) | 4.4(-4); 7.2(-4) | $3.7(-4) ; 3.7(-4)$ | $2.3(-5) ; 2.3(-5)$ |
|  | 5 | 5.7(-2); 5.7(-2) | 2.0(-3); 5.1(-3) | $2.3(-3) ; 2.3(-3)$ | 1.6(-3); $6.5(-3)$ | 6.6(-4); $6.6(-4)$ | $1.4(-5) ; 1.4(-5)$ |
|  | 10 | $1.3(-1) ; 7.2(-1)$ | $3.2(-3) ; 1.5(-2)$ | $9.1(-3) ; 1.3(-2)$ | 5.1(-3); $1.2(-2)$ | $7.9(-4) ; 9.6(-2)$ | $3.0(-5) ; 3.9(-5)$ |
|  | 25 | 3.7(-1); 5.1(-1) | $3.0(-3) ; 9.2(-3)$ | $4.2(-3) ; 4.2(-3)$ | 1.6(-2); $2.3(-2)$ | $2.0(-1) ; 5.3(-1)$ | $4.9(-5) ; 4.9(-5)$ |
|  | 50 | $2.4(-1) ; 2.2(0)$ | $1.2(-2) ; 2.5(-2)$ | 2.3(-3); 2.3(-3) | 7.1(-2); 2.0(-1) | $1.8(-1) ; 6.4(-1)$ | $1.1(-4) ; 1.7(-4)$ |
| MB 500 | 3 | 5.0(-1); 1.2(0) | 1.3(-3); 2.2(-3) | 6.9(-4); 6.9(-4) | 2.1(-4); 2.6(-4) | $1.8(-4) ; 1.8(-4)$ | 2.6(-5); 2.6(-5) |
|  | 5 | 1.5(-2); 5.0(-2) | 7.3(-4); 1.6(-3) | $7.4(-4) ; 1.0(-3)$ | 9.7(-4); $7.5(-3)$ | 2.7(-4); $6.2-4)$ | $1.3(-5) ; 1.3(-5)$ |
|  | 10 | 9.0(-2); 6.6(-1) | $1.9(-3) ; 4.8(-3)$ | 1.6(-3); 2.4(-3) | 1.5(-3); $4.5(-3)$ | $6.4(-4) ; 6.6(-2)$ | $1.5(-5) ; 1.5(-5)$ |
|  | 25 | 1.6(-2); 3.2(-1) | $2.6(-3) ; 8.4(-3)$ | 4.7(-3); 1.6(-2) | $7.2(-3) ; 1.1(-2)$ | $1.1(-1) ; 3.0(-1)$ | $3.0(-5) ; 4.0(-5)$ |
|  | 50 | 1.4(-1); 1.2(0) | $6.0(-3) ; 2.4(-2)$ | 2.3(-3); 6.6(-3) | 3.1(-2); 9.7(-2) | 2.1(-1); $6.0(-1)$ | $6.0(-5) ; 9.3(-5)$ |
| MB 1000 | 3 | 5.2(-1); 1.3(0) | $6.9(-4) ; 1.6(-3)$ | 4.4(-4); 4.4(-4) | $1.8(-4) ; 2.9(-4)$ | $1.2(-4) ; 1.2(-4)$ | $1.2(-5) ; 1.2(-5)$ |
|  | 5 | 1.0(-2); 3.1(-2) | 7.1(-4); 1.1(-3) | 5.9(-4); 8.5(-4) | 5.5(-4); 4.0(-3) | 2.1(-4); 2.1 (-4) | 8.7(-6); 8.7(-6) |
|  | 10 | $3.4(-2) ; 2.5(-1)$ | $1.3(-3) ; 3.3(-3)$ | $1.0(-3) ; 1.6(-3)$ | $1.1(-3) ; 2.1(-3)$ | $2.8(-4) ; 2.0(-2)$ | $1.5(-5) ; 1.9(-5)$ |
|  | 25 | $7.9(-2) ; 2.2(-1)$ | $1.2(-3) ; 3.8(-3)$ | 7.6(-3); $2.5(-2)$ | 6.7(-3); $8.2(-3)$ | 8.5(-2); 2.3(-1) | $2.3(-5) ; 3.0(-5)$ |
|  | 50 | 8.9(-2); 7.6(-1) | $4.7(-3) ; 1.9(-2)$ | $3.0(-3) ; 8.4(-3)$ | $2.4(-2) ; 7.7(-2)$ | $1.6(-1) ; 4.6(-1)$ | $7.1(-5) ; 1.7(-4)$ |

Table 4.2: BWKM distance proportion with respect to the considered methods for reaching under $<5 \% ;<1 \%$ of their relative error (In our notation, $\left.5.6(-2)=5.6 \times 10^{-2}\right)$.

Regardless of this, even when considering the most unfavorable setting for BWKM (smallest data set size with large dimension, i.e., $C I F$ ), for small $K$ values, our proposal still managed to converge to competitive solutions (under $1 \%$ of error when compared to the competition) at a fast rate (reducing on average up to 2 orders of distance computations). Note that for small $K$ values, since the number of centroids is small, one may not need to reduce the diagonal of the blocks so abruptly to verify the well assignment criterion. On the other hand, for the largest numbers of clusters, BWKM still generated solutions of the same quality but struggled to reduce the number of computations: BWKM computed the same order of distances as the Minibatch based methods to generate approximations with a similar error.

In the case of small data sets with low dimensionality ( $3 R N$ ), BWKM performs much better in comparison to the previous case: In 4 out of 5 values of $K$, $\mathrm{BW} K \mathrm{M}$ actually generates the most competitive solutions. In particular, in order to achieve a relative error of under $1 \%$ of error, BWKM reduces between

1 to 3 orders of magnitude of distances with respect to the Minibatch based methods, and 2 to 4 orders of magnitude against the Lloyd's based methods. Furthermore, for the medium size data sets with low dimensionality (HPC), BWKM has a similar performance, leading on average to the most qualitative solution in 3 out of 5 values of $K$, while reducing between 1 to 4 orders of magnitude of distances with respect to the Minibatch based methods, and 2 to 5 orders of magnitude against the Lloyd's based methods to generate solutions under $5 \%$ of their error.

If we consider the case of the medium to large data sets with larger dimensionality ( $G S$ and $S U S Y$ ), in order to reach a $5 \%$ relative error, BWKM decreases between 1 to 4 orders of magnitude with respect to the Minibatch based methods and 3 to 6 orders in comparison to the Lloyd's based methods. Moreover, BWKM obtains the solutions with the lowest errors in 5 out of 10 configurations.

For the largest data set ( $W U Y$ ), BWKM got its best performance. Again, it usually generated the most competitive solutions (in 4 out of 5 cases), however, in this case, as expected BWKM computes an amount of distance from 4 to 6 and 3 to 7 orders of magnitude lower than the Minibatch and the Lloyd's based algorithms to reach a relative error of under $1 \%$ with respect to them, respectively.

Finally, we would like to highlight that BWKM, already at its first iterations, reaches a relative error much lower than $K M++$ init in all the configurations requiring to compute an amount of distances from 2 to 6 order of magnitude lower. This fact strongly motivates the use of BWKM as a competitive initialization strategy for Lloyd's algorithm.

Undoubtedly BWKM achieves its best results in terms of the trade-off between number of distance computations and the quality of the solution obtained, when dealing with large data sets with small dimensions (tall data), therefore its use is mostly recommended for this setting. In any case and in spite of considered configuration, BWKM shows a quite competitive performance when compared to the state-of-the-art, leading to reductions of several orders of distance computations while converging to sets of centroids with a similar and/or lower error than the one achieved by the considered algorithms. Furthermore, it must be highlighted that the modifications made in the cutting criterion allowed our algorithm to scale to dimensions that were intractable for the previous grid based RPKM in Chapter 3.

### 4.3 Conclusions

In this chapter, we have presented an alternative to the $K$-means algorithm, oriented to massive data problems, called the Boundary Weighted $K$-means algorithm (BWKM). This approach recursively applies a weighted version of the $K$-means algorithm over a sequence of spatial based partitions of the data set that ideally contains a large amount of well assigned blocks, i.e., cells of the
spatial partition that only contain instances with the same cluster affiliation. It can be shown that our weighted error approximates the $K$-means error function, as we increase the number of well assigned blocks, see Theorem 3. Ultimately, if all the blocks of a spatial partition are well assigned at the end of a BWKM step, then the obtained clustering is actually a fixed point of the $K$-means algorithm, which is generated after using only a small number of representatives in comparison to the actual size of the data set (Theorem 4). Furthermore, if, for a certain step of BWKM, this property can be verified at consecutive weighted Lloyd's iterations, then the error of our approximation also decreases monotonically (Theorem 10).

In order to achieve this, in Section 4.1.1 we designed a criterion to determine those blocks that may not be well assigned. One of the major advantages of the criterion is its low computational cost: It only uses information generated by the weighted $K$-means algorithm -distances between the center of mass of each block and the set of centroids- and a feature of the corresponding spatial partition -diagonal length of each block-. This allows us to guarantee that, even in the worst possible case, BWKM does not have a computational cost higher than that of the $K$-means algorithm. In particular, the criterion is presented in Theorem 2 and states that, if the diagonal of a certain block is smaller than half the difference of the two the smallest distances between its center of mass and the set of centroids, then the block is well assigned.

In addition to all the theoretical guarantees that motivated and justify our algorithm (see Section 4.1 and Appendix 2.1), in practice, we have also observed its competitiveness with respect to the state-of-the-art (Section 4.2). BWKM has been compared to Lloyd's algorithm initialized with Forgy's approach and $K$-means++, the AF $K M C 2$ algorithm and the Minibatch $K$ means.

The results, on different well known real data sets, show that BWKM in several cases ( 18 out of 35 configurations) has generated the most competitive solutions. Furthermore, in 206 out of 210 cases, BWKM has converged to solutions with a relative error of under $1 \%$ with respect to the considered methods, while using a much smaller amount of distance computations (up to 7 orders of magnitude lower).

As for the next steps, we plan to exploit different benefits of BWKM. First of all, observe that the proposed algorithm is embarrassingly parallel up to the $K$-means ++ seeding of the initial partition (over a very tiny amount of representatives when compared to the data set size), hence we could implement this approach in a more appropriate platform for this kind of problems, as is the case of Apache Spark. Moreover, we must point out that BWKM is also compatible with the distance pruning techniques presented in [24, 25, 26, 28, therefore, we could also implement these techniques within the weighted Lloyd framework of BWKM and reduce, even more, the number of distance computations.

## A cheap feature selection approach for the $K$-means algorithm

The increase in the number of features that can be perceived in a wide variety of areas, such as genome sequencing, computer vision and sensor networks, represents a challenge for the $K$-means algorithm due to the curse of dimensionality. On the other hand, even when the results presented in Chapter 4 are very competitive and show the advantages of using BWKM for data sets with a large number of in- stances, the quality guarantees of BWKM are still dependant on the diagonal length of the cells in the spatial partition. Since the partition strategy introduced in BWKM divides the selected blocks along a single dimension, it will take more BWKM iterations to generate partitions with mostly well assigned blocks, as the dimensionality of the data set increases. This problem not only affects the quality of the approximation, but also increases the number of distance computations, since the number of representatives is also higher, see Section .2.2. In this regard, different dimensionality reduction approaches for the $K$-means algorithm have been recently designed, leading to algorithms that have proved to generate competitive clusterings, see Section 1.1.1.3 Unfortunately, most of these techniques tend to have very high computational costs and may not be easy to parallelize [64, 69]. In this chapter, we address the problem of dimensionality reduction for the $K$-means problem via a feature selection-type approach. Our goal is to create a low cost, fully-parallel algorithm that is able to keep the quality of the clustering structure for large dimensional datasets. We additionally provide theoretical guarantees for the $K$-means error obtained by our proposal.

A first step in this direction is the design of a measure that allows us to score the importance of a given variable with respect to the corresponding $K$ means problem. In particular, given an approximation to the $K$-means problem (with the corresponding clustering and prototypes), the propose measure consists of evaluating the effect of eliminating a variable (fixing the associated entry of the cluster prototypes to a given value) on the obtained clustering and the $K$-means error increase that such an action carries on.

In Fig 5.1, we can observe an intuition of the proposed idea on a 2D mixture of Gaussians and 2 clusters. In the first figure, we show, in different colors, a
clustering, $\mathcal{P}_{i}$, and its associated centers of mass (black dots), $C_{i}$. Moreover, in the last two figures, we observe the variation on the clusterings that takes place when the centers of mass, in $C_{i}$, are fixed to a given value in either dimension. In this case, it is clear that dimension 2 ( $y$-axis) provides less information of the obtained clustering structure, since, when fixed, the clustering remains invariant with respect to the original one. Therefore, dimension 1 ( $x$-axis) is a better candidate to be selected. Rather than analyzing the clustering reassignments, in the practice, we evaluate the error increase with respect to the original clustering and select those variables with the largest scores.


Fig. 5.1: Illustration on the proposed feature selecion rule, $K=2$.

As we will explain more detailedly afterwards, such a feature selection rule will be used in parallel on different groups of dimensions. In particular, in Fig 5.2, we provide a sketch of the proposed algorithm for the $K$-means problem.

As shown in Fig 5.2, our approach mainly consists of three steps. First, given the number of features that we wish to select, $m$, the set of dimensions $\{1, \ldots, d\}$ is divided into the smallest number of chunks possible, $\left\{D_{1}, \ldots, D_{t}\right\}$, so that all parties have similar cardinalities and are upperbounded by $m$. Observe that, for the first requirement, the lowest number of parties needed is given by $t=\left\lceil\frac{d}{m}\right\rceil$. Moreover, for the latter requirement, it is always possible to find a partition of the dimension set, for which
$\max _{i \in\{1, \ldots, t\}}\left|D_{i}\right|-\min _{i \in\{1, \ldots, t\}}\left|D_{i}\right| \leq 1$ 耳, The partition of the data set is then given by $\left\{X_{D_{1}}, \ldots, X_{D_{t}}\right\}$, where $X_{D_{i}}$ stands for extracting the columns in $D_{i}$ of $X$. We refer to this process as Split step.

Afterwards, we make use of the variable importance score that we previously described. In particular, a $\lambda$-approximate $K$-means algorithm (algorithm $\mathcal{A}$ ) is applied, in parallel, over each chunk $X_{D_{i}}$ and, as commented before, the obtained clustering is used to score the importance of each feature in $X_{D_{i}}$, by approximating the error increment that would happen if a given feature is eliminated (Local approximation step). After submitting the score of each variable to a central server, the $m$ variables that seem to affect the clustering quality the most, are selected, and algorithm $\mathcal{A}$ is applied over them to obtain our clustering approximation (Global approximation step). As we will discuss in Section 5.1.1 this process leads to different theoretical guarantees in terms of the quality of the obtained solution.


Fig. 5.2: Sketch of the proposal.

This proposal is partially motivated to the existance of different competitive approximations to the $K$-means algorithm, such as [78, 79, 59, 62, that do not scale well on the dimensionality of the problem. This approach would then allow the use of these techniques to approximate the solution of the clustering problem on subsets with a tractable number of dimensions. It must be pointed out that there exists other approaches, such as [80], in which the dimensions are also partitioned across multiple machines. However, in [80], the clustering information obtained, after executing $K$-means algorithm on each partition, is used to construct a coreset of $K^{t}$ instances, rather than to perform a dimensionality reduction. On the other hand, we must remark that other feature

[^13]selection/extraction- distributed techniques, such as [81, 70, splits the dataset $X$ along its instances (rows) rather than along its dimensions (columns).

The rest of this article is organized as follows: In Section 5.1, we describe in detail the proposed algorithm and discuss some of its properties. In Section 5.2, we analyze the performance of the proposed algorithm with respect to different feature selection/extraction techniques, in terms of the clustering quality and the computational time. Finally, in Section 5.3, we define the next steps and possible improvements to our current work.

### 5.1 K-means relevance for feature selection

In this section, we formally describe our proposal, the $K$-means relevance for feature selection algorithm, or just $K \mathbf{M R}$. As we previously commented, $K \mathrm{MR}$ is an alternative to the classical $K$-means algorithm, that uses the clustering information obtained on different subsets of dimensions, to discard those features that affect the least the clustering structure of the original dataset, when not considered. Each step of $K M R$ is constructed in such a way that the heuristic used to obtain the clustering, algorithm $\mathcal{A}$, is always applied on subsets of dimensions upper-bounded by $m$. As we commented before, this last characteristic might be of special interest for different heuristics for the $K$-means problem, that are quite competitive on low dimensionalities, but that do not scale well on this factor, see [78, 79, [59, 62].

As we already commented, the initial phase of $K \mathrm{MR}$ cosists of partitioning the data set along its dimensions into the lowest number of regularlysized groups that are upper-bounded by $m$ (Split step). Such a partition is then used to perform the feature selection (Local approximation step) and the respective clustering approximation over the selected variables (Global approximation step). As these last two phases share important similarities, in the following section we comment on both of them.

### 5.1.1 Local/Global approximation step

As we described earlier, given a partition of the dimensionality set by Split step, in Local approximation step, we evaluate the effect of each variable on the clustering structure in a given set of dimensions, $D_{i}$. In particular, we propose a simple criterion, that leads to different theoretical guarantees in terms of the $K$-means error. Such a criterion consists of primarily running algorithm $\mathcal{A}$ on $X_{D_{i}}$, to unveil the clustering structure for a predefined subset of dimensions $D_{i}$. Afterwards, the obtained solution, $C_{i}$, and its corresponding clustering, $\mathcal{P}_{i}$, is used to determine a subset of dimensions in $D_{i}$, for which the clustering structure does not have a major variation (measured via the $K$-means error), if discarded.

Unfortunately, as we may wish to select a set of dimensions from a given subset $D \subseteq\{1, \ldots, d\}$, evaluating the clustering obtained for all the possible
combinations of fixed dimensions could be an expensive task. To tackle this difficulty, in Theorem 5, we present a simple way of computing the importance of a variable on, $D$, inspired on the previous idea, but that does not require the computation of the clustering re-assignements that occur when fixing a dimension. This measurement, additionally, provide us with a bound to the $K$-means error increment that the new modified clustering carries on.

Theorem 5 Given a dimensions subset $D \subseteq\{1, \ldots, d\}$, a set of centroids $C=\left\{\boldsymbol{c}_{1}, \ldots, \boldsymbol{c}_{K}\right\}$ in $\mathbb{R}^{|D|}$ and its associated clustering $\mathcal{P}=\left\{P_{1}, \ldots, P_{K}\right\}$, then for any subset $S=\left\{s_{1}, \ldots, s_{m}\right\} \subseteq D$ and vector $\boldsymbol{v}=\left(v_{1}, \ldots, v_{m}\right)$, the set of centroids $C^{\prime}=\left\{\boldsymbol{c}_{1}^{\prime}, \ldots, \boldsymbol{c}_{K}^{\prime}\right\}$, defined as

$$
\boldsymbol{c}_{l, j}^{\prime}= \begin{cases}\boldsymbol{c}_{l, j}, & \text { if } j \in S  \tag{5.1}\\ v_{j}, & \text { otherwise }\end{cases}
$$

satisfies $E^{X_{D}}\left(C^{\prime}\right) \leq E^{X_{D}}(C)+\sum_{j \in D \backslash S} t_{j}$, where

$$
\begin{equation*}
t_{j}=\sum_{l=1}^{K}\left|P_{l}\right| \cdot\left(\boldsymbol{c}_{l, j}-v_{j}\right)^{2} \tag{5.2}
\end{equation*}
$$

Theorem 5 offers a simple way of quantifying the importance of a certain dimension, in terms of its impact on the quality of the obtained clustering. Such a measurement consists on fixing the corresponding entry, on each center of mass, to a given value, $v_{\gamma}{ }^{2}$, and estimating the increase of the error that it implies. Observe that computing the scores of all the variables $j \in D, t_{j}$, can be done in just $\mathcal{O}(K \cdot|D|)$ time. A particular benefit of this approach, relies on the fact that the effect of each variable is additive (Eq.5.2), meaning that the corresponding error increase of each dimension is independent of the subset of fixed dimensions, $D \backslash S$. In Remark 1 we comment on a straightforward feature selection process, based on Theorem 5, that leads to a $1+\varepsilon$ - approximation of $E^{X_{D}}(C)$.

Remark 1 Using Theorem 5, we can minimize the size of the set of features selected, $S \subseteq D$, needed to keep a $1+\varepsilon$-approximation of $C$. This can be easily done by computing the set $\left\{t_{j}\right\}_{j=1}^{|D|}$ and sorting it increasingly, $\left\{t_{j:|D|}\right\}_{j=1}^{|D|}$. We then determine the largest index $k \in\{1, \ldots,|D|\}$ for which, $\sum_{l=1}^{k} t_{l:|D|} \leq$ $\varepsilon \cdot E^{X_{D}}\left(C_{i}\right)$ holds, i.e., $E^{X_{D}}\left(C^{\prime}\right) \leq(1+\varepsilon) \cdot E^{X_{D}}(C)$. Therefore, the features selected, $S \subseteq D$, correspond to those dimensions associated to the last $|D|-k$ entries in $\left\{t_{j:|D|}\right\}_{j=1}^{|D|} \cdot{ }^{3}$.

[^14]The construction proposed in Remark 1 is fairly simple and can be done in $\mathcal{O}(|D| \cdot \max \{n \cdot K, \log |D|\})$ time (incluiding the computation of the $K$-means error). Furthermore, if we use Remark 1 to select a set of variables $S_{i} \subseteq D_{i}$, for all $i \in\{1, \ldots, t\}$, then applying algorithm $\mathcal{A}$ on $S=\bigcup_{i=1}^{t} S_{i}$ leads to a $\mathcal{O}(1+\varepsilon)$ - approximation of the $K$-means problem in $X$, see Theorem 6 .

Theorem 6 Given a data set $X$, a constant $\varepsilon>0$ and a partition of the dimensions $\{1, \ldots, d\}$ into $t$ disjoint groups $\left\{D_{1}, \ldots, D_{t}\right\}$, if the set of features selected $S_{i} \subseteq D_{i}$ is obtained via Remark 1, for all $i \in\{1, \ldots, t\}$, then the output of a $\lambda$-approximate $K$-means algorithm (algorithm $\mathcal{A}$ ) on $S=\bigcup_{i=1}^{t} S_{i}$, $C^{*}$, satisfies

$$
\begin{equation*}
E^{X}\left(C^{*}\right) \leq \varphi \cdot(1+\varepsilon) \cdot E^{X}\left(C_{o p t}\right) \tag{5.3}
\end{equation*}
$$

where $C_{o p t}=\underset{C \subseteq \mathbb{R}^{d},|C|=K}{\arg \min } E^{X}(C), \varphi=\lambda^{2} \cdot \frac{E_{K=1}^{X_{S}, o p t}}{\sum_{i=1}^{t} E^{X_{S i}}\left(C_{i}\right)}$ and, $E_{K=1}^{X_{S}, \text { opt }}$, is the optimal value of the 1-means error on $X_{S}$.

The result presented in Theorem 6 shows that, by performing such a feature selection procedure, that locally controls the increase of the $K$-means error in different groups of dimensions, allows us to preserve the same order of accuracy when compared over the entire set of dimensions. In particular, one must observe that the approach presented in Remark 1 in fact, intends to minimize the quality ratio, $\varphi \geq 1$, as it tends to select those features that maximizes $E^{X_{S_{i}}}\left(C_{i}\right)$ for all $i \in\{1, \ldots, t\}$. In addition, and as commented in Section 5.1, we would like to highlight that, for $K=\mathcal{O}(1)$, there exist different polynomial-time approximation schemes for the $K$-means algorithm [27, 60. This fact indicates that the approximation ratio, $\lambda$, can be taken to be $1+\varepsilon$, for any constant $\varepsilon>0$ 80. In other words, we can additionally reduce the number of instances being used in both phases of the algorithm, i.e., Local approximation step and Global approximation step, and the obtained set of centroids, $C^{*}$, would still be a $\mathcal{O}\left((1+\varepsilon)^{3}\right)$ - approximation.

Besides the fact that Remark 1 offers a simple and yet effective way of selecting the features in a parallel manner, while controlling the quality of the approximation, for this approach there is no guarantee that the set of features selected, $S$, satisfies the equality $|S|=m$. To tackle this difficulty, we will consider different values $\varepsilon_{i}>0$, for each party $D_{i}$ in $i \in\{1, \ldots, t\}$, such that the total number of selected features is $|S|=m$. In this regard, we can take into consideration the following corollary.

Corollary 2 Given a set of positive constants $\left\{\varepsilon_{1}, \ldots, \varepsilon_{t}\right\}$, then if the set of features selected $S_{i} \subseteq D_{i}$ is obtained via Remark 1, with $\varepsilon=\varepsilon_{i}$, for all $i \in$ $\{1, \ldots, t\}$, then the output of a $\lambda$-approximate $K$-means algorithm (algorithm $\mathcal{A}$ ) on $S=\bigcup_{i=1}^{t} S_{i}, C^{*}$, satisfies

$$
\begin{equation*}
E^{X}\left(C^{*}\right) \leq \varphi \cdot\left(1+\max _{i \in\{1, \ldots, t\}} \varepsilon_{i}\right) \cdot E^{X}\left(C_{o p t}\right) \tag{5.4}
\end{equation*}
$$

Corollary 2 provides us a heuristic to decide how many features should be selected from each of chunk of dimensions $D_{i}$ : Apply the approach discussed in Remark 1 with a set of epsilons $\left\{\varepsilon_{1}, \ldots, \varepsilon_{t}\right\}$, for which $|S|=\sum_{i=1}^{t}\left|S_{i}\right|=m$ and $\max _{i \in\{1, \ldots, t\}} \varepsilon_{i}$ is minimized. In particular, using Remark 1 , we observe that, in order to select $d_{i}$ variables from $D_{i}$, we just need to set $\varepsilon_{i}=\sum_{l=1}^{\left|D_{i}\right|-d_{i}} \frac{t_{l:\left|D_{i}\right|}^{i}}{E^{X_{D_{i}}\left(C_{i}\right)}}$. Hence, we can approach the feature selection by solving the following problem:

Problem 1 Determine a set of non-negative integers $\left\{d_{1}, \ldots, d_{t}\right\}$, such that $\sum_{i=1}^{t} d_{i}=m$ and $\max _{i \in\{1, \ldots, t\}} \sum_{l=1}^{\left|D_{i}\right|-d_{i}} \frac{t_{l:\left|D_{i}\right|}^{i}}{E^{X} D_{i}\left(C_{i}\right)}$ is minimized.

If we define the lists $\mathcal{E}_{i}=\left\{\sum_{l=1}^{\left|D_{i}\right|-d_{i}} \frac{t_{l:\left|D_{i}\right|}^{i}}{E^{X_{D_{i}}\left(C_{i}\right)}}\right\}_{d_{i}=0}^{\left|D_{i}\right|-1}$, for all $i \in\{1, \ldots, t\}$, we can solve Problem 1 by selecting the $m$ largest entries in $\left\{\mathcal{E}_{1}, \ldots, \mathcal{E}_{t}\right\}$. However, as the lists $\mathcal{E}_{i}$, for all $i \in\{1, \ldots, t\}$, are previously sorted in Remark 1. Problem 1 can be easily solved by recursively comparing if $\max _{i \in\{1, \ldots, t\}} \mathcal{E}_{i}^{d_{i}}$ decreases, where $d_{i}$ is the number of variables selected from the $D_{i}$, when we decide selecting one more variable from any subset of variables, which is taken from the one corresponding to the largest error. This process has a $\mathcal{O}(t)$ time complexity per iteration 4

Finally, after selecting $m$ features via the previous approach, the last step of $K \mathrm{MR}$ is to apply algorithm $\mathcal{A}$ on $X$ restricted to the features selected (Global approximation step). In Algorithm 9, we put together all the steps that were just discussed, which constitutes the $K \mathrm{MR}$ algorithm.

[^15]```
Algorithm 9: \(K\)-means relevance for feature selection
    Input: Dataset \(X\), number of clusters \(K\) and \(m<d\).
    Output: Approximation of Eq 1.1, \(C^{*}\).
    - Split step:
    - Set \(t=\left\lceil\frac{d}{m}\right\rceil, f=m \cdot t-d\) and divide \(\{1, \ldots, d\}\) into \(t\) disjoint parties,
        \(\left\{D_{1}, \ldots, D_{t}\right\}\), where \(\left|D_{i}\right|=m-\left\lfloor\frac{f}{t}\right\rfloor-1\), for \(i \leq f-\left\lfloor\frac{f}{t}\right\rfloor \cdot t\), and
        \(\left|D_{i}\right|=m-\left\lfloor\frac{f}{t}\right\rfloor\), otherwise.
    - Local approximation step:
    for \(i=1, \ldots, t\) do
            - Apply algorithm \(\mathcal{A}\) on \(X\) (restricted to \(\left.D_{i}\right) \rightarrow\) Obtains set of
                centroids \(C_{i}=\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{K}\right\}\) and clusterings \(\mathcal{P}_{i}=\left\{P_{1}, \ldots P_{K}\right\}\).
            - Compute \(t_{j}^{i}=\sum_{l=1}^{K}\left|P_{l}\right| \cdot\left(\mathbf{c}_{l, j}-v_{j}\right)^{2}\) for all \(j \in D_{i}\).
            - Sort \(\left\{t_{1}^{i}, \ldots, t_{\left|D_{i}\right|}^{i}\right\}\) increasingly \(\rightarrow\left\{t_{1:\left|D_{i}\right|}^{i}, \ldots, t_{\left|D_{i}\right|:\left|D_{i}\right|}^{i}\right\}\).
            - Set \(\mathcal{E}_{i}=\left\{\sum_{l=1}^{1} \frac{t_{l:\left|D_{i}\right|}^{i}}{E_{D_{i}}^{X}\left(C_{i}\right)}, \ldots, \sum_{l=1}^{\left|D_{i}\right|} \frac{t_{l:\left|D_{i}\right|}^{i}}{E_{D_{i}}^{X}\left(C_{i}\right)}\right\}\).
    end
    - Feature selection step:
    - Select \(m\) largest variables from \(\left\{\mathcal{E}_{1}, \ldots, \mathcal{E}_{t}\right\} \rightarrow\) Set of features \(D\).
    - Global approximation step:
    -Apply algorithm \(\mathcal{A}\) on \(X\), restricted to the dimensions \(D \rightarrow\) Obtains
        clustering \(\mathcal{P}=\left\{P_{1}, \ldots P_{K}\right\}\).
    Return \(C^{*}=\left\{\overline{P_{1}}, \ldots, \overline{P_{K}}\right\}\).
```

The complexity of algorithm 9 depends of the cost of algorithm $\mathcal{A}$. In particular, if we set algorithm $\mathcal{A}$ to be the standard $K$-means algorithm [14, $K$-means++ algorithm [49] or even the Boundary Weighted $K$-means algorithm [79], the cost of algorithm $\mathcal{A}$ is bounded by $\mathcal{O}(n \cdot K \cdot m)$. Hence, the computational cost of Local approximation step, on each machine, is $\mathcal{O}(m \cdot \max \{n \cdot K, \log m\})$. Afterwards, selecting the $m$ features can be done in $\mathcal{O}(t)$ and applying Global approximation step is $\mathcal{O}(n \cdot K \cdot m)$. A further interesting remark is that $K \mathrm{MR}$, in the extreme case $K=n$, is equivalent to selecting the $m$ features with the largest variances, which is another commonly used feature selection strategy [65, 66].

### 5.2 Experiments

In this section, we perform a series of experiments so as to analyze the tradeoff between the computational time and the quality of the approximation

[^16]obtained by the $K$-means algorithm, after applying it on a wide variety of pre-processed data sets via different dimensionality reduction techniques.

Given a predefined number of features to be extracted/selected, we compare the performance of the $K$-means relevance for feature selection ( $K \mathbf{M R}$ ) with respect to the $K$-means algorithm ${ }^{[6]}$ applied on $m$ features selected via i) Laplacian Scores (LS), ii) Maximum variance (MaxVar) and iii) Uniformly at random (Rand), or extracted via i) Random Projections (RP), ii) Principal Component Analysis (PCA) and iii) Singular Value Decomposition (SVD). We analyze the performance of these methods on a wide variety of well-known real data sets (see Table 5.1) with different scenarios of the clustering problem. The number of features to be selected/extracted is fixed as $m \in\{10,25,50,75,100\}$. Furthermore, due to the random nature of the experimental setting, each experiment has been repeated 20 times.

Table 5.1: Information of the data sets.

| Data Set | $n$ | $K$ | $d$ |
| :---: | ---: | ---: | ---: |
| KC1 Binary | 145 | 2 | 91 |
| Amazon Mechanical | 180 | 10 | 500 |
| Micro Mass | 571 | 20 | 1300 |
| Breast Cancer | 604 | 2 | 10936 |
| Arcene NIPS | 700 | 2 | 10000 |
| Gene RNA-Seq | 801 | 5 | 20531 |
| Ova Uterus | 1545 | 2 | 10936 |
| Madelon NIPS | 2000 | 2 | 500 |


| Data Set | $n$ |  |  |
| :---: | ---: | ---: | ---: |
| mfeat Fourier | 2000 | 10 | 76 |
| Scene | 2407 | 3 | 299 |
| GINA Agnostic | 3468 | 2 | 970 |
| Bio Response | 3751 | 2 | 1776 |
| Spambase | 4601 | 2 | 57 |
| Waveform Generator | 5000 | 3 | 40 |
| Satellite Image | 6430 | 6 | 36 |
| USPS LeCun | 7291 | 10 | 256 |

For each experimental setting, we evaluate the relative $K$-means error obtained for each method $M, \hat{E}_{M}=\frac{E_{M}-E_{K M++}}{E_{K M++}}$, where $E_{M}$ and $E_{K M++}$ stand for the $K$-means error of method $M \in\{K \mathrm{MR}, \mathrm{LS}, \mathrm{MaxVar}$, Rand, PCA, RP, SVD $\}$ and $K \mathrm{M}++$, over all the dimensions of the data set, respectively. To analyze how well each method preserves the clustering quality when compared to $K \mathrm{M}++$, we additionally present the Adjusted Rand Index (ARI) [82, 83] of each method $M$ with respect to the clustering obtained by $K M++$. In terms of the computational resources, we show the proportion of the computational time of each method $M, t_{M}$, with respect to that of $K \mathrm{M}++, \hat{t}_{M}=\frac{t_{M}}{t_{K M++}}$. To start the analysis, in Tab 5.2 5.3, we show the average for these factors, over all the data sets and considered methods.

[^17]Table 5.2: Relative error - average over all data sets-.

| Method | $m=10$ | $m=25$ | $m=50$ | $m=75$ | $m=100$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $K M R$ | $4.1 \times 10^{-2}$ | $1.2 \times 10^{-2}$ | $6.4 \times 10^{-3}$ | $4.0 \times 10^{-3}$ | $2.3 \times 10^{-3}$ |
| LS | $2.7 \times 10^{-1}$ | $9.8 \times 10^{-2}$ | $7.6 \times 10^{-2}$ | $4.8 \times 10^{-2}$ | $5.0 \times 10^{-2}$ |
| MaxVAR | $8.6 \times 10^{-2}$ | $2.5 \times 10^{-2}$ | $1.3 \times 10^{-2}$ | $1.0 \times 10^{-2}$ | $9.0 \times 10^{-3}$ |
| RAND | $2.9 \times 10^{-1}$ | $2.0 \times 10^{-1}$ | $1.6 \times 10^{-1}$ | $1.2 \times 10^{-1}$ | $1.2 \times 10^{-1}$ |
| PCA | $1.6 \times 10^{-3}$ | $1.7 \times 10^{-3}$ | $8.4 \times 10^{-6}$ | $5.3 \times 10^{-5}$ | $7.7 \times 10^{-5}$ |
| RP | $9.3 \times 10^{-2}$ | $3.5 \times 10^{-2}$ | $1.2 \times 10^{-2}$ | $1.3 \times 10^{-2}$ | $7.8 \times 10^{-3}$ |
| SVD | $4.0 \times 10^{-4}$ | $5.9 \times 10^{-4}$ | $7.2 \times 10^{-5}$ | $8.4 \times 10^{-5}$ | $7.9 \times 10^{-5}$ |

Table 5.3: (ARI, Relative computational time) - average over all data sets-.

| Method | $m=10$ | $m=25$ | $m=50$ | $m=75$ | $m=100$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| KMR | $(0.69,0.28)$ | $(0.75,0.34)$ | $(0.77,0.27)$ | $(0.80,0.25)$ | $(0.83,0.20)$ |
| LS | $(0.42,5.78)$ | $(0.60,5.82)$ | $(0.56,1.56)$ | $(0.63,1.60)$ | $(0.60,1.51)$ |
| MAxVAR | $(0.63,0.27)$ | $(0.72,0.32)$ | $(0.70,0.25)$ | $(0.71,0.23)$ | $(0.68,0.19)$ |
| RAND | $(0.23,0.29)$ | $(0.37,0.33)$ | $(0.27,0.27)$ | $(0.45,0.25)$ | $(0.46,0.20)$ |
| PCA | $(0.93,0.42)$ | $(0.95,0.54)$ | $(0.94,0.52)$ | $(0.95,0.53)$ | $(0.95,0.55)$ |
| RP | $(0.49,0.31)$ | $(0.63,0.35)$ | $(0.66,0.29)$ | $(0.68,0.28)$ | $(0.74,0.23)$ |
| SVD | $(0.92,0.40)$ | $(0.94,0.50)$ | $(0.94,0.50)$ | $(0.95,0.54)$ | $(0.96,0.60)$ |

At first glance, we observe that, among the feature selection techniques, $K \mathrm{MR}$ obtains on average both the lowest relative error and largest ARI with respect to the clusterings achieved by $K \mathrm{M}++$. In particular, for the different numbers of features to be selected, $m, K \mathrm{MR}$ consistently obtains average error with a relative error under 0.05 with respect to $K \mathrm{M}++$. This is, the clustering obtained after executing $K$-means++, on the features selected by $K \mathrm{MR}$, usually had an error increment of under $5 \%$ of the lowest error achieved by $K \mathrm{M}++$ over the original data set. On the other hand, MaxVar also generated competitive approximations, however, for the largest numbers of features selected $m=\{50,75,100\}$, it has 1 order of magnitude of additional error when compared to $K \mathrm{MR}$, as well as a significantly smaller ARI (for $m=100$, under 0.15 smaller than $K M R$ ). On the other hand, both, LS and Rand, obtained the largest relative errors (for all settings, at least, one order of magnitued larger than $K \mathrm{MR}$ ) and the smallest ARI (under 0.15 with respect to $K \mathrm{MR}$, in every case). For the feature extraction techniques, we observe that SVD and PCA obtained fairly competitive approximations, preserving almost identically the clustering structure achieved by $K \mathrm{M}++$, while RP generates least accurate approximations, which are commonly improved by $K M R$. For all the methods, it is clear that as we increase the number features to be extracted/selected, the quality of the approximations improves drastically (at least one order of magnitude of relative error for each method). On the other
hand, in Tab 5.3. we observe that all the feature selection approaches, except for LS, have similar computational times, which are, on average, under $35 \%$ of the time required by $K \mathrm{M}++$. For the feature extraction methods, we observe that PCA and SVD required, on average, up to 3 times the computational time needed by $K M R$ when extracting the largest number of variables.

### 5.2.1 Feature Selection

In Fig 5.3, we can observe the results obtained in all 16 data sets for feature selection. As we just commented, among these methods, $K$ MR obtained the most accurate approximations, reducing in average, at least one order of relative error, for $m \in\{50,75,100\}$ and regularly reaching an ARI w.r.t. $K \mathrm{M}++$ clustering over 0.05 higher than that achieved by the other approaches. On the downside, LS and Rand consistently obtained by far the least competitive clusterings.


Fig. 5.3: Feature Selection output for all data sets -boxplot-.

In spite of the competitive performance in terms of the quality of the approximation, $K \mathrm{MR}$ required the same order of computational time as MaxVar and Rand. Such a behavior is expected, as all these three methods have a time complexity dominated by the $K$-means run, over the selected variables, which
is linear w.r.t. $n, K$ and $m$. To observe this in more detail and, as the data sets presented in Tab 5.1 have a quite different characteristics, we have divided each factor (dimensionality, number of instances and classes) into three regularly-sized groups and computed the relative error, relative computational time and ARI, for all the feature selection methods, see Tab 5.4 5.6

Table 5.4: (Relative error, ARI, Relative computational time) - average over groups of dimensions-.

| Method | $d \leq 100$ | $100<d<1000$ | $d \geq 1000$ |
| :---: | :---: | :---: | :---: |
| KMR | $\left(1.1 \times 10^{-2}, 0.88,0.80\right)$ | $\left(2.1 \times 10^{-2}, 0.70,0.28\right)\left(1.0 \times 10^{-2}, 0.81,0.04\right)$ |  |
| LS | $\left(2.6 \times 10^{-1}, 0.59,12.47\right)$ | $\left(6.2 \times 10^{-2}, 0.48,2.09\right)\left(1.1 \times 10^{-1}, 0.60,0.91\right)$ |  |
| MaxVAR | $\left(6.4 \times 10^{-2}, 0.81,0.77\right)$ | $\left(3.3 \times 10^{-2}, 0.60,0.24\right)\left(1.9 \times 10^{-2}, 0.71,0.05\right)$ |  |
| Rand | $\left(2.3 \times 10^{-1}, 0.57,0.78\right)$ | $\left(7.6 \times 10^{-2}, 0.34,0.30\right)\left(2.6 \times 10^{-1}, 0.31,0.04\right)$ |  |

Table 5.5: (Relative error, ARI, Relative computational time) - average over groups of classes-.

| Method | $K \leq 3$ | $3<K<10$ |
| :---: | :---: | :---: |
| KMR | $\left(5.1 \times 10^{-3}, 0.75,0.18\right)\left(1.6 \times 10^{-2}, 0.91,0.40\right)\left(3.0 \times 10^{-2}, 0.70,0.41\right)$ |  |
| LS | $\left(1.3 \times 10^{-1}, 0.52\right.$, | $2.82)\left(8.3 \times 10^{-2}, 0.63,7.16\right)\left(1.1 \times 10^{-1}, 0.60,2.04\right)$ |
| MAxVAR $\left(1.1 \times 10^{-2}, 0.65,0.18\right)\left(6.5 \times 10^{-2}, 0.84,0.38\right)\left(5.4 \times 10^{-2}, 0.66,0.37\right)$ |  |  |
| Rand $\left(1.4 \times 10^{-1}, 0.28,0.17\right)\left(1.4 \times 10^{-1}, 0.56,0.45\right)\left(3.5 \times 10^{-1}, 0.44,0.39\right)$ |  |  |

Table 5.6: (Relative error, ARI, Relative computational time) - average over groups of instances-.

| METHOD | $n \leq 750$ | $750<n<2500$ |
| :---: | :---: | :---: |
| KMR $\left(1.1 \times 10^{-2}, 0.81,0.28\right)\left(5.0 \times 10^{-3}, 0.89,0.24\right)\left(3.0 \times 10^{-2}, 0.62,0.31\right)$ |  |  |
| LS $\left(1.7 \times 10^{-1}, 0.42,0.66\right)\left(8.6 \times 10^{-2}, 0.70,1.75\right)\left(1.0 \times 10^{-1}, 0.60,8.79\right)$ |  |  |
| MAXVAR $\left(1.8 \times 10^{-2}, 0.79,0.26\right)\left(5.1 \times 10^{-3}, 0.85,0.23\right)\left(7.7 \times 10^{-2}, 0.40,0.30\right)$ |  |  |
| RaND $\left(3.0 \times 10^{-1}, 0.31,0.32\right)\left(1.4 \times 10^{-1}, 0.37,0.23\right)\left(1.0 \times 10^{-1}, 0.42,0.28\right)$ |  |  |

According to Tab 5.4 5.6 it is clear that regardless of the clustering scenario, $K \mathrm{MR}$, on average, provides both the lowest relative error and largest ARI w.r.t. $K \mathrm{M}++$. However, in spite of the groups selected for each factor (dimensionality, number of instaces and classes), we do not observe a major variation in terms of the quality of the obtained clusterings. As shown, in both Tab $5.2,5.3$ and Fig 5.3 , the number of features selected indeed has a larger effect in the comparison of the clusterings obtained by the different methods
considered w.r.t. $K \mathrm{M}++$. As previosuly discussed, in terms of the computational time, for the different configurations considered, KMR, MaxVar and Rand have comparable time requirements, however LS also has a poor performance in this regard, specially as increasing the number of instances, e.g., for the group " $n \geq 2500$ ", LS had a computational time 28.35 times larger than that of $K \mathrm{MR}$, on average.

### 5.2.2 Feature Extraction

In this section we perform the same analysis as in Section 5.2.1, but comparing $K \mathrm{MR}$ to the different feature extraction techniques considered: In Fig 5.4 we observe the results obtained for all the data sets w.r.t. the number of features extracted. Moreover, in Tab 5.7.5.9, we present the relative error, relative computational time and ARI and for the different groups of dimensionality, number of instances and classes.


Fig. 5.4: Feature Extraction output for all data sets -boxplot-.

Table 5.7: (Relative error, ARI, Relative computational time) - average over groups of dimensions-.

| Method | $d \leq 100$ | $100<d<1000$ |
| :---: | :---: | :---: |
| KMR | $\left(1.1 \times 10^{-2}, 0.88,0.80\right)\left(2.1 \times 10^{-2}, 0.70,0.28\right)\left(1.0 \times 10^{-2}, 0.81,0.04\right)$ |  |
| PCA | $\left(4.0 \times 10^{-3}, 0.94,0.90\right)\left(1.0 \times 10^{-3}, 0.96,0.52\right)\left(2.2 \times 10^{-5}, 0.93,0.34\right)$ |  |
| RP | $\left(5.1 \times 10^{-2}, 0.73,0.79\right)\left(3.0 \times 10^{-2}, 0.50,0.31\right)\left(3.7 \times 10^{-2}, 0.69,0.08\right)$ |  |
| SVD | $\left(1.4 \times 10^{-3}, 0.93,0.91\right)\left(1.2 \times 10^{-3}, 0.96,0.48\right)\left(3.0 \times 10^{-5}, 0.93,0.37\right)$ |  |

Table 5.8: (Relative error, ARI, Relative computational time) - average over groups of classes-.

| Method | $K \leq 3$ | $3<K<10$ |
| :---: | :---: | :---: |
| $K M R$ | $\left(5.1 \times 10^{-3}, 0.75,0.18\right)\left(1.6 \times 10^{-2}, 0.91,0.40\right)\left(3.0 \times 10^{-2}, 0.70,0.41\right)$ |  |
| PCA | $\left(1.3 \times 10^{-4}, 0.97,0.46\right)\left(1.6 \times 10^{-3}, 0.97,0.72\right)\left(1.4 \times 10^{-5}, 0.85,0.47\right)$ |  |
| RP | $\left(1.9 \times 10^{-2}, 0.59,0.20\right)\left(4.5 \times 10^{-2}, 0.80,0.49\right)\left(8.1 \times 10^{-2}, 0.58,0.41\right)$ |  |
| SVD | $\left(1.0 \times 10^{-5}, 0.97,0.47\right)\left(1.8 \times 10^{-3}, 0.96,0.64\right)\left(2.0 \times 10^{-5}, 0.85,0.48\right)$ |  |

Table 5.9: (Relative error, ARI, Relative computational time) - average over groups of instances-.

| Method | $n \leq 750$ | $750<n<2500$ | $n \geq 2500$ |
| :---: | :---: | :---: | :---: |
| KMR | $\left(1.1 \times 10^{-2}, 0.81,0.28\right)\left(5.0 \times 10^{-3}, 0.89,0.24\right)\left(3.0 \times 10^{-2}, 0.62,0.31\right)$ |  |  |
| PCA | $\left(2.0 \times 10^{-3}, 0.88,0.62\right)\left(1.6 \times 10^{-5}, 0.97,0.43\right)\left(9.3 \times 10^{-5}, 0.98,0.48\right)$ |  |  |
| RP | $\left(3.4 \times 10^{-2}, 0.68,0.33\right)\left(5.6 \times 10^{-2}, 0.65,0.25\right)\left(4.2 \times 10^{-2}, 0.55,0.33\right)$ |  |  |
| SVD | $\left(2.7 \times 10^{-4}, 0.87,0.56\right)\left(2.2 \times 10^{-5}, 0.97,0.46\right)\left(1.7 \times 10^{-4}, 0.98,0.49\right)$ |  |  |

In this case, the analysis of the results, especially in terms of the computational time, is more interesting than in Section 5.2.1, as the time demands are not neccesarily dominated by the corresponding $K$-means run for each method. We can see in Tab 5.7 5.9 that there is no clear improvement/ diminishment, in terms of clustering quality (relative error and ARI), as we increase either of the three factors. As we show in Tab 5.25 .3 and Fig 5.4 the quality of the obtained clustering seems to be largely dominated by the number of features extracted, regardless of the method, as in Section 5.2.1. In any case, despite of the considered setting, we must remark that KMR outperforms the clustering quality of RP, in both ARI and error.

In terms of the computational time required w.r.t. $K \mathrm{M}++$, we observe a large effect of the orginal dimensionality of the data set, $d$. Unfortunately, as the dimensionality reduction step via SVD and PCA is supralinear w.r.t. $d$, this phase is far more time consuming than running the $K$-means algorithm
on the extracted/selected variables. For this reason, we observe that in the group " $d \leq 100$ ", PCA and SVD just need, on average, 1.17 and 1.16 times the amount computational time of $K M R$, while, for " $d \geq 1000$ ", the time demands increase to 8.50 and 9.25 times, respectively. In other words, methods like $K \mathrm{MR}$ and RP can be more suitable for pre-processing massive data sets.

On the other hand, $K$ MR also outperforms time-wise RP. However, in this case the time reduction is not significant. This is due to the fact that the computational time of RP also grow linearly with respect to the different factors and that, its feature extraction step, is independent of the number of classes. Hence, as we consider larger values of clusters, we expect a more competitive perfomance, in terms of computational resources for RP, specially when $d \leq K$, which is a very unlikely case as most of the applications considered for this analysis tend to have massive dimensionalities.

Regardless of the characteristics of the clustering problem, we observe that $K \mathrm{MR}$ shows a very competitive performance, in both quality of the obtained solution and computational time, when compared to different feature selection techniques, with particular emphasis on LS. Furthermore, our extensive experimental analysis also shows that, even when $K M R$ is a feature selection technique, it is able to outperform, in both accuracy and computational time, well-known feature extraction technique used for for the $K$-means problem, such as RP, which makes it a very suitable pre-processing alternative to other approaches that may not scale well on massive data sets, such as SVD and PCA.

### 5.3 Conclusions

In this chapter, we propose a fully-parellelizable cheap feature selection technique intended for the $K$-means algorithm called the $K$-means relevance for feature selection algorithm, or just $K$ MR. It consists of solving the $K$-means problem, on small subsets of dimensions of the original dataset, across multiple machines and using the obtained clustering information to upper-bound the increase in the $K$-means error when a certain feature is not selected. The cost of the proposed method is $\mathcal{O}(m \cdot \max \{n \cdot K, \log m\})$, where $m$ is the number of features selected, per machine. Besides providing a bound to the $K$ means error obtained by these technique, in the practice we compare $K \mathrm{MR}$ to different well-known feature selection and feature extraction techniques, commonly used for the $K$-means problem, on a wide variety of real-life data sets. The obtained results testify that $K M R$ regularly obtains solutions with lower $K$-means than all the considered feature selection techniques: Laplacian scores, maximum variance and random selection, while also requiring similar or lower computational times than these approaches. Even more interesting, $K$ MR when compared to feature extraction techniques, such as Random Projections, also shows a noticeable improvement in both error and computational time.

As a future step, since our technique consists of solving multiple smalldimensional $K$-means problems, we would like to analyze the effect of using different coreset techniques, such as [22, 23, 78, 27, 59, 60], to further reduce the computational requirements of our approach. Moreover, we also plan to design a feature extraction technique of the same nature of $K M R$, that allows us not to fully lose the information of given feature when not selected.

## An efficient Split-Merge re-start for the $K$-means algorithm

As it is well documented in the literature, one factor that must be considered when reducing the computational requirements of the $K$-means algorithm, is the quality of its initialization [49, 44, 45, 46, 47, A poor initialization not only may affect the quality of the obtained approximation, but may also increase tremendously the number of iterations required to convergence [74, 47]. In order to ease the convergence to competitive approximations of the $K$-means problem, the common practice is to re-start multiple times Lloyd's algorithm, with different seeds, and to keep the solution with the lowest error [45, 46]. Taking this into consideration, in this chapter, we address the problem of $K$ means algorithm convergence to uncompetitive approximations. In particular, we propose a low-cost re-start strategy that, by using the clustering information of any fixed point of Lloyd's algorithm, constructs a set of centroids with a similar or lower error than that of the given fixed point and that is also likely to lie on a different basin of attraction.

As we already mentioned, the standard approach is to apply Lloyd's algorithm several times, with a predetermined seeding strategy, and to pick the set of centroids with the lowest $K$-means error [45, 46]. Unfortunately, one of the biggest drawbacks of this approach is that no information is transmitted from one re-start to another, which could be a key element to avoid converging to the same local minima several times, as well as for reducing the number of iterations executed when running Lloyd's algorithm.

In this sense, we propose a re-start to the $K$-means algorithm, based on a Split-Merge approach, that only uses information associated to the current $K$-means local minima. Such a technique generates a new initialization to the $K$-means algorithm by placing an additional centroid on a certain cluster $P_{s}$, from which a large amount of error can be reduced (SplitStep). Afterwards, two other clusters $P_{i}$ and $P_{j}$ are merged. These clusters are ideally close to each other, and so their union does not add a significant error to our approximation (MergeStep). Under certain conditions (see for instance Theorem 8), this process itself already generates a set of centroids $C^{\prime}$ with an associated error lower than that of the previous fixed point. Although such a descent may
not always occur, this process still generates a re-initialization that is likely to be located at a different basin of attraction and with a $K$-means error close to that of the current local minima, which may allow the subsequent Lloyd's algorithm run to reduce the error.

In terms of the split step, our proposal has some similarities to that of the $X$-means algorithm 84. However, this method, as well as others of similar nature, such as ISODATA [85], deals with different problems, e.g., determining an adequate number of clusters. Contrary to these techniques, our approach uses different seeding techniques (based on the $K$-means++ algorithm) which commonly lead to more competitive results [49]. Moreover, we also provide different error descent conditions for our Split-Merge process, while the aforementioned algorithms do not provide any kind of theoretical guarantees.

The rest of this article is organized as follows: We first describe in detail the proposed algorithm and discuss some of its properties. Afterwards, we analyze its performance w.r.t. the state-of-the-art (Multi-start Forgy $K$-means, $K$ means++, Hartigan) and define the next steps and possible improvements to our current work.

### 6.1 The Split-Merge $K$-means algorithm

In this section, we formally introduce the Split-Merge $K$-means algorithm, or just SMK-means (Algorithm 10). The SMK-means can be seen as a multi-start approach that re-initializes the $K$-means algorithm by applying a Split-Merge step over the clustering obtained in the previous iteration, $\mathcal{P}$.

```
Algorithm 10: SMK-means Algorithm
    Input: Data set \(X\), number of clusters \(K\) and an initial set of centroids
    \(C^{\prime}\).
    Output: Local minima of Eq.1.1, C.
    - Step 1 ( \(\operatorname{Alg}\) 1): \(C^{\prime}, \mathcal{P}=\operatorname{Lloyd}\left(X, K, C^{\prime}\right)\)
    while not Stopping Criterion do
        - Set \(C=C^{\prime}\).
        - Step 2 (Alg 11): \(C^{\prime}, \mathcal{P}^{\prime}=\operatorname{SplitStep}(C, \mathcal{P})\)
        - Step 3 (Alg, 12): \(C^{\prime}=\operatorname{MergeStep}\left(C^{\prime}, \mathcal{P}^{\prime}\right)\)
        - Step 4 (Alg 11): \(C^{\prime}, \mathcal{P}=\operatorname{Lloyd}\left(X, K, C^{\prime}\right)\)
    end
    Return \(C\)
```

In Step 1 and Step 4, Lloyd's algorithm is applied and the obtained set of centroids (and their corresponding clusters) are used in Step 2 and Step 3 to generate the new re-initialization: Step 2 divides the cluster from where the largest error reduction is achieved, while Step 3 merges the pair of clusters whose fusion produces the smallest increase in the error. The goal is that this
re-initialization mechanism facilitates the convergence of Lloyd's algorithm to a competitive local minima by detecting those regions that might be under and/or over-represented ${ }^{17}$

We would like to point out that, in the first iteration of Algorithm 10, the while loop is always executed. Afterwards, the proposed Stopping Criterion is to run the algorithm as long as the error obtained in Step 4 decreases with respect to this value in the previous iteration, i.e., $E_{X}\left(C^{\prime}\right)<E_{X}(C)$. In general, note that our Split-Merge procedure modifies, at most, three of the current clusters, therefore one would also expect a faster convergence of Lloyd's algorithm, in Step 4, for our new set of centroids than for Forgy's or $K$-means++ re-start (see the experiments section).

### 6.1.1 Cluster Split (SplitStep)

The SplitStep (Algorithm 10, Step 2) is the phase of the re-initialization in which we intend to determine a convenient region to place an additional centroid. To do so, one can re-use the distances computed in the last iteration of Step 1 and Step 4 to determine the cluster from where the largest error reduction is attained by placing an extra centroid. In particular, in order to quantify such an error decrease, we propose to apply a 2 -means algorithm run on each cluster.

Formally speaking, given a set of centroids, $C=\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{K}\right\}$, and its corresponding clustering, $\mathcal{P}=\left\{P_{1}, \ldots, P_{K}\right\}$, SplitStep (Algorithm 11) approximates a solution to the 2 -means problem over each cluster $P_{k}$ via a 2 -means algorithm run. This process generates pairs of centroids $\left\{\mathbf{c}_{k}^{1}, \mathbf{c}_{k}^{2}\right\}$ for $k \in\{1, \ldots, K\}$ and then the new centroid is placed on the cluster $P_{s}$ satisfying

$$
\begin{equation*}
s=\underset{k \in\{1, \ldots, K\}}{\arg \max } \underbrace{E_{P_{k}}\left(\left\{\mathbf{c}_{k}\right\}\right)-E_{P_{k}}\left(\left\{\mathbf{c}_{k}^{1}, \mathbf{c}_{k}^{2}\right\}\right)}_{g_{k}} \tag{6.1}
\end{equation*}
$$

Observe that if we denote by $P_{k}^{1}=\left\{\mathbf{x} \in P_{k}:\left\|\mathbf{x}-\mathbf{c}_{k}^{1}\right\|^{2} \leq\left\|\mathbf{x}-\mathbf{c}_{k}^{2}\right\|^{2}\right\}$ and $P_{k}^{2}=P_{k} \backslash P_{k}^{1}$, then $g_{k}=\left|P_{k}^{1}\right| \cdot\left\|\mathbf{c}_{k}-\mathbf{c}_{k}^{1}\right\|^{2}+\left|P_{k}^{2}\right| \cdot\left\|\mathbf{c}_{k}-\mathbf{c}_{k}^{2}\right\|^{2}$. In other words, as we want to maximize the error reduction, we are looking for a large cluster $P_{s}$ whose 2-means centroids are as far as possible from the center of mass of the cluster $P_{s}, \overline{P_{s}}$.

[^18]```
Algorithm 11: SplitStep
    Input: Set of centroids, \(C=\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{K}\right\}\), and its corresponding
    clustering, \(\mathcal{P}=\left\{P_{1}, \ldots, P_{K}\right\}\).
    Output: Updated clustering \(\mathcal{P}^{\prime}\) and centers of mass, \(C^{\prime}\).
    - Step 1: Apply 2-means on \(P_{k}\) for \(k \in\{1, \ldots, K\}\).
    - Step 2: Select cluster \(P_{s}\) satisfying
\[
s=\underset{k \in\{1, \ldots, K\}}{\arg \max } E_{P_{k}}\left(\left\{\mathbf{c}_{k}\right\}\right)-E_{P_{k}}\left(\left\{\mathbf{c}_{k}^{1}, \mathbf{c}_{k}^{2}\right\}\right)
\]
- Step 3: Update centers of mass and clusterings:
\[
C^{\prime}=\left\{C \backslash\left\{\mathbf{c}_{s}\right\}\right\} \cup\left\{\mathbf{c}_{s}^{1}, \mathbf{c}_{s}^{2}\right\}, \mathcal{P}^{\prime}=\left\{\mathcal{P} \backslash\left\{P_{s}\right\}\right\} \cup\left\{P_{s}^{1}, P_{s}^{2}\right\}
\]
```

Return $C^{\prime}, \mathcal{P}^{\prime}$
Even when the split step described in Algorithm 11 has some similarities with the one proposed in the $X$-means algorithm [84, we must remark that, in [84], the local 2-means approximation is initialized via a perturbation of each center of mass along a random direction, while, in our case, we use 2means++. As can be seen in the upcoming sections, the effectiveness of our re-initialization process highly depends upon the quality of the approximation obtained for the different 2-means problems. Hence, the use of a seeding technique with strong quality guarantees, such as $K$-means ++ , is of our interest. Overall, the cost of SplitStep is $\mathcal{O}(n \cdot d)$.

### 6.1.2 Clusters Merge (MergeStep)

In MergeStep (Algorithm 10, Step 3), we intend to determine a region of the space that is likely to be overrepresented. In particular, our proposed MergeStep (Algorithm 12) consists of putting together the pair of clusters that minimizes the error increase after being fused. One way of estimating such an error increase, without recomputing all the pairwise instance-centroid distances, consists of merging the clusters $P_{i}$ and $P_{j}$ that minimize

$$
\begin{equation*}
f_{i, j}=E_{P_{i, j}}\left(\left\{\mathbf{c}_{i, j}\right\}\right)-\left(E_{P_{i}}\left(\left\{\mathbf{c}_{i}\right\}\right)+E_{P_{j}}\left(\left\{\mathbf{c}_{j}\right\}\right)\right), \tag{6.2}
\end{equation*}
$$

where $P_{i, j}=P_{i} \cup P_{j}$ and $\mathbf{c}_{i, j}=\overline{P_{i, j}}=\frac{\left|P_{i}\right| \cdot \mathbf{c}_{i}+\left|P_{j}\right| \cdot \mathbf{c}_{j}}{\left|P_{i}\right|+\left|P_{j}\right|}$. The next result shows that we can compute $f_{i, j}$ using only the distances $\left\|\mathbf{c}_{i}-\mathbf{c}_{j}\right\|^{2}$ :

Theorem 7 Given two clusters $P_{i}$ and $P_{j}$ and their corresponding centers of mass $\boldsymbol{c}_{i}$ and $\boldsymbol{c}_{j}$, then $f_{i, j}=\frac{\left|P_{i}\right| \cdot\left|P_{j}\right|}{\left|P_{i}\right|+\left|P_{j}\right|} \cdot\left\|\boldsymbol{c}_{i}-\boldsymbol{c}_{j}\right\|^{2}$.

Therefore, MergeStep can be done exactly in $\mathcal{O}\left(K^{2} \cdot d\right)$ and the final cost of the re-initialization is $\mathcal{O}\left(\max \left\{n, K^{2}\right\} \cdot d\right)$, which is cheaper than a single Lloyd's algorithm run.

```
Algorithm 12: MergeStep
    Input: Set of centers of mass, \(C=\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{K+1}\right\}\), and its associated
    clustering, \(\mathcal{P}=\left\{P_{1}, \ldots, P_{K+1}\right\}\).
    Output: Re-initialization \(C^{\prime}\).
    - Step 1: Select clusters \(P_{i}\) and \(P_{j}\), such that \(i, j=\underset{l<k, l \neq K}{\arg \min } f_{l, k}\).
    - Step 2: Update centers of mass:
                    \(C^{\prime}=\left\{C \backslash\left\{\mathbf{c}_{i}, \mathbf{c}_{j}\right\}\right\} \cup\left\{\frac{\left|P_{i}\right| \cdot \mathbf{c}_{i}+\left|P_{j}\right| \cdot \mathbf{c}_{j}}{\left|P_{i}\right|+\left|P_{j}\right|}\right\}\)
    Return \(C^{\prime}\)
```

Observe that the input of MergeStep is a set of $K+1$ centroids and their corresponding clusters as it comes after SplitStep (see Algorithm 10). Without loss of generality, we assume $P_{K}$ and $P_{K+1}$ to be the pair of clusters generated by SplitStep. Note that the conditions $l<k$ and $l \neq K$ ensure that we are not merging the centroids generated by SplitStep, $\mathbf{c}_{K}$ and $\mathbf{c}_{K+1}$.

### 6.1.3 Error descent conditions

In comparison to more restrictive techniques, such as Hartigan's heuristic 51] and the "first variation" for the spherical $K$-means 86, where only a single instance is used to split one cluster and merge to another, our Split-Merge procedure is not necessarily meant to generate a re-initialization with a lower error than that of a given local minima. Instead, its goal is to construct a competitive seed that is likely to be located at a different basin of attraction. In this section, however, we comment on some conditions for which our SplitMerge procedure itself improves the quality of the approximation.

First of all, it should be observed that, as there might be instances in $P_{i, j}$ which are reassigned to other clusters in the application of Lloyd's algorithm after MergeStep, the following inequality holds for the obtained set of centroids $C^{\prime}=\left\{C \backslash\left\{\mathbf{c}_{s}, \mathbf{c}_{i}, \mathbf{c}_{j}\right\}\right\} \cup\left\{\mathbf{c}_{s_{1}}, \mathbf{c}_{s_{2}}, \frac{\left|P_{i}\right| \mathbf{c}_{i}+\left|P_{j}\right| \cdot \mathbf{c}_{j}}{\left|P_{i}\right|+\left|P_{j}\right|}\right\}: E_{X}\left(C^{\prime}\right) \leq$ $E_{X}\left(\left\{C \backslash\left\{\mathbf{c}_{s}\right\}\right\} \cup\left\{\mathbf{c}_{s}^{1}, \mathbf{c}_{s}^{2}\right\}\right)+f_{i, j} \leq E_{X}(C)+f_{i, j}-g_{s}$. In other words, if our Split-Merge process determines clusters $P_{s}, P_{i}$ and $P_{j}$ for which $f_{i, j}-g_{s}<0$, then already our re-initialization, $C^{\prime}$, has a lower $K$-means error than the departing fixed point, $C$. Moreover, in the following result, we provide an error descent condition after the Split-Merge re-initialization, which can be verified before Step 4 of Algorithm 10, using only the information of the local minima.

Theorem 8 Given a Lloyd's algorithm fixed point, C, if the SMK-means algorithm splits a cluster $P_{s}$, taking the corresponding 2-means initialization
via $D^{2}$-sampling ${ }^{2}$ and $\min _{l \neq k \neq s} \frac{\left|P_{l}\right| \cdot\left|P_{k}\right|}{\left|P_{l}\right|+\left|P_{k}\right|} \cdot\left\|\boldsymbol{c}_{l}-\boldsymbol{c}_{k}\right\|^{2} \leq \frac{E_{P_{s}}\left(\left\{\boldsymbol{c}_{s}\right\}\right)}{\left|P_{s}\right|}$, then the reinitialization $C^{\prime}$ satisfies $E_{X}\left(C^{\prime}\right) \leq E_{X}(C)$, on average.

Theorem 8 implies that the larger the average error is in the cluster to be split and the smaller the closest distance between the different pairs of centroids is, then the more likely it is for our Split-Merge criterion to generate a set of centroids that, without any Lloyd's iteration, has a $K$-means error smaller than that of the precedent local minima. At the end of the experimental section, we can observe that in practice such a descent is very likely to occur, especially when the number of clusters is large.

### 6.2 Experiments

In this chapter, we perform a set of experiments so as to analyze the trade-off between the number of distances computed ${ }^{3}$ and the quality of the approximation obtained by the SMK-means algorithm (SMKM) and different wellknown multi-start approaches. In particular, we compare the performance of SMKM, initialized via Forgy ( $\mathbf{S M} K \mathbf{M r}$ ) and $K$-means++ ( $\mathbf{S M} K \mathbf{M}++$ ), to multiple re-starts $4^{4}$ of Lloyd's algorithm initialized via Forgy ( $\mathbf{F} K \mathbf{M}$ ) and $K$-means $++(K \mathbf{M}++)$, as well as to Lloyd's algorithm re-initialized via Hartigan's heuristic $(\mathbf{H} K \mathbf{M}++ \text { and } \mathbf{H} K \mathbf{M r})^{5}$.

In order to have a better understanding of SMKM, we analyze its performance on a variety of real data sets (see Table 6.1) with different scenarios of the clustering problem: size of the data set, $n$, and dimension of the instances, $d$. For each data set we also considered a different number of clusters, $K=\{10,25,50,100,250\}^{6}$. Given the random nature of the algorithms, each experiment has been repeated 20 times.

[^19]Table 6.1: Information of the data sets.

| Data Set | $n$ | $d$ |
| :---: | ---: | ---: |
| Breast Cancer $(B C)$ | 569 | 30 |
| Digits $(D I G)$ | 1,797 | 64 |
| Anuran Calls $(A C)$ | 7,193 | 22 |
| Human Activity Recognition $(H A R)$ | 7,351 | 561 |
| Sensor Vehicle Accoustic $(S V A)$ | 78,823 | 50 |
| 3D Road Network $(3 R N)$ | 434,874 | 3 |
| Household Power $(H P)$ | $2,049,280$ | 7 |
| Gas Sensor $(G S)$ | $4,208,259$ | 19 |

In Fig. 6.1 6.6 and Table $6.2,6.8$ we compare the different methods in terms of the quality of their approximation and the number of distance computations. To make such a comparison, we use the relative error with respect to the best solution found at each repetition of the experiment, for each data set and number of clusters, $\hat{E}_{M}=\frac{E_{M}-\min _{M^{\prime} \in \mathcal{M}} E_{M^{\prime}}}{\min _{M^{\prime} \in \mathcal{M}} E_{M^{\prime}}}$, where $\mathcal{M}$ is the set of algorithms being compared and $E_{M}$ the $K$-means error obtained by $M \in \mathcal{M}$. In terms of the computational resources, we show the proportion of the distances computed by each method w.r.t. the method that computed the lowest number of distances, i.e., $\hat{D C} C_{M}=\frac{D C_{M}}{\min _{M^{\prime} \in \mathcal{M}} D C_{M^{\prime}}}$, where $D C_{M}$ is the number of distances computed by $M \in \mathcal{M}$, as well as the relative number of Lloyd's iterations, i.e., $\hat{I t}{ }_{M}^{i}=\frac{I t_{M}^{i}}{\min _{M^{\prime} \in \mathcal{M}, \forall j} I t_{M^{\prime}}^{j}}$, where $I t_{M}^{i}$ is the number of Lloyd iterations up to the $i^{\text {th }}$ re-start of $M \in \mathcal{M}$.

### 6.2.1 Quality of the approximation

In Fig 6.1 and Table 6.2, 6.3 , the quality of the clusterings obtained by each method is analyzed. In general, one can observe that both versions of SMKM ( $\mathrm{SM} K \mathrm{Mr}$ and $\mathrm{SM} K \mathrm{M}++$ ) systematically converge to the approximations with the lowest $K$-means error. In particular, for the different 800 settings considered in our experimental setting, Table 6.3 shows that, among the methods that are initialized via Forgy (F $K$ M, HKMr and SMKMr) SMKMr obtained the best clustering in $71.625 \%$ of the cases, while SMKM++ achieved the lowest error in $77.250 \%$ of the cases when compared to the methods initialized via $K$-means $++(K \mathrm{M}++, \mathrm{H} K \mathrm{M}++$ and $\mathrm{SM} K \mathrm{M}++)$. On the other hand, the approach that converged to the best solution the least times is Lloyd's algorithm re-initialized via Hartigan's heuristic ( $\mathrm{H} K \mathrm{Mr}$ and $\mathrm{H} K \mathrm{M}++$ ).

Table 6.2: Relative error after last re-start (average over all data sets).

| Method | $K=10$ | $K=25$ | $K=50$ | $K=100$ | $K=250$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| F $K$ M | $2.8 \times 10^{-2}$ | $1.7 \times 10^{-1}$ | $3.6 \times 10^{-1}$ | $5.3 \times 10^{-1}$ | $7.7 \times 10^{-1}$ |
| $K$ M ++ | $1.6 \times 10^{-3}$ | $6.1 \times 10^{-3}$ | $1.1 \times 10^{-2}$ | $1.4 \times 10^{-2}$ | $2.4 \times 10^{-2}$ |
| H $K$ Mr | $7.7 \times 10^{-2}$ | $2.8 \times 10^{-1}$ | $4.2 \times 10^{-1}$ | $6.1 \times 10^{-1}$ | $9.0 \times 10^{-1}$ |
| HKM++ | $1.6 \times 10^{-2}$ | $2.0 \times 10^{-2}$ | $1.8 \times 10^{-2}$ | $1.3 \times 10^{-2}$ | $1.1 \times 10^{-2}$ |
| SM $K$ Mr | $2.5 \times 10^{-3}$ | $3.6 \times 10^{-3}$ | $3.4 \times 10^{-3}$ | $3.7 \times 10^{-3}$ | $6.4 \times 10^{-3}$ |
| SM $K M++2.9 \times 10^{-3}$ | $4.1 \times 10^{-3}$ | $2.7 \times 10^{-3}$ | $3.5 \times 10^{-3}$ | $4.2 \times 10^{-3}$ |  |

Table 6.3: Lowest error approximation (percentage).

| F $K M$ | $\mathrm{H} K \mathrm{Mr}$ | $\mathrm{SM} K \mathrm{Mr}$ |
| :---: | :---: | :---: |
| $17.250 \%$ | $11.125 \%$ | $71.625 \%$ |


| $K \mathrm{M}++\mathrm{H} K \mathrm{M}++$ | $\mathrm{SM} K \mathrm{M}++$ |  |
| :--- | :--- | :--- |
| $13.625 \%$ | $9.125 \%$ | $77.250 \%$ |

As we can verify in Table 6.2 and Fig 6.1 not only are the clusterings obtained by SMKMr and SMKM++ normally the most competitive ones, but their errors tend to be much lower than those of the other methods. In particular, regardless of the number of clusters, the relative error of either version of SMKM is usually of the order $10^{-3}$, i.e., $\mathrm{SM} K \mathrm{Mr}$ and $\mathrm{SMKM}++$ obtain approximations with under $1 \%$ of added relative error w.r.t. to the best solution found. On the other hand, for the largest numbers of clusters, $K \in\{100,250\}, \mathrm{F} K \mathrm{M}, K \mathrm{M}++, \mathrm{H} K \mathrm{Mr}$ and $\mathrm{H} K \mathrm{M}++$ generated on average clusterings with one or two additional orders of magnitude of relative error when compared to $\mathrm{SM} K \mathrm{Mr}$ and $\mathrm{SM} K \mathrm{M}++$.


Fig. 6.1: Final relative error for each method (boxplot).

In order to better appreciate the potential of the proposed Split-Merge process, in terms of the quality of its approximation, we could focus the analysis on those methods that are initialized via Forgy, F $K \mathrm{M}, \mathrm{H} K \mathrm{Mr}$ and $\mathrm{SM} K \mathrm{Mr}$, since the error obtained after their first iteration tends to be much higher than the optimal error. In this case, we can observe that the average final relative error of both $\mathrm{H} K \mathrm{Mr}$ and $\mathrm{F} K \mathrm{M}$ is two orders of magnitude higher than that of $\mathrm{SM} K \mathrm{Mr}$, for all the number of clusters, except $K=10$. In the supplemental material, we present additional figures that show the performance of the algorithms on the different data sets. In these figures, we can also observe that both $\mathrm{SM} K \mathrm{Mr}$ and $\mathrm{SM} K \mathrm{M}++$ have a much faster rate of convergence than the competition, e.g., for $S V A$ and $K=250$, SM $K$ Mr only needed, on average, $16 \%$ and $6 \%$ of the distances computed by F $K \mathrm{M}$ and $\mathrm{H} K \mathrm{Mr}$, respectively, to generate solutions with the same error, while SMKM++ only computed $16 \%$ and $2 \%$ of the distances of $K \mathrm{M}++$ and $\mathrm{H} K \mathrm{M}++$, respectively.

### 6.2.2 Distance Computations

Besides the remarkable clustering quality achieved by both SMKM++ and $\mathrm{SM} K \mathrm{Mr}$, these methods commonly required a much smaller number of distance computations than $K \mathrm{M}++$, $\mathrm{F} K \mathrm{M}, \mathrm{H} K \mathrm{M}++$ and $\mathrm{H} K \mathrm{Mr}$ to generate solutions of better or similar quality to them. Furthermore, as we can see in Fig 6.2 and Table 6.4 6.6, such a statement does not change if we consider instead the total number of distance computations for each method - for which our proposal reduces, on average, up to 2 orders of magnitude of relative error w.r.t. the other algorithms-.


Fig. 6.2: Final relative distance computations for each method (boxplot).

Table 6.4: Final relative distances computed (average over all data sets).

| Method | $K=10$ |  |  |  |  |  | $K=25$ | $K=50$ | $K=100$ | $K=250$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FKM | 22.75 | 19.54 | 17.39 | 15.88 | 16.84 |  |  |  |  |  |
| $K \mathrm{M}++$ | 16.45 | 15.79 | 14.24 | 13.15 | 12.67 |  |  |  |  |  |
| HKMR | 3.99 | 5.86 | 9.54 | 16.04 | 43.06 |  |  |  |  |  |
| HKM++ | 2.94 | 4.43 | 6.80 | 11.76 | 30.26 |  |  |  |  |  |
| SM $K$ Mr | 4.06 | 4.55 | 5.45 | 6.77 | 10.90 |  |  |  |  |  |
| SM $K$ M ++ | 2.84 | 2.91 | 2.85 | 3.12 | 3.84 |  |  |  |  |  |

Table 6.5: Relative error descent per iteration (average over all data sets).

| Method | $K=10$ | $K=25$ | $K=50$ | $K=100$ | $K=250$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| H $K$ Mr | $2.1 \times 10^{-4}$ | $1.3 \times 10^{-3}$ | $3.4 \times 10^{-3}$ | $3.7 \times 10^{-3}$ | $6.9 \times 10^{-3}$ |
| H $K$ M ++ | $8.4 \times 10^{-4}$ | $4.0 \times 10^{-4}$ | $3.6 \times 10^{-4}$ | $2.3 \times 10^{-4}$ | $2.4 \times 10^{-4}$ |
| SM $K$ Mr | $3.2 \times 10^{-2}$ | $3.7 \times 10^{-2}$ | $3.2 \times 10^{-2}$ | $2.7 \times 10^{-2}$ | $2.9 \times 10^{-2}$ |
| SM $K$ M $++1.8 \times 10^{-2}$ | $1.0 \times 10^{-2}$ | $6.0 \times 10^{-3}$ | $3.5 \times 10^{-3}$ | $1.7 \times 10^{-3}$ |  |

Table 6.6: Lowest number of relative distances computed (percentage).

| FKM $\quad$ HKMr SM $K$ Mr |  |
| :--- | :---: |
| $2.250 \%$ | $35.500 \%$ |


| $K \mathrm{M}++$ | $\mathrm{H} K \mathrm{M}++$ | $\mathrm{SM} K \mathrm{M}++$ |
| :--- | :--- | :--- |
| $0.125 \%$ | $34.250 \%$ | $65.625 \%$ |

According to Fig 6.2 and Table 6.4. SMKM regularly computes the lowest number of distances, especially as we consider larger numbers of clusters: In particular, for $K=250$, SM $K \mathrm{M}++$ computed, on average, 3.29 and 7.88 times less number of distances than $K \mathrm{M}++$ and $\mathrm{H} K \mathrm{M}++$, respectively. When compared to the typical multi-start Lloyd's algorithm (FKM and $K \mathrm{M}++$ ), the reduction of distance computations has to do with the fact that SMKM only modifies, at most, three of the current clusters to generate the following re-initialization, therefore the ratio of Lloyd iterations to convergence of $\mathrm{F} K \mathrm{M}$ and $K \mathrm{M}++$ w.r.t. $\mathrm{SM} K \mathrm{M}$ tends to increase for a larger number of clusters, see Table 6.7 and Fig 6.3. In particular, observe that for $K=250$, FKM and $K \mathrm{M}++$ computes, on average, over 5 and 7 times the number of Lloyd iterations of SMKM per re-start.


Fig. 6.3: Relative Lloyd it./re-start for SMKM and multi-start Lloyd's algorithm (boxplot).

Table 6.7: Relative Lloyd it./re-start (average over all datasets).

| Method | $K=10$ |  |  | $K=25$ | $K=50$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| FKM | 2.59 | 2.86 | 3.53 | 4.60 | 8.76 |
| $K \mathrm{M}++$ | 1.75 | 2.23 | 2.78 | 3.68 | 6.59 |
| SM $K$ Mr | 1.33 | 1.18 | 1.22 | 1.15 | 1.21 |
| SM $K$ M ++ | 1.12 | 1.19 | 1.12 | 1.13 | 1.26 |

On the other hand, in comparison to the Hartigan-based methods ( $\mathrm{H} K \mathrm{Mr}$ and $\mathrm{H} K \mathrm{M}++$ ), their large number of distance computations is mainly related to the number of re-starts they execute until convergence, see Fig 6.4. In this sense, we would like to point out that each run of SMKM commonly implies a much larger reduction of the error in comparison to HKMr and $\mathrm{HKM}++$, see Fig 6.5 and Table 6.5.


Fig. 6.4: Number of re-starts for each method (boxplot).

In Fig 6.5 and Table 6.5, we can observe that, regardless of the number of clusters, the relative error reduction reached by $\mathrm{SM} K \mathrm{M}$ is, at least, one order of magnitude larger than that of $\mathrm{H} K \mathrm{M}$. For this reason, SMKM with fewer iterations, and therefore fewer distance computations, is able to obtain solutions of similar quality to those of $\mathrm{H} K \mathrm{M}$.


Fig. 6.5: Relative error descent per iteration of SMKM and HKM (boxplot).

### 6.2.3 Error Descent

Not only does the increase in the number of clusters imply a better trade-off between the quality of the solution vs. the number of distances computed for SMKM w.r.t. the other methods, but in this case we can also observe an increase in the number of cases in which our Split-Merge re-initialization generates an approximation with a lower error than that of the current local minima, see Fig 6.6 and Table 6.8 In particular, for $K=250$, we can observe that in over $80 \%$ of the cases the quality of our re-initialization was, on average, better than that of the local optima solution that generated it. Moreover, observe that the Split-Merge process allowed the change of the basin of attraction in almost all the cases, see Table 6.8.


Fig. 6.6: Re-initialization error descent w.r.t. previous local minima (boxplot).

Such a behavior is expected as commented in Theorem 8, since, as we increase the number of clusters, we would expect the centers of mass to be closer one to another, and therefore the error increase given by MergeStep is also more likely to be smaller than the error decrease of SplitStep.

In general, we observe that, regardless of the initialization being used, SM $K \mathrm{M}$ is able to converge to highly competitive approximations to the $K$ means problem, while substantially reducing the computational load w.r.t. the

Table 6.8: Re-initialization error descent w.r.t. previous local minima/ Basin of attraction change (percentage).

| Method | $K=10$ | $K=25$ | $K=50$ | $K=100$ | $K=250$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SM $K \mathrm{Mr}$ | $38.89 \% / 99.19 \%$ | $63.20 \%$ | $/ 99.78 \%$ | $71.32 \%$ | $/ 99.81 \%$ | $86.09 \% / 99.96 \%$ |
| SM $K \mathrm{M}++$ | $27.14 \%$ | $/ 98.92 \%$ | $44.90 \%$ | $/ 99.08 \%$ | $59.12 \%$ | $/ 99.63 \%$ |

common practice of executing $\mathrm{F} K \mathrm{M}$ and $K \mathrm{M}++$ several times and $\mathrm{H} K \mathrm{M}$. Its performance is a direct consecuence of its re-initialization process, which, by only making a few modifications over a local minima of the $K$-means problem, is able to explore different basins of attractions while controlling the number of Lloyd's iterations to convergence. Not only that, but as the number of clusters increases, such a re-initialization is very likely to improve the quality of the approximation itself. As can be seen in Appendix .4.2, such a behavior can be seen consistently in all the data sets considered.

### 6.3 Conclusions

In this chapter, we propose a re-start process called Split-Merge $K$-means algorithm, or just SMK-means, which is an alternative to the typical multi-start $K$-means algorithm. Given a local minima of the $K$-means problem, SMKmeans detects those regions that may have an excessive (over-represented) and insufficient (under-represented) amount of centroids. SMK-Means follows a two step re-initialization process: i) SplitStep divides the cluster from where the largest error reduction can be reached and generates two new centroids. ii) MergeStep condenses the pair of clusters (and their corresponding centroids), whose fusion produces the smallest increment in the error. SplitStep reduces the $K$-means error of our approximation, while MergeStep increases it, hence if the difference between both phases is negative, then the quality of the previous $K$-means local minima is already improved. SMK-means utilizes the information of previous Lloyd's algorithm runs to facilitate the convergence to a more competitive local minima. The proposed procedure has a computational complexity of $\mathcal{O}\left(\max \left\{n, K^{2}\right\} \cdot d\right)$, which is cheaper than a single Lloyd's algorithm iteration.

Experimentally, SMK-means was compared in both quality of the achieved local minima and number of distances computed w.r.t. competitive multistart approaches ( $K$-means++ and Forgy $K$-means, with a fixed number of restarts, and Hartigan $K$-means) on a wide variety of real-life data sets. In terms of the quality of the approximation, SMK-means consistently generated the local minima with the lowest $K$-means error, reducing, on average, over 1 and 2 orders of magnitude of relative error w.r.t. $K$-means++ and Hartigan $K$-means and Forgy $K$-means, respectively. Not only does the quality of the solution obtained by SMK-means tend to be much lower than the previously commented methods, but, in terms of computational resources, SMK-means also required a much lower number of distance computations (about an order of magnitude less) to reach the lowest errors that they achieved.

As for the next steps, we will analyze the effect of using the Split-Merge mechanism on different $K$-means speed-up strategies, such as those mentioned in the introduction, which are also susceptible to converging to poor local minima.

Part III

Final Remarks

## General Conclusions and Future Work

In this chapter, both general conclusions of this PhD work and potential future paths to extend the contributions are presented.

### 7.1 Conclusions

Due to the progressive growth of the amount of data available in a wide variety of scientific fields, it has become more difficult to use and analyze such information. In this sense, cluster analysis algorithms are a key element of exploratory data analysis. Among these algorithms, the $K$-means algorithm stands out as the most popular approach, in spite of its high dependency on the initial conditions, as well as to the fact that it might not scale well on massive datasets. This PhD is devoted to developing efficient approximations for the $K$-means problem for such large data sets. The achieved contributions are listed as follows:

- Development of an approximation to the $K$-means algorithm for tall data applications: the Recursive Partition based $K$-means algorithm (RPKM). This technique consists of applying a weighted version of the $K$-means algorithm over a sequence of thinner partitions of the data set. Regardless of the partition strategy considered, we demonstrate different properties that emphasize the reduction of $K$-means iterations that occur at each iteration of this approach.

Later on, we defined a partition strategy focused on placing more computational resources, in those areas of the space, in which the correct cluster assignment of the instances is uncertain. This process leads to the Boundary Weighted $K$-means algorithm (BWKM). Among different theoretical properties, such as those of any RPKM-type approach, BWKM tends to maximize the number of cells with instances belonging to the same cluster (well assigned blocks). This property ultimately leads its convergence to a fixed point of the $K$-means algorithm over the entire data set, but
using a number of representatives which is usually much smaller than the actual number of instances of the data set. In the practice, BWKM was compared to fairly popular approaches, in terms of both the quality of the obtained solution for the $K$-means algorithm ( $K$-means++ algorithm, Forgy $K$-means) and speed-ups of the $K$-means algorithm (Minibatch $K$ means algorithm, Markov Chain Monte Carlo $K$-means). The obtained results demonstrate that BWKM achieves massive reductions of distances computed in comparison to the aformentioned methods and, in multiple ocasions, actually converged to the sets of centroids with the lowest $K$ means errors.

- Design of a fully parallelizable feature selection approach for the $K$-means problem: the univariate $K$-means relevance for feature selection algorithm ( $K \mathrm{MR}$ ). The proposed method consists of applying any heuristic for the $K$-means problem on different disjoint subsets of the set of dimensions, of at most $m \ll d$ features, and using the obtained clustering to bound the error increase that occurs when not considering a given feature (when it is fixed to a given value). Those $m$ features with the largest error increase bound are selected and used to approximate the optimal $K$-means clustering. For such a procedure, we provide different error guarantees for the obtained solution, as well as compare its performance to well-known feature selection techniques (Laplacian Scores, Maximum Variance, Random) and feature extraction tecniques (Singular Value Decomposition, Principal Component Analysis, Random Projections). In particular, it can be seen that $K \mathrm{MR}$ consistently obtains results with lower $K$-means error than all the considered feature selection methods, while also requiring similar or lower computational times than these approaches. In comparison to the feature extraction methods, $K$ MR commonly required much lower computational times than all the considered techniques, while also converging to more competitive solutions than those generated via Random Projections.
- A final contribution is the development of a cheap Split-Merge heuristic that can be used to re-start the $K$-means algorithm, the Split-Merge $K$-means algorithm (SMKM). Given a local minima of the $K$-means problem, SMKM seeks to determine those regions of the space that are overrepresented (regions of the space with more centroids than needed) and under-represented. To do so, in the first step of SMKM, a centroid is added in the cluster that generates the largest intra-cluster error. Afterwards, the pair of clusters that generates the lowest error increase, when merged, are combined into one cluster. We propose different conditions under which the previously described process reduces the error of the given fixed point without requiring any additional iteration of the $K$-means algorithm.

A wide variety of experimental results show that SMKM is able to generate approximations with an associated error that is hard to reach for different multi-start methods, such as multi-start Forgy $K$-means, $K$ -
means++ and Hartigan $K$-means. In particular, SM $K M$ consistently converged to approximations with the lowest $K$-means error, reducing, on average, over 1 and 2 orders of magnitude of relative error with respect to $K$-means++ and Hartigan $K$-means and Forgy $K$-means, respectively. Moreover, in terms of computational resources, SMKM also required a much lower number of distance computations (about an order of magnitude less) to reach the lowest errors among the aforementioned methods.

### 7.2 Future Work

As we have commented in the previous sections, most of the strategies that are proposed in this dissertation have different benefits (mostly computational) that could be further exploited to improve their performance. The potential future extensions of this PhD work are briefly summarized in the following paragraphs.

- One of the main advantages of all the methods proposed in this dissertation is that their parallelization is straightforward. For this reason, we plan to implement all these techniques in a parallel framework, such as Apache Spark [87, 88].
- As all the proposed algorithms make use of Lloyd's algorithm (with or without weights), we could further reduce the number of distances computed by considering different competitive distance pruning techniques, such as [24, [25, 26, 28].
- In spite of the competitiveness of the practical results of BWKM, its quality guarantees may be affected by the curse of dimensionality. In particular, as we increase the dimensionality of the problem, BWKM requires more iterations to construct a spatial partition of the data set with mostly well assigned blocks. In this sense, we plan to develop an approximation to the $K$-means problem that can be competitive on applications with both large number of instances and dimensions. To reach this goal, we plan to couple BWKM and $K \mathrm{MR}$.
- In terms of the proposed dimensionality reduction technique, $K \mathrm{MR}$, we plan to design a feature extraction approach of the same nature, in order to fully consider the information provided from each variable. More importantly, since $K \mathrm{MR}$ consists of solving multiple small-dimensional $K$-means problems, we would like to analyze the effect of using different coreset techniques, such as [22, 23, 78, 79, 27, 59, 60], to further reduce the computational requirements of our approach.
- In regard to the proposed re-start technique for the $K$-means algorithm, we plan to analyze the effect of using the Split-Merge re-start of SMKM on different $K$-means speed-up strategies, such as [22, [23, 78, 79, 27, [59, [60, [30], which are also susceptible to converging to poor local minima.
- In particular, since the re-initialization cost of SMKM is cheaper than a Lloyd's algorithm iteration, we could use this approach to re-start BWKM (whether or not coupled with $K \mathrm{MR}$ ) to verify if the obtained approximation can be further improved. As we previously commented, since SMKM makes slight modifications on a given local minima of the $K$-means problem, the number of Lloyd's iterations needed to converge, after such a re-start, tends to be small. This is, we can generate even more competitive approximations, at the expense of a small amount of additional distance computations.
- There are multiple applications related to images, videos and sensor networks that can be interpreted as time series and/or streming signals that requires the analysis and decision-making in real time [89, 90, 91]. In this sense, we plan to adapt and develop techniques to perform partitional clustering on this kind of applications.
- The work developed in this dissertation is devoted to the $K$-means algorithms, which is one of the most popular algorithms in data mining. However, we plan to extend our contribution to other methods such as Support Vector Machines 92] and DBSCAN 93].
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## Appendices

## . 1 Appendix of Chapter 3

In this section, we present the proofs to all the theoretical results introduced in Chapter 3, referred to the RPKM algorithm.

Lemma 1 Given a set of points $X$ in $\mathbb{R}^{d}$ and a partition of it, $\mathcal{P}$. Then the function $f(\boldsymbol{c})=|X| \cdot\|\bar{X}-\boldsymbol{c}\|^{2}-\sum_{R \in \mathcal{P}}|R| \cdot\|\bar{R}-\boldsymbol{c}\|^{2}$ is constant.

Proof. First of all observe that $|X|=\sum_{R \in \mathcal{P}}|R|$ and $\bar{X}=\frac{\sum_{R \in \mathcal{P}}|R| \cdot \bar{R}}{|X|}$. Given any pair $\mathbf{c}, \mathbf{c}^{\prime} \in \mathbb{R}^{d}$, we have that

$$
\begin{aligned}
f(\mathbf{c})= & |X| \cdot\|\bar{X}-\mathbf{c}\|^{2}-\sum_{R \in \mathcal{P}}|R| \cdot\|\bar{R}-\mathbf{c}\|^{2} \\
= & |X| \cdot\left(\left\|\bar{X}-\mathbf{c}^{\prime}\right\|^{2}+2 \cdot\left(\mathbf{c}^{\prime}-\mathbf{c}\right)^{t}\left(\bar{X}-\mathbf{c}^{\prime}\right)+\left\|\mathbf{c}^{\prime}-\mathbf{c}\right\|^{2}\right) \\
& -\sum_{R \in \mathcal{P}}|R| \cdot\left(\left\|\bar{R}-\mathbf{c}^{\prime}\right\|^{2}+2 \cdot\left(\mathbf{c}^{\prime}-\mathbf{c}\right)^{t}\left(\bar{R}-\mathbf{c}^{\prime}\right)+\left\|\mathbf{c}^{\prime}-\mathbf{c}\right\|^{2}\right) \\
= & f\left(\mathbf{c}^{\prime}\right)+2 \cdot|X| \cdot\left(\mathbf{c}^{\prime}-\mathbf{c}\right)^{t}\left(\bar{X}-\mathbf{c}^{\prime}\right)-2 \cdot \sum_{R \in \mathcal{P}}|R| \cdot\left(\mathbf{c}^{\prime}-\mathbf{c}\right)^{t}\left(\bar{R}-\mathbf{c}^{\prime}\right) \\
= & f\left(\mathbf{c}^{\prime}\right)
\end{aligned}
$$

Lemma 2 Let $\mathcal{P}$ and $\mathcal{P}^{\prime}$ be two partitions of the data set $X$, with $\mathcal{P} \succ \mathcal{P}^{\prime}$, and let $\mathcal{G}$ and $\mathcal{G}^{\prime}$ be two clusterings of $\mathcal{P}$. Then, the difference between both clustering errors is constant with respect to the partitions $\mathcal{P}$ and $\mathcal{P}^{\prime}$ :

$$
E_{\mathcal{P}}(\mathcal{G})-E_{\mathcal{P}}\left(\mathcal{G}^{\prime}\right)=E_{\mathcal{P}^{\prime}}(\mathcal{G})-E_{\mathcal{P}^{\prime}}\left(\mathcal{G}^{\prime}\right)
$$

Proof. Let the index of $S \in \mathcal{P}$ on the cluster $\mathcal{G}=\left\{G_{k}\right\}_{k=1}^{K}, i(S, \mathcal{G})$, be defined as $i(S, \mathcal{G})=\left\{k \mid S \subseteq G_{k}\right\}$, then

$$
\begin{aligned}
E_{\mathcal{P}}(\mathcal{G})-E_{\mathcal{P}^{\prime}}(\mathcal{G}) & =\sum_{S \in \mathcal{P}}|S| \cdot\left\|\bar{S}-\overline{G_{i(S, \mathcal{G})}}\right\|^{2}-\sum_{S^{\prime} \in \mathcal{P}^{\prime}}\left|S^{\prime}\right| \cdot\left\|\overline{S^{\prime}}-\overline{G_{i\left(S^{\prime}, \mathcal{G}\right)}}\right\|^{2} \\
& =\sum_{S \in \mathcal{P}}\left(|S| \cdot\left\|\bar{S}-\overline{G_{i(S, \mathcal{G})}}\right\|^{2}-\sum_{R \in \mathcal{P}^{\prime}[S]}|R| \cdot\left\|\bar{R}-\overline{G_{i(R, \mathcal{G})}}\right\|^{2}\right) \\
& =\sum_{S \in \mathcal{P}}\left(|S| \cdot\left\|\bar{S}-\overline{G_{i(S, \mathcal{G})}}\right\|^{2}-\sum_{R \in \mathcal{P}^{\prime}[S]}|R| \cdot\left\|\bar{R}-\overline{G_{i(S, \mathcal{G})}}\right\|^{2}\right) \\
& =\sum_{S \in \mathcal{P}}\left(|S| \cdot\left\|\bar{S}-\overline{G_{i\left(S, \mathcal{G}^{\prime}\right)}^{\prime}}\right\|^{2}-\sum_{R \in \mathcal{P}^{\prime}[S]}|R| \cdot\left\|\bar{R}-\overline{G_{i\left(S, \mathcal{G}^{\prime}\right)}^{\prime}}\right\|^{2}\right) \\
& =\sum_{S \in \mathcal{P}}\left(|S| \cdot\left\|\bar{S}-\overline{G_{i\left(S, \mathcal{G}^{\prime}\right)}^{\prime}}\right\|^{2}-\sum_{R \in \mathcal{P}^{\prime}[S]}|R| \cdot\left\|\bar{R}-\overline{G_{i\left(R, \mathcal{G}^{\prime}\right)}^{\prime}}\right\|^{2}\right) \\
& =\sum_{S \in \mathcal{P}}|S| \cdot\left\|\bar{S}-\overline{G_{i\left(S, \mathcal{G}^{\prime}\right)}^{\prime}}\right\|^{2}-\sum_{S^{\prime} \in \mathcal{P}^{\prime}}\left|S^{\prime}\right| \cdot\left\|\overline{S^{\prime}}-\overline{G_{i\left(S^{\prime}, \mathcal{G}^{\prime}\right)}^{\prime}}\right\|^{2} \\
& =E_{\mathcal{P}}\left(\mathcal{G}^{\prime}\right)-E_{\mathcal{P}^{\prime}}\left(\mathcal{G}^{\prime}\right)
\end{aligned}
$$

Before prooving Corollary 1 and Lemma 3, we analyze the error of a cluster with respect to a weighted $K$-means iteration. We observe that following inequality is satisfied at the $r$-th weighted Lloyd's algorithm iteration:

$$
\begin{equation*}
E_{\mathcal{P}}\left(C_{r}\right) \geq E_{\mathcal{P}}\left(\mathcal{G}_{r}\right) \geq E_{\mathcal{P}}\left(C_{r+1}\right) \tag{.1}
\end{equation*}
$$

Furthermore, observe that, if $E_{\mathcal{P}}\left(C_{r}\right)=E_{\mathcal{P}}\left(\mathcal{G}_{r}\right)$, then, after the update step of the weighted Lloyd's algorithm, we obtain $C_{r}=C_{r+1}$ and the algorithm stops at the $(r+1)$-th iteration. On the other hand, if $E_{\mathcal{P}}\left(C_{r}\right)>$ $E_{\mathcal{P}}\left(\mathcal{G}_{r}\right)=E_{\mathcal{P}}\left(C_{r+1}\right)$, then, in the following weighted Lloyd's algorithm iteration, we obtain $E_{\mathcal{P}}\left(C_{r+1}\right)=E_{\mathcal{P}}\left(\mathcal{G}_{r+1}\right)=E_{\mathcal{P}}\left(C_{r+2}\right)$ and $C_{r+1}=C_{r+2}$, hence the algorithm stops, at most, at the $(r+2)$-th iteration.

Hence, we have the following chain of inequalities for any weighted Lloyd's algorithm run

$$
\begin{align*}
& E_{\mathcal{P}}\left(C_{0}\right)>E_{\mathcal{P}}\left(\mathcal{G}_{0}\right)>E_{\mathcal{P}}\left(C_{1}\right)>E_{\mathcal{P}}\left(\mathcal{G}_{1}\right)>E_{\mathcal{P}}\left(C_{2}\right)> \\
& \quad \ldots>E_{\mathcal{P}}\left(\mathcal{G}_{l-2}\right) \geq E_{\mathcal{P}}\left(C_{l-1}\right) \geq E_{\mathcal{P}}\left(\mathcal{G}_{l-1}\right) \geq E_{\mathcal{P}}\left(C_{l}\right) \tag{.2}
\end{align*}
$$

where $l$ is the total number of weighted Lloyd iterations.
Theorem 3 Given a data set, $X$, a set of $K$ centroids $C$ and a spatial partition $\mathcal{B}$ of the data set $X$, the following inequality is satisfied:
$\left|E_{X}(C)-E_{\mathcal{P}}(C)\right| \leq \sum_{B \in \mathcal{B}} 2 \cdot|P| \cdot \epsilon_{C, X}(B) \cdot\left(2 \cdot l_{B}+\left\|\bar{P}-c_{\bar{P}}\right\|\right)+\frac{|P|-1}{2} \cdot l_{B}^{2}$,
where $P=B(X)$ and $\mathcal{P}=\mathcal{B}(X)$. Furthermore, for a well assigned partition $\mathcal{P}$, if we define $C_{O P T}^{\mathcal{P}}=\underset{C \subset \mathbb{R}^{d},|C|=K}{\arg \min } E_{\mathcal{P}}(C)$ and $C_{O P T}=\underset{C \subset \mathbb{R}^{d},|C|=K}{\arg \min } E_{X}(C)$, then

$$
E_{X}\left(C_{O P T}^{\mathcal{P}}\right) \leq E_{X}\left(C_{O P T}\right)+(n-|\mathcal{P}|) \cdot l^{2}
$$

where $l=\max _{B \in \mathcal{B}} l_{B} \cdot{ }^{\eta}$
Proof. From Lemma 2 and Eq.2, we have the following inequalities:

$$
\begin{gather*}
E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{i-1}-1}^{i-1}\right) \geq E_{\mathcal{P}_{i}}\left(C_{i-1}\right) \geq E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{i}-1}^{i}\right) \geq E_{\mathcal{P}_{i}}\left(C_{i}\right)  \tag{.3}\\
E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{i-1}-1}^{i-1}\right)-E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{i}-1}^{i}\right)=E_{\mathcal{P}_{j}}\left(\mathcal{G}_{l_{i-1}-1}^{i-1}\right)-E_{\mathcal{P}_{j}}\left(\mathcal{G}_{l_{i}-1}^{i}\right)=\xi_{i} \geq 0 \tag{.4}
\end{gather*}
$$

Eq. 3 holds for $i \in\{1, \ldots, m\}$ and Eq. 4 for any $j>i$. From Eq. 4 we can see that the difference between both clusterings remain constant for any thinner partition $\mathcal{P}_{j}$. A consequence of this is that, if we take $\mathcal{P}_{j}$ as a partition thin enough such that there is only one instance per subset, then adding the difference clustering error (associated to both centroids) for the partitions $\mathcal{P}_{j}$ and $\mathcal{P}_{i}$, we have the following relation over the error for the entire data set (observe that the following relation holds in general for any partition thinner than $\mathcal{P}_{i}$ ):
$E_{X}\left(C_{i}\right) \leq E_{X}\left(C_{i-1}\right) \Longleftrightarrow E_{X}\left(\mathcal{G}_{l_{i-1}-1}^{i-1}\right)-E_{X}\left(C_{i-1}\right) \leq \xi_{i}+\left(E_{X}\left(\mathcal{G}_{l_{i}-1}^{i}\right)-E_{X}\left(C_{i}\right)\right)$
Lemma 3 At the $i$-th step of the RPKM, if $\mathcal{G}_{r}^{i}=\mathcal{G}_{s}^{j}$, with $j<i$, for some $r \in\left\{1, \ldots, l_{i}-1\right\}$ and $s \in\left\{1, \ldots, l_{j}-1\right\}$, then $l_{j+1}=\ldots=l_{i}=1$. Moreover, in that case, $s=l_{j}-1$.

Proof. Using the chain of inequalities (.2), we observe that the following inequalities hold at the first iteration of the RPKM:

$$
\begin{align*}
& E_{\mathcal{P}_{1}}\left(C_{0}^{1}=C_{0}\right)>E_{\mathcal{P}_{1}}\left(\mathcal{G}_{0}^{1}\right)>E_{\mathcal{P}_{1}}\left(C_{1}^{1}\right)>E_{\mathcal{P}_{1}}\left(\mathcal{G}_{1}^{1}\right)>E_{\mathcal{P}_{1}}\left(C_{2}^{1}\right)> \\
& \ldots>E_{\mathcal{P}_{1}}\left(\mathcal{G}_{a_{1}-2}^{1}\right) \geq E_{\mathcal{P}_{1}}\left(C_{l_{1}-1}^{1}\right) \geq E_{\mathcal{P}_{1}}\left(\mathcal{G}_{l_{1}-1}^{1}\right) \geq E_{\mathcal{P}_{1}}\left(C_{1}=C_{l_{1}}^{1}\right) \tag{.5}
\end{align*}
$$

Analogously, for the subsequent $i$-th iteration of the RPKM algorithm, we obtain the following set of inequalities

$$
\begin{array}{r}
E_{\mathcal{P}_{i}}\left(\mathcal{G}_{a_{i-1}-1}^{i-1}\right)>E_{\mathcal{P}_{i}}\left(C_{0}^{i}=C_{i-1}\right)>E_{\mathcal{P}_{i}}\left(\mathcal{G}_{0}^{i}\right)>E_{\mathcal{P}_{i}}\left(C_{1}^{i}\right)>E_{\mathcal{P}_{i}}\left(\mathcal{G}_{1}^{i}\right)> \\
E_{\mathcal{P}_{i}}\left(C_{2}^{i}\right)>\ldots>E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{i}-2}^{i}\right) \geq E_{\mathcal{P}_{i}}\left(C_{l_{i}-1}^{i}\right) \geq E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{i}-1}^{i}\right)  \tag{.6}\\
\geq E_{\mathcal{P}_{i}}\left(C_{i}=C_{l_{i}}^{i}\right), i \in\{2, \ldots, m\}
\end{array}
$$

[^20]First of all, observe that the error associated to all the clusters generated at the $j$-th RPKM iteration keep the same ordering for the error associated to a thinner partition $\mathcal{P}_{i}$. In particular, we have $E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{j}-1}^{j}\right) \leq E_{\mathcal{P}_{i}}\left(\mathcal{G}_{s}^{j}\right)$ for $s<l_{j}-1$. To verify this we make use of Lemma 2 from which we know that $E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{j}-1}^{j}\right)-E_{\mathcal{P}_{i}}\left(\mathcal{G}_{s}^{j}\right)=E_{\mathcal{P}_{j}}\left(\mathcal{G}_{l_{j}-1}^{j}\right)-E_{\mathcal{P}_{j}}\left(\mathcal{G}_{s}^{j}\right) \leq 0 \rightarrow E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{j}-1}^{j}\right) \leq E_{\mathcal{P}_{i}}\left(\mathcal{G}_{s}^{j}\right)$ for $s<l_{j}-1$. This means that, the last clustering found at the $j$-th RPKM iteration also has the smallest error, with the partition $\mathcal{P}_{i}$, with respect to the previous clusters obtained at the $j$-th RPKM iteration.

From the chain of inequalities (.5) and (.6), we know that

$$
\begin{equation*}
E_{\mathcal{P}_{h}}\left(\mathcal{G}_{l_{h-1}-1}^{h-1}\right) \geq E_{\mathcal{P}_{h}}\left(\mathcal{G}_{l_{h}-1}^{h}\right) \forall h \in\{j+1, \ldots, i-1\} \tag{.7}
\end{equation*}
$$

where, if the equality holds, then $a_{h}=1$. From Lemma 2, (.7) implies

$$
\begin{equation*}
E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{j}-1}^{j}\right) \geq E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{j+1}-1}^{j+1}\right) \geq \ldots \geq E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{i-1}-1}^{i-1}\right) \tag{.8}
\end{equation*}
$$

In other words, the error with respect to the current partition (or any thinner partition) of the optimal patterns obtained at each RPKM iteration decreases monotonically.

By reductio ad absurdum, if we assume that $\mathcal{G}_{r}^{i}=\mathcal{G}_{s}^{j}$, for some $r \in$ $\left\{1, \ldots, l_{i}-1\right\}$ and $s \in\left\{1, \ldots, l_{j}-1\right\}$ and that there exists $j<h<i$ such that $l_{h}>1$, then $E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{j}-1}^{j}\right)>E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{i-1}-1}^{i-1}\right) \Rightarrow E_{\mathcal{P}_{i}}\left(\mathcal{G}_{s}^{j}\right)>E_{\mathcal{P}_{i}}\left(\mathcal{G}_{r}^{i}\right)=E_{\mathcal{P}_{i}}\left(\mathcal{G}_{s}^{j}\right)$ $(\Rightarrow \Leftarrow)$. Therefore, from now on we assume $l_{j+1}=\ldots=l_{i-1}=1$.

Analogously, if we assume that $\mathcal{G}_{r}^{i}=\mathcal{G}_{s}^{j}$, for some $r \in\left\{1, \ldots, l_{i}-1\right\}$ and $s \in\left\{1, \ldots, l_{j}-1\right\}$ and that $l_{i}>1$, then $E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{j}-1}^{j}\right) \geq E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{i-1}-1}^{i-1}\right)>$ $E_{\mathcal{P}_{i}}\left(\mathcal{G}_{r}^{i}\right)=E_{\mathcal{P}_{i}}\left(\mathcal{G}_{s}^{j}\right) \Rightarrow E_{\mathcal{P}_{i}}\left(\mathcal{G}_{s}^{j}\right)>E_{\mathcal{P}_{i}}\left(\mathcal{G}_{s}^{j}\right)(\Rightarrow \Leftarrow)$.

In the case that $l_{j+1}=\ldots=l_{i}=1$, the error associated to $\mathcal{G}_{r}^{i}$ satisfies $E_{\mathcal{P}_{i}}\left(\mathcal{G}_{s}^{j}\right) \geq E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{j}-1}^{j}\right) \geq E_{\mathcal{P}_{i}}\left(\mathcal{G}_{l_{i-1}-1}^{i-1}\right) \geq E_{\mathcal{P}_{i}}\left(\mathcal{G}_{r}^{i}\right)$, hence the only possible choice is $s=l_{j}$.

Theorem 1 An upper bound to the number of Lloyd iterations at the $i$-th RPKM step is given by $l_{i} \leq\left\{\begin{array}{c}\left|\mathcal{P}_{i}\right| \\ K\end{array}\right\}-\sum_{j=1}^{i-1}\left(l_{j}-1\right)$, where $\left\{\begin{array}{c}\left|\mathcal{P}_{i}\right| \\ K\end{array}\right\}$ is a Stirling number of the second kind.

Proof. Lemma 3 implies that, at each RPKM iteration, no previous clustering can be repeated (except the last one from the clustering sequence). Therefore, we can eliminate, at least, all clusters generated at the previous RPKM iterations except the last one $\left(\sum_{j=1}^{i-1}\left(l_{j}-1\right)\right)$. Moreover, the number of different partitions for $\left|\mathcal{P}_{i}\right|$ observations into $K$ groups is a Stirling number of the second kind, $\left\{\begin{array}{c}\left|\mathcal{P}_{i}\right| \\ K\end{array}\right\}$ [34], then $l_{i} \leq\left\{\begin{array}{c}\left|\mathcal{P}_{i}\right| \\ K\end{array}\right\}-\sum_{j=1}^{i-1}\left(l_{j}-1\right)$.

## . 2 Appendix of Chapter 4

In this section, we comment on the proofs to the theoretical results presented in Chapter 4 and an extension to the empirical results in Section 4.2 .

## .2.1 Proofs

In the first result, we present a complimentary property of the grid based RPKM proposed in Chapter 3. Each iteration of the RPKM can be proved to be a coreset with an exponential decrease in the error with respect to the number of iterations. This result could actually bound the BWKM error, if we fix $i$ as the minimum number of cuts that a block, of a certain partition generated by BWKM, $\mathcal{P}$, has.

Theorem 9 Given a set of points $X$ in $\mathbb{R}^{d}$, the $i$-th iteration of the grid based RPKM produces a $(K, \varepsilon)$-coreset with $\varepsilon=\frac{1}{2^{i-1}} \cdot\left(1+\frac{1}{2^{i+2}} \cdot \frac{n-1}{n}\right) \cdot \frac{n \cdot l^{2}}{O P T}$, where $O P T=\min _{C \subseteq \mathbb{R}^{d},|C|=K} E_{X}(C)$ and $l$ the length of the diagonal of the smallest bounding box containing $X$.

Proof. Firstly, we denote by $\mathbf{x}^{\prime}$ to the representative of $\mathbf{x} \in D$ at the $i$-th grid based RPKM iteration, i.e., if $\mathbf{x} \in P$ then $\mathbf{x}^{\prime}=\bar{P}$, where $P$ is a block of the corresponding dataset partition $\mathcal{P}$ of $X$. Observe that, at the $i$-th grid based RPKM iteration, the length of the diagonal of each cell is $\frac{1}{2^{i}} \cdot l$ and we set a positive constant, $c$, as the positive real number satisfying $\frac{1}{2^{i}} \cdot l=\sqrt{c \cdot \frac{O P T}{n}}$. By the triangular inequality, we have

$$
\begin{aligned}
& \left|E_{X}(C)-E_{\mathcal{P}}(C)\right| \leq \sum_{\mathbf{x} \in X}\left|\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|^{2}-\left\|\mathbf{x}^{\prime}-\mathbf{c}_{\mathbf{x}^{\prime}}\right\|^{2}\right| \\
& \quad \leq \sum_{\mathbf{x} \in X}\left|\left(\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|-\left\|\mathbf{x}^{\prime}-\mathbf{c}_{\mathbf{x}^{\prime}}\right\|\right)\left(\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|+\left\|\mathbf{x}^{\prime}-\mathbf{c}_{\mathbf{x}^{\prime}}\right\|\right)\right|
\end{aligned}
$$

Analogously, observe that the following inequalities hold $\left\|\mathbf{x}^{\prime}-\mathbf{c}_{\mathbf{x}^{\prime}}\right\|+\| \mathbf{x}-$ $\mathbf{x}^{\prime}\|\geq\| \mathbf{x}-\mathbf{c}_{\mathbf{x}} \|$ and $\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|+\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\| \geq\left\|\mathbf{x}^{\prime}-\mathbf{c}_{\mathbf{x}^{\prime}}\right\|$. Thus, $\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\| \geq$ $\left|\left|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\|-\| \mathbf{x}^{\prime}-\mathbf{c}_{\mathbf{x}^{\prime}} \|\right|:\right.$

$$
\left|E_{X}(C)-E_{\mathcal{P}}(C)\right| \leq \sum_{\mathbf{x} \in X}\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\| \cdot\left(2 \cdot\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|+\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|\right)
$$

On the other hand, we know that $\sum_{\mathbf{x} \in X}\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\|^{2} \leq \frac{n-1}{2^{2 i+1}} \cdot l^{2}$ and that, as both $\mathbf{x}$ and $\mathbf{x}^{\prime}$ must be located in the same cell, $\left\|\mathbf{x}-\mathbf{x}^{\prime}\right\| \leq \frac{1}{2^{i}} \cdot l$. Therefore, as $\mathbf{d}(\mathbf{x}, C) \leq l$,

$$
\begin{aligned}
\left|E_{X}(C)-E_{\mathcal{P}}(C)\right| & \leq\left(\frac{n-1}{2^{2 i+1}}+\frac{n}{2^{i-1}}\right) \cdot l^{2} \\
& \leq\left(\frac{n-1}{2^{2 i+1}}+\frac{n}{2^{i-1}}\right) \cdot 2^{2 i} \cdot c \cdot \frac{O P T}{n} \\
& \leq\left(\frac{1}{2^{i+2}} \cdot \frac{n-1}{n}+1\right) \cdot 2^{i+1} \cdot c \cdot E_{X}(C)
\end{aligned}
$$

In other words, the $i$-th RPKM iteration is a $(K, \varepsilon)$ - coreset with $\varepsilon=$ $\left(\frac{1}{2^{i+2}} \cdot \frac{n-1}{n}+1\right) \cdot 2^{i+1} \cdot c=\frac{1}{2^{i-1}} \cdot\left(1+\frac{1}{2^{2+2}} \cdot \frac{n-1}{n}\right) \cdot \frac{n \cdot l^{2}}{O P T}$.

The two following results show some properties of the error function when having well assigned blocks.

Lemma 4 If $\boldsymbol{c}_{x}=c_{\bar{P}}$ and $\boldsymbol{c}_{x}^{\prime}=c_{\bar{P}}^{\prime}$ for all $\boldsymbol{x} \in P$, where $P \subseteq D$ and $C, C^{\prime}$ are a pair of sets of centroids, then $E_{P}(C)-E_{\{P\}}(C)=E_{P}\left(C^{\prime}\right)-E_{\{P\}}\left(C^{\prime}\right)$.

Proof. From Lemma 1 in Chapter 3, we can say that the following function is constant $f(\mathbf{c})=|P| \cdot\|\bar{P}-\mathbf{c}\|^{2}-\sum_{\mathbf{x} \in P}\|\mathbf{x}-\mathbf{c}\|^{2}$, for $\mathbf{c} \in \mathbb{R}^{d}$. In particular, since $f(\bar{P})=-\sum_{\mathbf{x} \in P}\|\mathbf{x}-\bar{P}\|^{2}$, we have that $|P| \cdot\left\|\bar{P}-\mathbf{c}_{\bar{P}}\right\|^{2}=\sum_{\mathbf{x} \in P} \| \mathbf{x}-$ $\mathbf{c}_{\bar{P}}\left\|^{2}-\sum_{\mathbf{x} \in P}\right\| \mathbf{x}-\bar{P} \|^{2}$ and so we can express the weighted error of a dataset partition, $\mathcal{P}$, as follows

$$
\begin{equation*}
E_{\mathcal{P}}(C)=\sum_{P \in \mathcal{P}} \sum_{\mathbf{x} \in P}\left(\left\|\mathbf{x}-\mathbf{c}_{\bar{P}}\right\|^{2}-\|\mathbf{x}-\bar{P}\|^{2}\right) \tag{.9}
\end{equation*}
$$

In particular, for $P \in \mathcal{P}$, we have

$$
\begin{aligned}
E_{P}(C)-E_{\{P\}}(C) & =\sum_{\mathbf{x} \in P}\left(\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|^{2}-\left\|\mathbf{x}-\mathbf{c}_{\bar{P}}\right\|^{2}+\|\mathbf{x}-\bar{P}\|^{2}\right) \\
& =\sum_{\mathbf{x} \in P}\|\mathbf{x}-\bar{P}\|^{2} \\
& =\sum_{\mathbf{x} \in P}\left(\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}^{\prime}\right\|^{2}-\left\|\mathbf{x}-\mathbf{c}_{\bar{P}}^{\prime}\right\|^{2}+\|\mathbf{x}-\bar{P}\|^{2}\right) \\
& =E_{P}\left(C^{\prime}\right)-E_{\{P\}}\left(C^{\prime}\right)
\end{aligned}
$$

In the previous result we observe that, if all the instances are correctly assigned in each block, then the difference of the weighted and the entire dataset error, of both sets of centroids, is the same. In other words, if all the blocks of a given partition are correctly assigned, not only can we then actually guarantee a monotone descend of the entire error function for our approximation, a property that can not be guaranteed for the typical coreset type approximations of $K$-means, but we know exactly the reduction of such an error after a weighted Lloyd iteration.

Theorem 10 Given two set of centroids $C, C^{\prime}$, where $C^{\prime}$ is obtained after a weighted Lloyd's iteration (on a partition $\mathcal{P}$ ) over $C$ and $\boldsymbol{c}_{x}=\boldsymbol{c}_{\bar{P}}$ and $\boldsymbol{c}_{\boldsymbol{x}}^{\prime}=\boldsymbol{c}_{\bar{P}}^{\prime}$ for all $\boldsymbol{x} \in P$ and $P \in \mathcal{P}$, then $E_{X}\left(C^{\prime}\right) \leq E_{X}(C)$.

Proof. Using Lemma 4 over all the subsets $P \in \mathcal{P}$, we know that $E_{X}\left(C^{\prime}\right)-$ $E_{X}(C)=\sum_{P \in \mathcal{P}}\left(E_{P}\left(C^{\prime}\right)-E_{P}(C)\right)=\sum_{P \in \mathcal{P}}\left(E_{\{P\}}\left(C^{\prime}\right)-E_{\{P\}}(C)\right)=$ $E_{\mathcal{P}}\left(C^{\prime}\right)-E_{\mathcal{P}}(C)$. Moreover, from the chain of inequalities $A .1$ in Chapter 3. we know that $E_{\mathcal{P}}\left(C^{\prime}\right) \leq E_{\mathcal{P}}(C)$ at any weighted Lloyd iteration over a given partition $\mathcal{P}$, thus $E_{X}\left(C^{\prime}\right) \leq E_{X}(C)$.

In Theorem 2, we prove the cutting criterion that we use in BWKM. It consists of an inequality that, only by using information referred to the partition of the dataset and the weighted Lloyd's algorithm, helps us guarantee that a block is well assigned.

Theorem 2 Given a set of $K$ centroids, $C$, a data set, $X \subseteq \mathbb{R}^{d}$, and a block $B$, if $\epsilon_{C, X}(B)=0$, then $\boldsymbol{c}_{\boldsymbol{x}}=\boldsymbol{c}_{\bar{P}}$ for all $\boldsymbol{x} \in P=B(X) \neq \emptyset$.

Proof. From the triangular inequality, we know that $\left\|\mathbf{x}-\mathbf{c}_{\bar{P}}\right\| \leq\|\mathbf{x}-\bar{P}\|+$ $\left\|\bar{P}-\mathbf{c}_{\bar{P}}\right\|$. Moreover, observe that $\bar{P}$ is contained in the block $B$, since $B$ is a convex polygon. Then $\|\mathrm{x}-\bar{P}\| \leq l_{B}$.

For this reason, $\left\|\mathbf{x}-\mathbf{c}_{\bar{P}}\right\| \leq l_{B}-\delta_{P}(C)+\|\bar{P}-\mathbf{c}\| \leq\left(2 \cdot l_{B}-\delta_{P}(C)\right)+\|\mathbf{x}-\mathbf{c}\|$ holds. As $\epsilon_{C, X}(B)=\max \left\{0,2 \cdot l_{B}-\delta_{P}(C)\right\}=0$, then $2 \cdot l_{B}-\delta_{P}(C) \leq 0$ and, therefore, $\left\|\mathbf{x}-\mathbf{c}_{\bar{P}}\right\| \leq\|\mathbf{x}-\mathbf{c}\|$ for all $\mathbf{c} \in C$. In other words, $\mathbf{c}_{\bar{P}}=\underset{\mathbf{c} \in C}{\arg \min }\|\mathbf{x}-\mathbf{c}\|$ for all $\mathbf{x} \in P$.

As can be seen in Section 4.1.2. there are different parameters that must be tuned. In the following result, we set a criterion to choose the initialization parameters of Algorithm 5 in a way that its complexity, even in the worst case scenario, is still the same as that of Lloyd's algorithm.
Theorem 11 Given an integer $r$, if $m=\mathcal{O}(\sqrt{K \cdot d})$ and $s=\mathcal{O}(\sqrt{n})$, then Algorithm 5 is $\mathcal{O}(n \cdot K \cdot d)$.

Proof. It is enough to verify the conditions presented before. Firstly, observe that $r \cdot s \cdot m^{2}=\mathcal{O}(\sqrt{n} \cdot K \cdot d)$ and $n \cdot m=\mathcal{O}(n \cdot \sqrt{K \cdot d})$. Moreover, as $K \cdot d=\mathcal{O}(n)$, then $r \cdot m^{2}=\mathcal{O}(n)$.

Up to this point, most of the quality results assume the case when all the blocks are well assigned. However, in order to achieve this, many BWKM iterations might be required. In the following result, we provide a bound to the weighted error with respect to the full error. This result shows that our weighted representation improves as more blocks of our partition satisfy the criterion in Algorithm 2 and/or the diagonal of the blocks are smaller.

Theorem 3 Given a data set, $X$, a set of $K$ centroids $C$ and a spatial partition $\mathcal{B}$ of the data set $X$, the following inequality is satisfied:
$\left|E_{X}(C)-E_{\mathcal{P}}(C)\right| \leq \sum_{B \in \mathcal{B}} 2 \cdot|P| \cdot \epsilon_{C, X}(B) \cdot\left(2 \cdot l_{B}+\left\|\bar{P}-c_{\bar{P}}\right\|\right)+\frac{|P|-1}{2} \cdot l_{B}^{2}$,
where $P=B(X)$ and $\mathcal{P}=\mathcal{B}(X)$. Furthermore, for a well assigned partition $\mathcal{P}$, if we define $C_{O P T}^{\mathcal{P}}=\underset{C \subset \mathbb{R}^{d},|C|=K}{\arg \min } E_{\mathcal{P}}(C)$ and $C_{O P T}=\underset{C \subset \mathbb{R}^{d},|C|=K}{\arg \min } E_{X}(C)$, then

$$
E_{X}\left(C_{O P T}^{\mathcal{P}}\right) \leq E_{X}\left(C_{O P T}\right)+(n-|\mathcal{P}|) \cdot l^{2}
$$

where $l=\max _{B \in \mathcal{B}} l_{B}$.
Proof. Using Eq. 9 in Theorem 4 , we know that $\left|E_{X}(C)-E_{\mathcal{P}}(C)\right| \leq \sum_{P \in \mathcal{P}} \sum_{\mathbf{x} \in P} \| \mathbf{x}-$ $\mathbf{c}_{\bar{P}}\left\|^{2}-\right\| \mathbf{x}-\mathbf{c}_{\mathbf{x}}\left\|^{2}+\right\| \mathbf{x}-\bar{P} \|^{2}$.

Observe that, for a certain instance $\mathbf{x} \in P$, where $\epsilon_{C, X}(B)=\max \{0,2$. $\left.l_{B}-\delta_{P}(C)\right\}=0,\left\|\mathbf{x}-\mathbf{c}_{\bar{P}}\right\|^{2}-\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|^{2}=0$, as $\mathbf{c}_{\mathbf{x}}=\mathbf{c}_{\bar{P}}$ by Theorem 2. On the other hand, if $\epsilon_{C, X}(B)>0$, we have the following inequalities:

$$
\begin{aligned}
\left\|\mathbf{x}-\mathbf{c}_{\bar{P}}\right\|-\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\| & \leq 2 \cdot\|\mathbf{x}-\bar{P}\|-\left(\left\|\bar{P}-\mathbf{c}_{\mathbf{x}}\right\|-\left\|\bar{P}-\mathbf{c}_{\bar{P}}\right\|\right) \\
& \leq \epsilon_{C, X}(B) \\
\left\|\mathbf{x}-\mathbf{c}_{\bar{P}}\right\|+\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\| & \leq 2 \cdot\|\mathbf{x}-\bar{P}\|+\left\|\bar{P}-\mathbf{c}_{\mathbf{x}}\right\|+\left\|\bar{P}-\mathbf{c}_{\bar{P}}\right\| \\
& <2 \cdot l_{B}+\left(2 \cdot l_{B}+\left\|\bar{P}-\mathbf{c}_{\bar{P}}\right\|\right) \\
& +\left\|\bar{P}-\mathbf{c}_{\bar{P}}\right\| \\
& =2 \cdot\left(2 \cdot l_{B}+\left\|\bar{P}-\mathbf{c}_{\bar{P}}\right\|\right)
\end{aligned}
$$

Using both inequalities, we have $\left\|\mathbf{x}-\mathbf{c}_{\bar{P}}\right\|^{2}-\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|^{2} \leq 2 \cdot \epsilon_{C, X}(B)$. $\left(2 \cdot l_{B}+\left\|\bar{P}-\mathbf{c}_{\bar{P}}\right\|\right)$. On the other hand, observe that $\sum_{\mathbf{x} \in P}\|\mathbf{x}-\bar{P}\|^{2}=\frac{1}{|P|}$. $\sum_{\mathbf{x}, \mathbf{y} \in P}\|\mathbf{x}-\mathbf{y}\|^{2} \leq \frac{1}{|P|} \cdot \frac{|P| \cdot(|P|-1)}{2} \cdot l_{B}^{2}=\frac{|P|-1}{2} \cdot l_{B}^{2}$.

Furthermore, if the partition is well assigned, then $\epsilon_{C, X}(B)=0$ for all $B \in \mathcal{B}$ and so,

$$
\begin{aligned}
E_{X}\left(C_{O P T}^{\mathcal{P}}\right) & \leq E_{\mathcal{P}}\left(C_{O P T}^{\mathcal{P}}\right)+\sum_{B \in \mathcal{B}} \frac{|P|-1}{2} \cdot l_{B}^{2} \\
& \leq E_{X}\left(C_{O P T}\right)+2 \cdot \sum_{B \in \mathcal{B}} \frac{|P|-1}{2} \cdot l_{B}^{2} \\
& \leq E_{X}\left(C_{O P T}\right)+(n-|\mathcal{P}|) \cdot l^{2}
\end{aligned}
$$

As we do not have access to the error for the entire dataset, $E_{X}(C)$, since its computation is expensive, in Algorithm 8 we propose a possible stopping criterion that bounds the displacement of the set of centroids. In the following result, we show a possible choice of this bound in a way that, if the proposed criterion is verified, then the common Lloyd's algorithm stopping criterion is also satisfied.

Theorem 12 Given two sets of centroids $C=\left\{\boldsymbol{c}_{k}\right\}_{k=1}^{K}$ and $C^{\prime}=\left\{\boldsymbol{c}_{k}^{\prime}\right\}_{k=1}^{K}$, if $\left\|C-C^{\prime}\right\|_{\infty}=\max _{k=1, \ldots, K}\left\|\boldsymbol{c}_{k}-\boldsymbol{c}_{k}^{\prime}\right\| \leq \varepsilon_{w}$, where $\epsilon_{w}=\sqrt{l^{2}+\frac{\epsilon^{2}}{n^{2}}}-l$, then $\left|E_{X}(C)-E_{X}\left(C^{\prime}\right)\right| \leq \varepsilon$.

Proof. Initially, we bound the following terms: $\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|+\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}^{\prime}\right\|$ and $\mid \| \mathbf{x}-$ $\mathbf{c}_{\mathbf{x}}\|-\| \mathbf{x}-\mathbf{c}_{\mathbf{x}}^{\prime}\| \|$ for any $\mathbf{x} \in X$.

If we set $j$ and $t$ as the indexes satisfying $\mathbf{c}_{j}=\mathbf{c}_{\mathbf{x}}$ and $\mathbf{c}_{t}^{\prime}=\mathbf{c}_{\mathbf{x}}^{\prime}$, then we have $\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|+\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}^{\prime}\right\|=\left\|\mathbf{x}-\mathbf{c}_{j}\right\|+\left\|\mathbf{x}-\mathbf{c}_{t}^{\prime}\right\| \leq\left\|\mathbf{x}-\mathbf{c}_{t}\right\|+\left\|\mathbf{x}-\mathbf{c}_{t}^{\prime}\right\| \leq$ $2 \cdot\left\|\mathbf{x}-\mathbf{c}_{t}^{\prime}\right\|+\varepsilon_{w}=2 \cdot\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}^{\prime}\right\|+\varepsilon_{w}$ (1). Analogously, applying the triangular inequality, we have $\left\|\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|-\right\| \mathbf{x}-\mathbf{c}_{\mathbf{x}}^{\prime}\| \| \leq \varepsilon_{w}$ (2). In the following chain of inequalities, we will make use of (1) and (2):

$$
\begin{aligned}
\left|E_{X}(C)-E_{X}\left(C^{\prime}\right)\right| & \leq\left|\sum_{\mathbf{x} \in X}\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|^{2}-\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}^{\prime}\right\|^{2}\right| \\
& \leq \sum_{\mathbf{x} \in X}\left|\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|^{2}-\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}^{\prime}\right\|^{2}\right| \\
& \leq \sum_{\mathbf{x} \in X}\left(\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|+\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}^{\prime}\right\|\right) \\
& \left|\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}\right\|-\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}^{\prime}\right\|\right| \\
& \leq \sum_{\mathbf{x} \in X} \varepsilon_{w} \cdot\left(2 \cdot\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}^{\prime}\right\|+\varepsilon_{w}\right) \\
& \leq n \cdot \varepsilon_{w}^{2}+2 \cdot n \cdot \max _{\mathbf{x} \in X}\left\|\mathbf{x}-\mathbf{c}_{\mathbf{x}}^{\prime}\right\| \cdot \varepsilon_{w} \\
& \leq n \cdot \varepsilon_{w}^{2}+2 \cdot n \cdot l \cdot \varepsilon_{w}=\varepsilon
\end{aligned}
$$

In Theorem 4. we show an interesting property of the BWKM algorithm. We verify that a fixed point of the weighted Lloyd's algorithm, over a partition with only well assigned blocks, is also a fixed point of Lloyd's algorithm over the entire dataset $X$.

Theorem 4 If $C$ is a fixed point of the weighted $K$-means algorithm for a spatial partition $\mathcal{B}$, for which all of its blocks are well assigned, then $C$ is a fixed point of the $K$-means algorithm on $X$.

Proof. $C=\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{K}\right\}$ is a fixed point of the weighted $K$-means algorithm, on a partition $\mathcal{P}$, if and only if when applying an additional iteration of the weighted $K$-means algorithm on $\mathcal{P}$, the generated clusterings
$\mathcal{G}_{1}(\mathcal{P}), \ldots, \mathcal{G}_{K}(\mathcal{P})$, i.e., $\mathcal{G}_{i}(\mathcal{P}):=\left\{P \in \mathcal{P}: \mathbf{c}_{i}=\underset{\mathbf{c} \in C}{\arg \min }\|\bar{P}-\mathbf{c}\|\right\}$, satisfies $\mathbf{c}_{i}=\frac{\sum_{P \in \overline{\mathcal{G}_{i}(\mathcal{P})}}|P| \cdot \bar{P}}{\sum_{P \in \mathcal{G}_{i}(\mathcal{P})}|P|}$ for all $i=\{1, \ldots, K\}$ (1).

Since all the blocks $B \in \mathcal{B}$ are well assigned, then the clusterings of $C$ in $X, \mathcal{G}_{i}(X):=\left\{\mathbf{x} \in X: \mathbf{c}_{i}=\underset{\mathbf{c} \in C}{\arg \min }\|\mathbf{x}-\mathbf{c}\|\right\}$, satisfy $\left|\mathcal{G}_{i}(X)\right|=\sum_{P \in \mathcal{G}_{i}(\mathcal{P})}|P|(2)$ and $\sum_{\mathbf{x} \in \mathcal{G}_{i}(X)} \mathbf{x}=\sum_{P \in \mathcal{\mathcal { G } _ { i }}(\mathcal{P})} \sum_{\mathbf{x} \in P} \mathbf{x}$ (3). From (1), (2) and (3), we have

$$
\begin{aligned}
\mathbf{c}_{i}= & \frac{\sum_{P \in \mathcal{\mathcal { G } _ { i } ( \mathcal { P } )}}|P| \cdot \bar{P}}{\sum_{P \in \mathcal{G}_{i}(\mathcal{P})}|P|}=\frac{\sum_{P \in \mathcal{\mathcal { G } _ { i } ( \mathcal { P } )}}|P| \cdot \sum_{\mathbf{x} \in P} \frac{\mathbf{x}}{|P|}}{\sum_{P \in \mathcal{G}_{i}(\mathcal{P})}|P|} \\
= & \frac{\sum_{P \in \mathcal{\mathcal { G } _ { i } ( \mathcal { P } )}} \sum_{\mathbf{x} \in P} \mathbf{x}}{\sum_{P \in \mathcal{G}_{i}(\mathcal{P})}|P|}=\frac{\sum_{\mathbf{x} \in \mathcal{\mathcal { G } _ { i } ( X )}} \mathbf{x}}{\left|\mathcal{G}_{i}(X)\right|} \forall i \in 1, \ldots, K,
\end{aligned}
$$

this is, $C$ is a fixed point of $K$-means algorithm on $X$.

## .2.2 About the grid based RPKM

In the experimental section in Chapter 3, the partition sequence used (grid based RPKM) consisted on sequentially constructing a new spatial partition by dividing each block of the previous partition into $2^{d}$ new blocks, i.e., $\mathcal{P}$ can have up to $2^{i \cdot d}$ representatives. In this section, we provide some additional results in which we compare the performance of the grid based RPKM with respect to the methods and datasets presented in Section 4.2 and $K \in\{3,5,10,25,50\}$.

As in Chapter 3, we fix the maximum number of iterations, $M$, as the stopping criterion for the grid based RPKM. Initially, we considered $M=10$, however just for the $C I F$ and $3 R N$ datasets -case i)- the grid based RPKM managed to converge before reaching the limit running time ( 24 hours). Moreover, for the $H P C$ and $W U Y$ datasets -case ii)-, we obtained results for $M=5$ and, unfortunately, for the datasets with the largests dimensionality ( $G S$ and $S U S Y$ ), the grid based RPKM failed to provide any output. The obtained results are summarized in the following figures:


Fig. .1: Relative distance computations vs relative error on the CIF dataset.


Fig. .2: Proportion representatives/instances with respect to the number of iterations on the CIF dataset.


Fig. .3: Relative distance computations vs relative error on the $3 R N$ dataset.


Fig. .4: Proportion representatives/instances with respect to the number of iterations on the $3 R N$ dataset.


Fig. .5: Relative distance computations vs relative error on the $H P C$ dataset.


Fig. .6: Proportion representatives/instances with respect to the number of iterations on the $H P C$ dataset.


Fig. .7: Relative distance computations vs relative error on the $W U Y$ dataset.


Fig. .8: Proportion representatives/instances with respect to the number of iterations on the $W U Y$ dataset.

| Dataset | $K$ | BW KM | grid based RP $K$ M |
| :---: | :---: | :---: | :---: |
| CIF | 3 | $0.498 \pm 0.042$ | $0.999 \pm 0.000$ |
|  | 5 | $0.597 \pm 0.021$ | $0.999 \pm 0.000$ |
|  | 10 | $0.779 \pm 0.013$ | $0.999 \pm 0.000$ |
|  | 25 | $0.917 \pm 0.005$ | $0.999 \pm 0.000$ |
|  | 50 | $0.958 \pm 0.002$ | $0.999 \pm 0.000$ |
| $3 R N$ | 3 | $0.021 \pm 0.000$ | $0.760 \pm 0.000$ |
|  | 5 | $0.034 \pm 0.001$ | $0.760 \pm 0.000$ |
|  | 10 | $0.060 \pm 0.004$ | $0.900 \pm 0.000$ |
|  | 25 | $0.090 \pm 0.008$ | $0.900 \pm 0.000$ |
|  | 50 | $0.123 \pm 0.009$ | $0.967 \pm 0.000$ |
| $H P C$ | 3 | $0.038 \pm 0.014$ | $0.785 \pm 0.000$ |
|  | 5 | $0.095 \pm 0.014$ | $0.785 \pm 0.000$ |
|  | 10 | $0.148 \pm 0.008$ | $0.785 \pm 0.000$ |
|  | 25 | $0.175 \pm 0.009$ | $0.785 \pm 0.000$ |
|  | 50 | $0.253 \pm 0.011$ | $0.785 \pm 0.000$ |
|  | 3 | $0.003 \pm 0.001$ | $0.001 \pm 0.000$ |
|  | 5 | $0.006 \pm 0.000$ | $0.001 \pm 0.000$ |
|  | 10 | $0.017 \pm 0.004$ | $0.007 \pm 0.000$ |
|  | 25 | $0.033 \pm 0.004$ | $0.007 \pm 0.000$ |
|  | 50 | $0.049 \pm 0.003$ | $0.007 \pm 0.000$ |

Table .1: Proportion final number of representatives / instances for the different datasets and number of clusters.

In the datasets of case i), we have better view of the evolution of the number of representatives of the grid based RPKM with respect to the number of iterations. In Fig . $2, ~ F i g, .4$ and Table. 1 , we observe that the number of representatives of the grid based RPKM, after 10 iterations, is about the number of instances in both the $C I F$ and $3 R N$ datasets, while, for the BW $K \mathrm{M}$, we observe a much slower growth in the number of representatives. In particular, for the $3 R N$ dataset, the number of representatives, for the different number of clusters and after 100 iterations, is still under $13 \%$ the number of instances, while generating approximations of similar and/or better quality than those of the grid based RPKM. Furthermore, we observe that, for all the datasets, the number of representatives of BWKM reaches a plateau way before the final number of iterations, meaning that, for a small number of iterations, most of the blocks generated by BWKM are well assigned.

On the other hand, as the number of representatives for the grid based $\mathrm{RP} K \mathrm{M}$, for the datasets in case ii), is smaller than in the previous case, we observe in Fig. 5 and Fig .7 , that the quality of the approximation of the grid based RPKM is commonly much less competitive than the solutions obtained via BWKM: the grid based RPKM commonly has over $10 \%$ of relative error with respect to BWKM.

In Table.2. we present the proportion of cases in which BWKM generates a well assigned partition verified via the assignment function of Theorem 2 As we commented in Section 4.1.4.2, this is a sufficient condition to verify that the solution obtained via BWKM is also a fixed point of Lloyd's algorithm for the entire dataset. We observe that, specially for a low number of clusters, BWKM is very likely to converge to a local minima of the $K$-means problem. For instance, for $W U Y$ dataset and $K \in\{3,5\}$, BW $K$ M always generated well assigned partitions, which is quite remarkable as the number of representatives in these cases is under $0.6 \%$ of the number of instances. As expected, as the number of cluster increases, it is harder to verify such a condition, however we must remember that this is just a sufficient condition since we are using Theorem 2 rather than computing all the pairwise distances instance-centroid.

| $K$ | $\boldsymbol{C I F}$ | 3RN | $\boldsymbol{H P C}$ | $\boldsymbol{W U Y}$ |
| :---: | :---: | :---: | :---: | :---: |
| 3 | 0.92 | 1.00 | 0.78 | 1.00 |
| 5 | 1.00 | 1.00 | 0.70 | 1.00 |
| 10 | 0.44 | 0.98 | 0.46 | 0.84 |
| 25 | 0.40 | 0.96 | 0.54 | 0.08 |
| 50 | 0.48 | 0.84 | 0.02 | 0.00 |

Table .2: Proportion of cases in which the spatial partition obtained by BWKM satisifes Theorem 4 verified via the misassigment function of Theorem 2

From the results presented in this section, it is clear that BWKM alleviates the main drawback of the grid based RPKM, as it also controls the growth of the number of representatives, which, in the worst case scenario, only has a linearly growth in this case. This is an important factor, as it allows BWKM to scale better with respect to both the dimensionality and the number of iterations. Furthermore, BWKM is still a RPKM type approach, meaning that, besides the theoretical guarantees that we have developed during article and the results that just commented on, BWKM also has the guarantees of the grid based RPKM.

## . 3 Appendix of Chapter 5

In this section, we comment on the proofs to the theoretical results presented in Chapter 5 and an extension to the empirical results in Section 5.2.

## .3.1 Proofs

As we commented, in Section 5.1. the proposed feature selection in Algorithm 9.13 is mainly based on the error bound proposed in Theorem 5. The result presented in Theorem 5 offers a simple way of quantifying the importance of a certain dimension, $j \in D_{i}$, in terms of its impact on the quality of the obtained clustering. This measurement consists on fixing the the corresponding entry, on each center of mass, to a given value, $v_{j}$, and estimating the increase of the error that it implies.

Theorem 7 Given two clusters $P_{i}$ and $P_{j}$ and their corresponding centers of mass $\boldsymbol{c}_{i}$ and $\boldsymbol{c}_{j}$, then $f_{i, j}=\frac{\left|P_{i}\right| \cdot\left|P_{j}\right|}{\left|P_{i}\right|+\left|P_{j}\right|} \cdot\left\|\boldsymbol{c}_{i}-\boldsymbol{c}_{j}\right\|^{2}$.

Proof. From now on, we refer by $X_{D}$ to the dataset $X$ on the dimensions in $X$ and, by $X_{P_{l}} \subset X_{D}$, to the instances $X_{i}$ belonging to the cluster $P_{l}$. We know that the following inequality holds

$$
\begin{equation*}
\sum_{\mathbf{x} \in X_{P_{l}}}\left\|\mathbf{x}-\mathbf{c}_{l}^{\prime}\right\|^{2}=\sum_{\mathbf{x} \in X_{P_{l}}}\left\|\mathbf{x}-\mathbf{c}_{l}\right\|^{2}+\left|P_{l}\right| \cdot\left\|\mathbf{c}_{l}-\mathbf{c}_{l}^{\prime}\right\|^{2} \tag{.10}
\end{equation*}
$$

and so, due to possible clustering re-assignments, from Eq .10 , we deduce the following bound

$$
\begin{align*}
E^{X_{D}}\left(C^{\prime}\right) & \leq E^{X_{D}}(C)+\sum_{l=1}^{K}\left|P_{l}\right| \cdot\left\|\mathbf{c}_{l}-\mathbf{c}_{l}^{\prime}\right\|^{2} \\
& =E^{X_{D}}(C)+\sum_{l=1}^{K}\left|P_{l}\right| \cdot \sum_{j \in D \backslash S}\left(\mathbf{c}_{l, j}-v_{j}\right)^{2} \\
& =E^{X_{D}}(C)+\sum_{j \in D \backslash S} t_{j} \tag{.11}
\end{align*}
$$

In Remark 1 in Section 5.1.1 we described the following simple feature selection process, based on Theorem 5, that leads to a $1+\varepsilon$ - approximation of $E^{X_{D_{i}}}\left(C_{i}\right)$ :

Remark 1 Using Theorem 5, we can minimize the size of the set of features selected, $S \subseteq D$, needed to keep a $1+\varepsilon$-approximation of $C$. This can be easily done by computing the set $\left\{t_{j}\right\}_{j=1}^{|D|}$ and sorting it increasingly, $\left\{t_{j:|D|}\right\}_{j=1}^{|D|}$. We then determine the largest index $k \in\{1, \ldots,|D|\}$ for which, $\sum_{l=1}^{k} t_{l:|D|} \leq$ $\varepsilon \cdot E^{X_{D}}\left(C_{i}\right)$ holds, i.e., $E^{X_{D}}\left(C^{\prime}\right) \leq(1+\varepsilon) \cdot E^{X_{D}}(C)$. Therefore, the features selected, $S \subseteq D$, correspond to those dimensions associated to the last $|D|-k$ entries in $\left\{t_{j:|D|}\right\}_{j=1}^{|D|} \cdot{ }^{2}$.

[^21]Proof. The construction proposed in this remark can be directly verified from Theorem 5. Since $\left\{t_{j:|D|}\right\}_{j=1}^{|D|}$ is sorted incresingly and $k$ is defined as the largest index for which, $\sum_{l=1}^{k} t_{l:|D|} \leq \varepsilon \cdot E^{X_{S}}(C)$ holds, i.e., $E^{X_{D}}\left(C^{\prime}\right) \leq(1+\varepsilon) \cdot E^{X_{D}}(C)$. Hence, the set of dimensions associated to the last $|D|-k$ entries in $\left\{t_{j:|D|}\right\}_{j=1}^{|D|}$ is the minimal cardinality set, generated via Theorem 5, that keeps a $1+\varepsilon$ approximation of $E^{X_{D}}(C)$.

In Theorem 6 we propose a bound to the clustering quality of the approximation obtained via Remark 1. Such a bound depends on the predefined $\varepsilon>0$, the approximation ratio $\lambda$ of algorithm $\mathcal{A}$ (which could be the $K$ means algorithm or any coreset-type approach, for instance) and the quality constant, $\varphi=\lambda^{2} \cdot \frac{E_{K=1}^{X_{S}, \text { opt }}}{\sum_{i=1}^{t} E^{X_{S_{i}}}\left(C_{i}\right)}$, which measures the ratio between the 1-means optimal error and sum of the $K$-means error on the selected variables, for each party of dimensions.

Theorem 6 Given a data set $X$, a constant $\varepsilon>0$ and a partition of the dimensions $\{1, \ldots, d\}$ into $t$ disjoint groups $\left\{D_{1}, \ldots, D_{t}\right\}$, if the set of features selected $S_{i} \subseteq D_{i}$ is obtained via Remark 1, for all $i \in\{1, \ldots, t\}$, then the output of a $\lambda$-approximate $K$-means algorithm (algorithm $\mathcal{A}$ ) on $S=\bigcup_{i=1}^{t} S_{i}$, $C^{*}$, satisfies

$$
\begin{equation*}
E^{X}\left(C^{*}\right) \leq \varphi \cdot(1+\varepsilon) \cdot E^{X}\left(C_{o p t}\right) \tag{5.3}
\end{equation*}
$$

where $C_{\text {opt }}=\underset{C \subseteq \mathbb{R}^{d},|C|=K}{\arg \min } E^{X}(C), \varphi=\lambda^{2} \cdot \frac{E_{K=1}^{X_{S}, o p t}}{\sum_{i=1}^{t} E^{X_{S_{i}}\left(C_{i}\right)}}$ and, $E_{K=1}^{X_{S}, \text { opt }}$, is the optimal value of the 1-means error on $X_{S}$.

Proof. We first apply algorithm $\mathcal{A}$ on each $D_{i}$, which generates a set of centroids, $C_{i}$, satisfying

$$
\begin{align*}
E^{X_{D_{i}}}\left(C_{i}^{\prime}\right) & \leq(1+\varepsilon) \cdot E^{X_{D_{i}}}\left(C_{i}\right) \\
& \leq \lambda \cdot(1+\varepsilon) \cdot E^{X_{D_{i}}}\left(C_{o p t}\right) \forall i \in\{1, \ldots, t\} \tag{.12}
\end{align*}
$$

and so, if we add all the elements in $\mathrm{Eq} . .12$, we get

$$
\begin{equation*}
\sum_{i=1}^{t} E^{X_{D_{i}}}\left(C_{i}^{\prime}\right) \leq \lambda \cdot(1+\varepsilon) \cdot E^{X}\left(C_{o p t}\right) \tag{.13}
\end{equation*}
$$

Furthermore, observe that

$$
\begin{equation*}
\sum_{i=1}^{t} E^{X_{D_{i}}}\left(C_{i}^{\prime}\right)=\underbrace{\sum_{i=1}^{t} E^{X_{S_{i}}}\left(C_{i}^{\prime}\right)}_{\text {Non-fixed error }}+\underbrace{\sum_{i=1}^{t} E_{K=1}^{X_{D_{i} \backslash S_{i}}, \text { opt }}}_{\text {Fixed error }} \tag{.14}
\end{equation*}
$$

From now on, we focus on bounding the "Non-fixed error" $(T)$. We first apply algorithm $\mathcal{A}$ on $S=\bigcup_{i=1}^{t} S_{i}$ and obtain a set of $K$ centroids, $C^{*}$ :

$$
\begin{aligned}
E^{X_{S}}\left(C^{*}\right) & \leq \lambda \cdot E^{X_{S}}\left(C_{i}^{\prime}\right) \\
& =\lambda \cdot\left[E^{X_{S_{i}}}\left(C_{i}^{\prime}\right)+E^{X_{S \backslash S_{i}}}\left(C_{i}^{\prime}\right)\right] \forall i \in\{1, \ldots, t\}
\end{aligned}
$$

and so,

$$
\begin{equation*}
E^{X_{S}}\left(C^{*}\right) \leq \frac{\lambda}{t} \cdot\left[T+\sum_{i=1}^{t} E^{X_{S \backslash S_{i}}}\left(C_{i}^{\prime}\right)\right] \tag{.15}
\end{equation*}
$$

If we denote $L=\sum_{i=1}^{t} E^{X_{S \backslash S_{i}}}\left(C_{i}^{\prime}\right)$, we would like to determine an upper bound to $c$ such that $L=c \cdot T$. This bound is of relevance since, considering Eq .13 and Eq .15 , we know that

$$
\begin{align*}
E^{X}\left(C^{*}\right) & \leq \frac{\lambda^{2}}{t} \cdot(1+\varepsilon) \cdot(1+c) \cdot E^{X}\left(C_{o p t}\right) \\
& -\frac{\lambda \cdot(1+c)-t}{t} \cdot \sum_{i=1}^{t} E_{K=1}^{X_{D_{i} \backslash S_{i}}, o p t} \tag{.16}
\end{align*}
$$

We focus now on the factor $c=\frac{\sum_{i=1}^{t} E^{X_{S} \backslash S_{i}\left(C_{i}^{\prime}\right)}}{\sum_{i=1}^{t} E^{X_{S i}}\left(C_{i}^{\prime}\right)}=\sum_{i=1}^{t} \frac{\sum_{j \neq i} E^{X_{S_{j}}}\left(C_{i}^{\prime}\right)}{E^{X_{S_{i}}\left(C_{i}^{\prime}\right)}} \leq$ $\frac{(t-1) \cdot E_{K=1}^{X_{D, 1}, o p t}}{\sum_{i=1}^{t} E^{X_{S_{i}}}\left(C_{i}^{\prime}\right)}$.

First of all, observe that, as $E^{X_{S_{i}}}\left(C_{i}^{\prime}\right) \leq E_{K=1}^{X_{S_{i}}, \text { opt }}$, then

$$
\begin{equation*}
c=\frac{(t-1) \cdot E_{K=1}^{X_{S}, o p t}}{\sum_{i=1}^{t} E^{X_{S_{i}}}\left(C_{i}^{\prime}\right)} \geq \frac{(t-1) \cdot E_{K=1}^{X_{S}, o p t}}{\sum_{i=1}^{t} E_{K=1}^{X_{S_{i}}, o p t}}=t-1 \tag{.17}
\end{equation*}
$$

In other words, the second factor in Eq.16, will always be non-negative. Furthermore,

$$
\begin{equation*}
\frac{\left(\sum_{i=1}^{t} E^{X_{S_{i}}}\left(C_{i}^{\prime}\right)\right)+(t-1) \cdot E_{K=1}^{X_{S}, o p t}}{\sum_{i=1}^{t} E^{X_{S_{i}}}\left(C_{i}^{\prime}\right)} \leq \frac{t \cdot E_{K=1}^{X_{S}, o p t}}{\sum_{i=1}^{t} E^{X_{S_{i}}}\left(C_{i}^{\prime}\right)} \tag{.18}
\end{equation*}
$$

Hence, using Eq. 19 and Eq. 20 we can bound Eq. 16 using information that we know in advanced, as follows

$$
\begin{aligned}
E^{X}\left(C^{*}\right) & \leq \lambda^{2} \cdot(1+\varepsilon) \cdot \frac{E_{K=1}^{X_{S}, o p t}}{\sum_{i=1}^{t} E^{X_{S_{i}}}\left(C_{i}^{\prime}\right)} \cdot E^{X}\left(C_{o p t}\right) \\
& =\lambda^{2} \cdot(1+\varepsilon) \cdot \frac{E_{K=1}^{X_{S}, o p t}}{\sum_{i=1}^{t} E^{X_{S_{i}}}\left(C_{i}\right)} \cdot E^{X}\left(C_{o p t}\right)
\end{aligned}
$$

The following result is a corollary of Theorem 6 and its used, in Algorithm 13, as as criterion for selecting the variables after Local approximation step.

Corollary 2 Given a set of positive constants $\left\{\varepsilon_{1}, \ldots, \varepsilon_{t}\right\}$, then if the set of features selected $S_{i} \subseteq D_{i}$ is obtained via Remark 1, with $\varepsilon=\varepsilon_{i}$, for all $i \in$ $\{1, \ldots, t\}$, then the output of a $\lambda$-approximate $K$-means algorithm (algorithm $\mathcal{A})$ on $S=\bigcup_{i=1}^{t} S_{i}, C^{*}$, satisfies

$$
\begin{equation*}
E^{X}\left(C^{*}\right) \leq \varphi \cdot\left(1+\max _{i \in\{1, \ldots, t\}} \varepsilon_{i}\right) \cdot E^{X}\left(C_{o p t}\right) \tag{5.4}
\end{equation*}
$$

Proof. From Remark 1. we know the following inequality chain holds, for all $i \in\{1, \ldots, t\}$,

$$
E^{X_{D_{i}}}\left(C_{i}^{\prime}\right) \leq\left(1+\varepsilon_{i}\right) \cdot E^{X_{D_{i}}}\left(C_{i}\right) \leq\left(1+\max _{j \in\{1, \ldots, t\}} \varepsilon_{j}\right) \cdot E^{X_{D_{i}}}\left(C_{i}\right)
$$

Hence, the result can be deduced from Theorem 6.

## .3.2 Feature Selection of $K$ MR

As we commented in Section 5.1.1. if we define the lists $\mathcal{E}_{i}=\left\{\sum_{l=1}^{\left|D_{i}\right|-d_{i}} \frac{t_{l:\left|D_{i}\right|}^{i}}{E^{X_{D_{i}}\left(C_{i}\right)}}\right\}_{d_{i}=0}^{\left|D_{i}\right|-1}$, for all $i \in\{1, \ldots, t\}$, we can solve Problem 1 by selecting the $m$ largest entries in $\left\{\mathcal{E}_{1}, \ldots, \mathcal{E}_{t}\right\}$. However, as the lists $\mathcal{E}_{i}$, for all $i \in\{1, \ldots, t\}$, are previously sorted in Remark 1. Problem 11 can be easily solved using the following $\mathcal{O}(t)$ time heuristic:

## Algorithm 13: Feature Selection

Input: $\mathcal{E}_{i}^{j}=\sum_{l=1}^{\left|D_{i}\right|-j} \frac{t_{l:\left|D_{i}\right|}^{i}}{E^{X_{D_{i}}\left(C_{i}\right)}}$, for all $j \in\left\{0, \ldots,\left|D_{i}\right|-1\right\}$ and
$i \in\{1, \ldots, t\}$.
Output: Set of $m$ features selected, $D \subseteq\{1, \ldots, d\}$.

- Take a set of non-negative integers $\left\{d_{1}, \ldots, d_{t}\right\}$, satisfying $\sum_{i=1}^{t} d_{i}=m$.
- Set $\mathcal{E}_{i}^{\left|D_{i}\right|}=0$ and $\mathcal{E}_{i}^{-1} \rightarrow \infty$, for all $i \in\{1, \ldots, t\}$. while $\max _{i \in\{1, \ldots, t\}} \mathcal{E}_{i}^{d_{i}}>\min _{i \in\{1, \ldots, t\}} \mathcal{E}_{i}^{d_{i}-1}$ do
- Set $d_{j}=d_{j}+1$, where $j=\underset{i \in\{1, \ldots, t\}}{\arg \max } \mathcal{E}_{i}^{d_{i}}$.
- Set $d_{l}=d_{l}-1$, where $l=\underset{i \in\{1, \ldots, t\}}{\arg \min } \mathcal{E}_{i}^{d_{i}-1}$.
end
- For all $i \in\{1, \ldots, t\}$, set $S_{i}$ as the dimensions associated to the last $d_{i}$ entries of $\mathcal{E}_{i}$.
Return $S=\bigcup_{i=1}^{t} S_{i}$.
The heuristic proposed in Algorithm 13 is fairly simple as it just needs to update the maximum of $\left\{\mathcal{E}_{i}^{d_{i}}\right\}_{i=1}^{t}$ and the minimum of $\left\{\mathcal{E}_{i}^{d_{i}-1}\right\}_{i=1}^{t}$, which implies, at most, a $\mathcal{O}(t)$ time cost. Since the arrays, $\left\{\mathcal{E}_{i}^{d_{i}}\right\}_{d_{i}=0}^{\left|D_{i}\right|}$, are all sorted for $i \in\{1, \ldots, t\}$, then when the condition $\max _{i \in\{1, \ldots, t\}} \mathcal{E}_{i}^{d_{i}} \leq \min _{i \in\{1, \ldots, t\}} \mathcal{E}_{i}^{d_{i}-1}$, is satisfied, $\max _{i \in\{1, \ldots, t\}} \mathcal{E}_{i}^{d_{i}}$ is minimized, i.e., Problem 1 is solved.


## .3.3 Some practical results using Remark 1

In this section, we provide some additional practical results using the feature selection strategy proposed in Remark 1. In particular, we consider all 16 data sets used in Section 5.2 and apply the feature selection approach discussed in Remark 1 to obtain a $1+\varepsilon$-approximation of the solution obtained via $K \mathrm{M}++$, for $\varepsilon \in\{0.01,0.05,0.10,0.50,1.01\}$.

As we commented in Section 5.1.1, Remark 1 is primarily based on the variable importance score proposed in Theorem 5 Such a score is a bound to the error increase that would take place, if all the centers of mass obtained by algorithm $\mathcal{A}$ are fixed on a predefined subset of dimensions. This bound does not take into consideration possible clusters re-assignements which notoriously fastens the selection procedure, as there is no need to compute an additional cluster re-assignment step, which would be $\mathcal{O}(n \cdot K \cdot m)$, and, more importantly, the effect of each variable is additive, meaning that the corresponding error increase of each dimension is independent of the subset of fixed dimensions
considered, i.e., we do not need to evaluate all the possible combinations of fixed dimensions separately.

In Fig. 9 , we show the obtained epsilon (which must be $\leq \varepsilon$ ) obtained by Remark 1. Afterwards, we present the error (difference) between, the epsilon predicted by Remark 1, and the epsilon obtained, for the same features selected by Remark 1, computing all clustering re-assignements, see Fig. 10 , Finally, in Fig .11, we observe the number of features discarded (fixed) to reach the $1+\varepsilon$-approximation.


Fig. .9: Obtained epsilon after applying Remark 1 .


Fig. .10: Error obtained after selecting the last variable for which Remark 1 achieves the $1+\varepsilon$-approximation.


Fig. .11: Proportion of variables discarded by Remark 1 for reaching the $1+\varepsilon$ approximation.

Table .3: Average, over all data sets, for the results presented in Fig .9. .11.

| $\varepsilon$ | Remark 1 Epsilon | Error | Discarded Variables (Proportion) |
| :---: | :---: | :---: | :---: |
| 0.01 | $8.03 \times 10^{-3}$ | $1.76 \times 10^{-4}$ | 0.70 |
| 0.05 | $4.09 \times 10^{-2}$ | $8.85 \times 10^{-4}$ | 0.79 |
| 0.10 | $8.26 \times 10^{-2}$ | $3.18 \times 10^{-3}$ | 0.83 |
| 0.50 | $3.02 \times 10^{-1}$ | $1.53 \times 10^{-2}$ | 0.93 |
| 1.01 | $5.13 \times 10^{-1}$ | $5.33 \times 10^{-2}$ | 0.96 |

According to Fig. 9 we observe that, as the value of $\varepsilon$ decreases, the epsilon obtained by Remark 1 is closer to it. This observation is partially related to the fact that, as we increase $\varepsilon$, and, therefore, discard more variables, we will mostly remain with those variables with the highest error increments, reason for which adding an extra variable to those features that are already discarded, may easily exceed the $1+\varepsilon$ - bound. In this scenario (largest values of $\varepsilon$ ), we observe that the error of the approximation provided by Theorem 5 loses more accuracy, as in this case we are fixing more variables and, therfore, adding more error to the bound. However, we must point out that the error obtained is still neglegible with respect to the $\varepsilon$ chosen: In Fig. 10 and Tab.. 3 we observe that, in large majority of the cases, such an error is under $5 \%$ of the actual value of $\varepsilon$.

Regardless of the value selected for $\varepsilon$, Remark 1 is always able to discard a large amount of the variables, while generating a $1+\varepsilon$-approximation of the best solution obtained via $K M++$. In particular, for $\varepsilon=0.01$, Remark 1. eliminated, in average, $70 \%$ of the variables to reach the expected quality and, already, for $\varepsilon=0.50$, over $90 \%$ of the variables are fixed and the error bound is satisfied.

## . 4 Appendix of Chapter 6

In this section, we comment on the proofs to the theoretical results presented in Chapter 6 and an extension to the empirical results in Section 6.2

## .4.1 Proofs

In this section, we present the proofs to Theorem 7 and Theorem 8 presented in Section 6.1.

Theorem 7 Given two clusters $P_{i}$ and $P_{j}$ and their corresponding centers of mass $\boldsymbol{c}_{i}$ and $\boldsymbol{c}_{j}$, then $f_{i, j}=\frac{\left|P_{i}\right| \cdot\left|P_{j}\right|}{\left|P_{i}\right|+\left|P_{j}\right|} \cdot\left\|\boldsymbol{c}_{i}-\boldsymbol{c}_{j}\right\|^{2}$.

Proof. We know that for all $\mathbf{c} \in \mathbb{R}^{d}$,

$$
\begin{array}{r}
\sum_{\mathbf{x} \in P_{i}}\|\mathbf{x}-\mathbf{c}\|^{2}=\sum_{\mathbf{x} \in P_{i}}\left\|\mathbf{x}-\mathbf{c}_{i}\right\|^{2}+\left|P_{i}\right| \cdot\left\|\mathbf{c}-\mathbf{c}_{i}\right\|^{2} \\
\sum_{\mathbf{x} \in P_{j}}\|\mathbf{x}-\mathbf{c}\|^{2}=\sum_{\mathbf{x} \in P_{j}}\left\|\mathbf{x}-\mathbf{c}_{j}\right\|^{2}+\left|P_{j}\right| \cdot\left\|\mathbf{c}-\mathbf{c}_{j}\right\|^{2}, \tag{.20}
\end{array}
$$

In particular, for $\mathbf{c}=\frac{\left|P_{i}\right| \cdot \mathbf{c}_{i}+\left|P_{j}\right| \cdot \mathbf{c}_{j}}{\left|P_{i}\right|+\left|P_{j}\right|}$, we have $\left\|\mathbf{c}-\mathbf{c}_{i}\right\|^{2}=\frac{\left|P_{j}\right|^{2}}{\left(\left|P_{i}\right|+\left|P_{j}\right|\right)^{2}} \cdot \| \mathbf{c}_{i}-$ $\mathbf{c}_{j} \|^{2}$ and $\left\|\mathbf{c}-\mathbf{c}_{j}\right\|^{2}=\frac{\left|P_{i}\right|^{2}}{\left(\left|P_{i}\right|+\left|P_{j}\right|\right)^{2}} \cdot\left\|\mathbf{c}_{i}-\mathbf{c}_{j}\right\|^{2}$, therefore adding both equations 19 and 20

$$
\begin{gathered}
\sum_{\mathbf{x} \in P_{i, j}}\left\|\mathbf{x}-\frac{\left|P_{i}\right| \cdot \mathbf{c}_{i}+\left|P_{j}\right| \cdot \mathbf{c}_{j}}{\left|P_{i}\right|+\left|P_{j}\right|}\right\|^{2}=\sum_{\mathbf{x} \in P_{i}}\left\|\mathbf{x}-\mathbf{c}_{i}\right\|^{2} \\
\quad+\sum_{\mathbf{x} \in P_{j}}\left\|\mathbf{x}-\mathbf{c}_{j}\right\|^{2}+\frac{\left|P_{i}\right| \cdot\left|P_{j}\right|}{\left|P_{i}\right|+\left|P_{j}\right|} \cdot\left\|\mathbf{c}_{i}-\mathbf{c}_{j}\right\|^{2}
\end{gathered}
$$

Hence, $f_{i, j}=\frac{\left|P_{i}\right| \cdot\left|P_{j}\right|}{\left|P_{i}\right|+\left|P_{j}\right|} \cdot\left\|\mathbf{c}_{i}-\mathbf{c}_{j}\right\|^{2}$.
Theorem 8 Given a Lloyd's algorithm fixed point, C, if the SMK-means algorithm splits a cluster $P_{s}$, taking the corresponding 2-means initialization via $D^{2}$-sampling ${ }^{3}$ and $\min _{l \neq k \neq s} \frac{\left|P_{l}\right| \cdot\left|P_{k}\right|}{\left|P_{l}\right|+\left|P_{k}\right|} \cdot\left\|\boldsymbol{c}_{l}-\boldsymbol{c}_{k}\right\|^{2} \leq \frac{E_{P_{s}}\left(\left\{\boldsymbol{c}_{s}\right\}\right)}{\left|P_{s}\right|}$, then the reinitialization $C^{\prime}$ satisfies $E_{X}\left(C^{\prime}\right) \leq E_{X}(C)$, on average.

Proof. In terms of SplitStep, it is not simple to estimate a priori $g_{s}$. However, we can find an upper bound to this term by analyzing the reduction of the error of $P_{s}$ after the initialization of the 2-means on $P_{s}$.

In the statement, we propose to take the first centroid $\left(\mathbf{c}_{s}^{1}\right)$ of the initialization as the center of mass of $P_{s}, \mathbf{c}_{s}$, and the second $\left(\mathbf{c}_{s}^{2}\right)$ selected at random via $D^{2}$-sampling.

We now can take the following bound $E_{P_{s}}\left(\left\{\mathbf{c}_{s}, \mathbf{c}_{s}^{2}\right\}\right) \leq E_{P_{s}}\left(\left\{\mathbf{c}_{s}\right\}\right)-\| \mathbf{c}_{s}-$ $\mathbf{c}_{s}^{2} \|^{2}$ (in the worst case, at least $\mathbf{c}_{s}^{2}$ is the closest instance to itself). Moreover,

[^22]\[

$$
\begin{align*}
& \mathbf{E}\left(E_{P_{s}}\left(\left\{\mathbf{c}_{s}, \mathbf{c}_{s}^{2}\right\}\right)\right)=\sum_{\mathbf{c}_{s}^{2} \in P_{s}} \frac{\left\|\mathbf{c}_{s}^{2}-\mathbf{c}_{s}\right\|^{2}}{\sum_{\mathbf{x} \in P_{s}}\left\|\mathbf{x}-\mathbf{c}_{s}\right\|^{2}} \cdot E_{P_{s}}\left(\left\{\mathbf{c}_{s}, \mathbf{c}_{s}^{2}\right\}\right) \\
& \quad \leq \sum_{\mathbf{c}_{s}^{2} \in P_{s}} \frac{\left\|\mathbf{c}_{s}^{2}-\mathbf{c}_{s}\right\|^{2}}{E_{P_{s}}\left(\left\{\mathbf{c}_{s}\right\}\right)} \cdot\left(E_{P_{s}}\left(\left\{\mathbf{c}_{s}\right\}\right)-\left\|\mathbf{c}_{s}-\mathbf{c}_{s}^{2}\right\|^{2}\right) \\
& \quad=E_{P_{s}}\left(\left\{\mathbf{c}_{s}\right\}\right)-\frac{1}{E_{P_{s}}\left(\left\{\mathbf{c}_{s}\right\}\right)} \cdot \sum_{\mathbf{c}_{s}^{2} \in P_{s}}\left\|\mathbf{c}_{s}^{2}-\mathbf{c}_{s}\right\|^{4} \tag{.21}
\end{align*}
$$
\]

This is $g_{s}=\frac{1}{E_{P_{s}\left(\left\{\mathbf{c}_{s}\right\}\right)}} \cdot \sum_{\mathbf{c}_{s}^{2} \in P_{s}}\left\|\mathbf{c}_{s}^{2}-\mathbf{c}_{s}\right\|^{4}$, using the power-mean inequality 4. we have

$$
\begin{aligned}
g_{s} & =\frac{1}{E_{P_{s}}\left(\left\{\mathbf{c}_{s}\right\}\right)} \cdot \sum_{\mathbf{c}_{s}^{2} \in P_{s}}\left\|\mathbf{c}_{s}^{2}-\mathbf{c}_{s}\right\|^{4} \\
& \geq \frac{1}{E_{P_{s}}\left(\left\{\mathbf{c}_{s}\right\}\right)} \cdot \frac{1}{\left|P_{s}\right|} \cdot\left(\sum_{\mathbf{c}_{s}^{2} \in P_{s}}\left\|\mathbf{c}_{s}^{2}-\mathbf{c}_{s}\right\|^{2}\right)^{2}=\frac{E_{P_{s}}\left(\left\{\mathbf{c}_{s}\right\}\right)}{\left|P_{s}\right|}
\end{aligned}
$$

Furthermore, for MergeStep, we can establish the following upper bound

$$
\min _{l \neq k} \frac{\left|P_{l}^{\prime}\right| \cdot\left|P_{k}^{\prime}\right|}{\left|P_{l}^{\prime}\right|+\left|P_{k}^{\prime}\right|} \cdot\left\|\mathbf{c}_{l}^{\prime}-\mathbf{c}_{k}^{\prime}\right\|^{2} \leq \min _{l \neq k \neq s} \frac{\left|P_{l}\right| \cdot\left|P_{k}\right|}{\left|P_{l}\right|+\left|P_{k}\right|} \cdot\left\|\mathbf{c}_{l}-\mathbf{c}_{k}\right\|^{2}
$$

Then,

$$
\begin{aligned}
\mathbf{E}\left(E_{X}\left(C^{\prime}\right)\right) & \leq E_{X}(C)+\min _{l \neq k \neq s} \frac{\left|P_{l}\right| \cdot\left|P_{k}\right|}{\left|P_{l}\right|+\left|P_{k}\right|} \cdot\left\|\mathbf{c}_{l}-\mathbf{c}_{k}\right\|^{2} \\
& -\frac{E_{P_{s}}\left(\left\{\mathbf{c}_{s}\right\}\right)}{\left|P_{s}\right|}
\end{aligned}
$$

and so, if $\min _{l \neq k \neq s} \frac{\left|P_{l}\right| \cdot\left|P_{k}\right|}{\left|P_{l}\right|+\left|P_{k}\right|} \cdot\left\|\mathbf{c}_{l}-\mathbf{c}_{k}\right\|^{2} \leq \frac{E_{P_{s}}\left(\left\{\mathbf{c}_{s}\right\}\right)}{\left|P_{s}\right|}$, then $\mathbf{E}\left(E_{X}\left(C^{\prime}\right)\right) \leq E_{X}(C)$.

## .4.2 Experiments

In the experimental section, we analyzed the effect of the number of clusters over the performance of $\mathrm{SM} K \mathrm{M}++$, $\mathrm{SM} K \mathrm{Mr}, \mathrm{H} K \mathrm{M}++, \mathrm{H} K \mathrm{Mr}, K \mathrm{M}++$ and

$$
{ }^{4} \text { Given any real numbers } a_{1}, \ldots, a_{n}, \text { then } \sum_{i=1}^{n} a_{i}^{2} \geq \frac{1}{n} \cdot\left(\sum_{i=1}^{n} a_{i}\right)^{2}
$$

FKM on a wide variety of data sets. In this section, we show that SMKM has a competitive performance regardless of the size of the data sets and their dimensionalities. In Fig. 12,19, each point represents the average relative number of distances computed and error obtained at each iteration of all the considered methods.

As we can see . $12, .19, \mathrm{SM} K \mathrm{Mr}$ and $\mathrm{SM} K \mathrm{M}++$ has a similar performance regardless of the data sets considered. Both variants of SMKM systematically converged at a very fast rate to approximations of similar or better quality than those generated by $\mathrm{H} K \mathrm{M}++, \mathrm{H} K \mathrm{Mr}, K \mathrm{M}++$ and $\mathrm{F} K \mathrm{M}$. At this point, we would like to highlight that, as for both SMKM and HKM, the final number of re-starts may vary at different executions, the curves associated to the relative average error of both $\mathrm{SM} K \mathrm{M}++$, $\mathrm{SM} K \mathrm{Mr}, \mathrm{H} K \mathrm{M}++$ and $\mathrm{H} K \mathrm{Mr}$, in Fig $\sqrt{12} \cdot 19$, are not necessarily monotonically descendant, as it is for each run of the experiment:

As we discussed in the experimental section, in order to better appreciate the benefits of the proposed Split-Merge process on improving the quality of the approximation, we could take a look at the performance of those algorithms that are initialized at random- $\mathrm{SM} K \mathrm{Mr}$ (green circles), $\mathrm{H} K \mathrm{Mr}$ (pink diamonds) and FKM (black squares)-. We highlight this comparison, since the remaining algorithms are initialized via a $K$-means++ execution, and so the obtained error in their first iterations are usually closer to the lowest error found (there is less room for improvement). In this case, we observe for instance that $\mathrm{SM} K \mathrm{Mr}$ only computed, on average, $9.1 \% ~(B C, K=10)$ and $12.2 \%(E T, K=250)$ of the distances of $F K M$ to match the quality of its approximation. Analogously, $\mathrm{SM} K \mathrm{Mr}$ computed, on average, $3.0 \%$ ( $A C$, $K=250)$ and $6.5 \%(S V A, K=250)$ of the distances of HKMr.

In the case of the multi-start Lloyd approaches, FKM and $K \mathrm{M}++$, we observe, as commented in the experimental section, that their best performance takes places when the number of clusters is small $(K=10)$ : As we increase the number of clusters, it is more likely for the SMK-means algorithm and the Hartigan-based Lloyd's algorithm to reduce the error of a given local minima.


Fig. .12: Relative distance computations/error on $B C$.


Fig. .13: Relative distance computations/error on $D I G$.


Fig. .14: Relative distance computations/error on $A C$.


Fig. .15: Relative distance computations/error on $H A R$.


Fig. .16: Relative distance computations/error on $S V A$.


Fig. .17: Relative distance computations/error on $3 R N$.


Fig. .18: Relative distance computations/error on $H P$.


Fig. .19: Relative distance computations/error on $G S$.


Fig. .20: Relative distance computations/error on $B C$ (Hartigan-Wong $K$ means).


Fig. .21: Relative distance computations/error on $D I G$ (Hartigan-Wong $K$ means).

## .4.3 Hartigan-Wong $K$-means algorithm

Even when the goal of this article is the design of a re-initialization strategy for Lloyd's algorithm and its comparison to other multi-start approaches for the $K$-means algorithm, in this section we briefly report on the performance of the Hartigan-Wong $K$-means algorithm (HKM) for the same settings and data sets presented in the experimental section.

First of all, we would like to emphasize that $\mathrm{H} K \mathrm{Mr}$ and $\mathrm{H} K \mathrm{M}++$ refer to the multi-start $K$-means algorithms (initialized via Forgy's approach and $K$-means++, respectively) that are re-initialized through Hartigan's heuristic. On the other hand, HKM consists of applying Hartigan's heuristic recursively, without running Lloyd's algorithm, until the heuristic is not able to reduce the $K$-means error. Furthermore, we want to highlight that, due to the large computational time required by $\mathrm{H} K \mathrm{M}$, we had to set a time limit of 24 hours for each repetition of the experiment.

Table .4: Average relative error of $\mathrm{H} K \mathrm{M}$ for the different data sets and number of clusters.

| Data Set | $K=10$ | 25 | $K=50$ | $K=10$ | $K=250$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| BC | 0.21 | 2.28 | 6.88 | 11.89 | 2.50 |
| $D I G$ | 0.01 | 0.02 | 0.04 | 0.02 | 0.02 |
| $A C$ | 0.40 | 0.27 | 0.32 | 0.53 | 0.54 |
| HAR | 0.06 | 0.12 | 0.16 | 0.28 | 0.18 |
| SVA | 0.01 | 0.68 | 1.46 | 2.05 | 2.97 |
| 3RN | 3.00 | 7.40 | 15.21 | 26.88 | 61.90 |
| HP | 6.10 | 12.96 | 19.92 | 29.58 | 49.65 |
| ET | 3.83 | 8.10 | 14.40 | 26.66 | 66.17 |

Unfortunately, for such a time limit, $\mathrm{H} K \mathrm{M}$ only managed to converge, for all the repetitions and number of clusters, in two data sets: $B C$ and $D I G$, see Fig.20.21 In both cases, we observe that $\mathrm{H} K \mathrm{M}$ had a similar behavior to that of FK M in terms of quality, but computed a larger amount of distances. However, for $K=250$, HKM showed a more competitive performance, leading to an average relative error of 0.02 in $D I G$.

As can be seen in Table.4. for the other data sets, HKM failed to generate competitive approximations, leading to average relative errors of order $10^{2}$ in the $3 R N, H P$ and $E T$.
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[^0]:    ${ }^{1}$ Algorithm $A$ is a $\lambda$ factor approximation of the $K$-means problem, if $E_{X}\left(C^{\prime}\right) \leq$ $\lambda \cdot \min _{C \subseteq \mathbb{R}^{d},|C|=K} E_{X}(C)$, for any output $C^{\prime}$ of algorithm $A$.

[^1]:    ${ }^{2}$ A weighted set of points $W$ is a $(K, \varepsilon)$-coreset if, for all set of centroids $C$, $\left|F_{W}(C)-E_{X}(C)\right| \leq \varepsilon \cdot E_{X}(C)$, where $F_{W}(C)=\sum_{\mathbf{y} \in W} w(\mathbf{y}) \cdot\left\|\mathbf{y}-\mathbf{c}_{\mathbf{y}}\right\|^{2}$ and $w(\mathbf{y})$

[^2]:    ${ }^{1}$ Data sets with an enormous number of instances and low number of dimensions.

[^3]:    ${ }^{2}$ From now on, we will refer to each $B \in \mathcal{B}$ as a block of the spatial partition $\mathcal{B}$.

[^4]:    ${ }^{3}$ A partition of the dataset $\mathcal{P}^{\prime}$ is thinner than $\mathcal{P}$, if each subset of $\mathcal{P}$ can be written as the union of subsets of $\mathcal{P}^{\prime}$.

[^5]:    ${ }^{4}$ The results are presented for any heuristic used to approximate the solution of the $K$-means problem. Algorithm $\mathcal{A}$ could be for instance, $K$-means algorithm, BWKM, RPKM or any coreset-type approach in general.

[^6]:    ${ }^{1}$ See Theorem 9 at Appendix 2.1 in the supplementary material.

[^7]:    ${ }^{2}$ See Lemma 4 in Appendix 2.1 in the supplementary material.
    ${ }^{3}$ See Theorem 10 in Appendix 2.2 .1 in the supplementary material.
    ${ }^{4}$ See Theorem 4 in Appendix 2.1 in the supplementary material.

[^8]:    ${ }^{5}$ However in Theorem 3 we propose a bound for this error and for the quality of the weighted approximation.

[^9]:    ${ }^{6}$ From now on, we assume each block $B \in \mathcal{B}$ to be a hyperrectangle.
    ${ }^{7}$ The proof of Theorem 2 is in Appendix 2.1 in the supplementary material.

[^10]:    ${ }^{8}$ The proof of Theorem 3 is in Appendix .2 .1 in the supplementary material.

[^11]:    ${ }^{9}$ The proof of Theorem 4 is in Appendix .2 .1 in the supplementary material.

[^12]:    ${ }^{10}$ See Theorem 12 in Appendix 2.1 in the supplementary material
    ${ }^{11}$ Additionally, in Appendix .2.2 we comment on the grid based RPKM.
    ${ }^{12}$ The output of such an initialization is presented as $K \mathrm{M}++$ init.
    ${ }^{13}$ Similar values were used in the original paper [30].

[^13]:    ${ }^{1}$ For instance, if we set $f=m \cdot t-d$, then we can take $f-\left\lfloor\frac{f}{t}\right\rfloor \cdot t$ parties, with $m-\left\lfloor\frac{f}{t}\right\rfloor-1$ dimensions, and, the remaining $t-f+\left\lfloor\frac{f}{t}\right\rfloor \cdot t$ parties, with $m-\left\lfloor\frac{f}{t}\right\rfloor$ dimensions.

[^14]:    ${ }^{2}$ From now on, we will consider $v_{j}$ to be the center of mass of the $j^{t h}$ variable of $X$, as it minimizes $t_{j}$ and so, the bound presented in Theorem 5
    ${ }^{3}$ In Section .3.3 we briefly present some additional practical results showing the accuracy of the proposed feature selection procedure.

[^15]:    ${ }^{4}$ See Section .3.2 for more details

[^16]:    ${ }^{5}$ Due to its quality guarantees and competitive performance, from now on we take algorithm $\mathcal{A}$ as the $K$-means algorithm initialized via $K$-means++.

[^17]:    ${ }^{6}$ In order to guarantee the obtained clustering to be competitive, we use $K$-means algorithm initialized via $K$-means ++ ( $K \mathbf{M}++$ ).
    ${ }^{7}$ So that the performed dimensionality reduction is not neglegible, for those data sets with $d \leq 100$, we set $m \leq \frac{3}{4} \cdot d$, e.g., for mfeat Fourier ( $d=76$ ), we analyze reductions to $m \in\{10,25,50\}$ features.

[^18]:    ${ }^{1}$ Regions of the space that can be represented with a similar quality (error) by a lower number of centroids.

[^19]:    ${ }^{2}$ For the sake of simplicity, in Theorem 8, we consider a variation of the 2-means++ initialization that consists of taking the initial centroid as the center of mass of the cluster, $\mathbf{c}_{s}$, and, as the second centroid, $\mathbf{x} \in C_{s}$ with probability $\operatorname{Pr}(\mathbf{x}) \propto\left\|\mathbf{x}-\mathbf{c}_{s}\right\|^{2}$ ( $D^{2}$-sampling).
    ${ }^{3}$ As previously commented, the computational load of the considered methods largely relies on the distance computations. Similar analyses can be found in 43, 26].
    ${ }^{4}$ In this section, we present results for up to 10 re-starts of both $K \mathrm{M}++$ and FKM, since, for our experimental setting, the number of distance computations of SMKM normally does not reach those of $K \mathrm{M}++$ and $\mathrm{F} K \mathrm{M}$, for such a number of repetitions, see Fig 6.2 and Table 6.4 6.6
    ${ }^{5}$ Additional results, with respect to Hartigan's $K$-means, can be found in the supplemental material.
    ${ }^{6}$ Similar values have been used in different works [49, 43, 52].

[^20]:    ${ }^{1}$ The proof of Theorem 3 is in Appendix .2 .1 in the supplementary material.

[^21]:    ${ }^{2}$ In Section .3.3 we briefly present some additional practical results showing the accuracy of the proposed feature selection procedure.

[^22]:    ${ }^{3}$ For the sake of simplicity, in Theorem 8 , we consider a variation of the 2 -means ++ initialization that consists of taking the initial centroid as the center of mass of the cluster, $\mathbf{c}_{s}$, and, as the second centroid, $\mathbf{x} \in C_{s}$ with probability $\operatorname{Pr}(\mathbf{x}) \propto\left\|\mathbf{x}-\mathbf{c}_{s}\right\|^{2}$ ( $D^{2}$-sampling).

