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Abstract 

We investigated how listeners use gender-marked adjectives to adjust lexical predictions 

during sentence comprehension. Participants listened to sentence fragments in Spanish (e.g., 

“The witch flew to the village on her…”) that created expectation for a specific noun 

(broomstickfem), and were completed by an adjective and a noun. The adjective either agreed 

(newfem), disagreed (newmasc), or was neutral (bigfem/masc) with respect to the expected noun’s 

gender. Using the visual-world paradigm, we monitored looks toward images of the expected 

noun versus an alternative of the opposite gender (helicoptermasc). While listening to the initial 

fragment, participants looked more towards the expected noun. Once the adjective was heard, 

looks shifted toward the noun that matched the adjective’s gender. Finally, upon hearing the 

noun, looks were affected by both previous context and adjective gender. We conclude that 

predictions are updated online based on gender cues, but sentence context still affects integration 

of the expected noun. 

 

Keywords: Spoken sentence processing, prediction, visual-world paradigm, anticipatory 

eye-movements 
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1. Introduction 

The predictive view of language processing (e.g., DeLong, Urbach, & Kutas, 2005; 

Farmer, Brown, & Tanenhaus, 2013; Federmeier, 2007; Kuperberg & Jaeger, 2016; Van 

Berkum, Brown, Zwitserlood, Kooijman, & Hagoort, 2005; Wicha, Bates, Moreno, & Kutas, 

2003; Wicha, Moreno, & Kutas, 2004) posits that anticipation of future words or structures in 

incoming linguistic input is a prominent mechanism in sentence comprehension. Under this 

account, the language processor is not limited to integrating incoming sensory information (e.g., 

auditory, visual) to construct higher-level meaning in a bottom-up manner; but instead uses 

higher-level representations to form hypotheses about what is most likely to appear next. For 

example, upon hearing “The witch flew to the village on her…”, people are likely to expect the 

word “broomstick” as a completion. These hypotheses in turn pre-activate predicted items at the 

lower sensory levels – a top-down mechanism, preparing the system for the input to come 

(DeLong et al., 2005; Dikker & Pylkkanen, 2011; Dikker & Pylkkänen, 2013). The interplay 

between directions of information flow is assumed to make comprehension more efficient, as 

shown in facilitation of performance when stimuli are supported by context (Hess, Foss, & 

Carroll, 1995; Jordan & Thomas, 2002; James L. McClelland & O’Regan, 1981).  

In the present study, we examined how comprehenders use spoken sentence context in 

combination with gender-marked adjectives to create and adjust, respectively, lexical predictions 

in real time. Specifically, we asked whether participants’ lexical expectations were affected by 

prenominal adjectives marked by a grammatical gender that either supported, contradicted, or 

was neutral with respect to a context-predicted noun. We also asked whether these predictive 
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cues would affect target integration1 once it is encountered. Finding such evidence would support 

an account of prediction whereby the language processor pre-activates expected words and their 

features, and further adjusts these predictions in real time to facilitate online comprehension.  

 

Investigating prediction using the visual world paradigm 

Predictive language comprehension relies on the incremental nature of the unfolding 

signal, as the limited information already processed is used not only to integrate what has been 

revealed, but also to predict future material in a continuous manner (Kamide, Altmann, & 

Haywood, 2003a) – updating predictions with the receival of each new piece of information, and 

pre-activating features of expected items before they are encountered (DeLong et al., 2005; 

Federmeier & Kutas, 1999). One method that allows monitoring incremental processing is the 

visual-world paradigm (originally by Cooper, 1974). In this paradigm, participants’ eye-

movements are tracked as they view a display of images and listen to spoken language stimuli 

referring to objects in the display. Eye-movements towards the different objects can be time-

locked to critical points in the auditory stimuli, enabling researchers to follow how the linguistic 

input affects participants’ visual mapping in real time (Eberhard, Spivey-Knowlton, Sedivy, & 

Tanenhaus, 1995; Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995). Importantly, it is 

possible to track looks towards displayed objects even before they are mentioned in a spoken 

sentence. These anticipatory looks as a function of linguistic input can provide an online window 

into the factors leading to prediction of a certain referent (for a review of the paradigm and its 

experimental uses, see Salverda & Tanenhaus, 2017; Tanenhaus & Trueswell, 2006) 

                                                
1Although we refer to processing during target presentation as “integration”, it should be noted that we cannot draw 
a clear distinction between recognition and integration of the word, as these processes highly overlap (Molinaro, 
Conrad, Barber, & Carreiras, 2010).  



 4 

Altmann and Kamide (Altmann & Kamide, 1999) used this technique to investigate 

prediction as a function of the semantic constraints a verb poses on its objects. Participants were 

presented with a visual scene made up of images such as a boy, a cake, a ball, a toy train, and a 

toy car; while an auditory sentence unfolded in one of two versions: “the boy will move the cake” 

or “the boy will eat the cake”. Results showed that in the first condition (“move”), looks towards 

the cake image increased when the word “cake” was heard, as expected from the observation that 

linguistic stimuli can direct eye-movements to corresponding referents (Tanenhaus et al., 1995). 

However, in the second condition (“eat”), eye-movements to the cake (the only edible object in 

the display) began earlier– at the verb “eat”. This was taken as evidence of the verb’s semantic 

properties restricting options for upcoming references, hence supporting a predictive mechanism 

in the mapping of linguistic stimuli onto a visual display. 

The visual-world paradigm has further been used to examine prediction based on various 

properties such as tense (Altmann & Kamide, 2007), case marking (Kamide, Altmann, & 

Haywood, 2003b; Kamide, Scheepers, & Altmann, 2003), transitivity (Arai & Keller, 2013), 

argument status (Boland, 2005), prepositions (Chambers, Tanenhaus, Eberhard, Filip, & Carlson, 

2002), discourse context (Kaiser & Trueswell, 2004), and prosody (Weber, Grice, & Crocker, 

2006). Moreover, evidence for integration of information from different domains such as syntax, 

semantics, and world knowledge (Kamide, Altmann, et al., 2003a; Kamide, Scheepers, et al., 

2003) indicates that cues from different levels of representation can interact with each other to 

guide eye-movements toward the most supported prediction. 

 

Prediction and Grammatical Gender 
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Grammatical gender information has also been shown to affect linguistic prediction. For 

example, Lew-Williams and Fernald (2007) report that native Spanish speakers make use of 

gender-marked articles to predict subsequent noun referents. Participants viewed pictures of two 

objects whose names in Spanish are either of the same grammatical gender (e.g., pelota [ballfem], 

galleta [cookiefem]) or different (e.g., pelota [ballfem], zapato, [shoemasc]); while listening to a 

sentence that referred to one of the objects (e.g., “Encuentra la pelota” [Find thefem ballfem]). 

Results showed that participants were faster to look at the target object in different-gender trials, 

where a gender-marked article in the sentence was informative about which noun would follow, 

suggesting that grammatical gender information helps predict upcoming nouns (for similar 

findings in French, see Dahan, Swingley, Tanenhaus, & Magnuson, 2000). 

Researchers have also used grammatical gender properties to examine lexical prediction 

in the absence of visual referents, employing electrophysiological (EEG) methods (Molinaro, 

Giannelli, Caffarra, & Martin, 2017; Van Berkum et al., 2005; Wicha, Bates, et al., 2003; Wicha 

et al., 2004). For example, Van Berkum et al. (2005) capitalised on this feature in Dutch, in 

which adjectives carry a gender-marked suffix that matches the gender of the noun being 

modified. Participants listened to discourse contexts that were constraining towards a specific 

noun, e.g. “The burglar had no trouble locating the secret family safe. Of course, it was situated 

behind a…”. The contexts were followed by a prenominal adjective in one of two versions: 1. 

the adjective agreed in gender with the expected noun (of either neuter- or common-gender) and 

was followed by it, “bigneuter but unobtrusive paintingneuter”; or 2. it disagreed and was followed 

by an alternative compatible noun, “bigcommon but unobtrusive bookcasecommon”. A differential 

ERP (Event-Related Potential) effect was found at the adjective when it mismatched the 

expected noun in gender as compared to one that agreed with the expected noun. This difference 
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disappeared when sentences were not supported by a predictive discourse, suggesting that 

comprehenders were able to use context information to predict specific words and their 

grammatical gender.  

Results from Van Berkum et al. (2005) therefore support the notion that grammatical 

gender is included in the prediction of a noun, and is pre-activated as one of its features 

(Molinaro et al., 2017; Wicha, Bates, et al., 2003; Wicha et al., 2004; Wicha, Moreno, & Kutas, 

2003). Crucially, the effect was found before any noun was encountered (a point at which either 

gender marker was compatible without causing overt agreement violation). This suggests that 

during spoken language comprehension, listeners compute syntactic agreement relations taking 

into account both received input and predicted information.  

 

Adjusting Predictions 

The common manipulation in ERP prediction studies, comparing brain responses to 

expected versus unexpected continuations (DeLong et al., 2005; Federmeier & Kutas, 1999; 

Federmeier, McLennan, Ochoa, & Kutas, 2002; Wicha, Moreno, et al., 2003), points to an 

important property of prediction; it is not always fulfilled as anticipated. There is no restricted set 

of messages to select from during conversation, but on the contrary – we can spontaneously 

create new, original sentences never heard before. Considering this open-ended nature of human 

language, it is reasonable that at times the system will be proved wrong.  

Prediction errors, however, are not necessarily just a “surprise” for the system, but may 

be further used to adjust predictions (Clark, 2013; Friston & Stephan, 2007; Winkler & Czigler, 

1998; Winkler, Karmos, & Näätänen, 1996). For example, a grammatical gender marker that is 

incompatible with a context-predicted word can signal that a change in pre-activation is needed – 
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so that a gender-matching option gains preference over the previous prediction. In fact, Van 

Berkum et al. (2005) suggest that the differential ERPs they found may be interpreted beyond 

processing consequences of covert agreement violations. Instead, the effect may be reflecting an 

adjustment of the prediction to keep in line with the incoming stimuli. Clearly, a system that can 

keep up with the input will be more advantageous for online comprehension.  

 

Open Questions and Further Issues 

Despite the large number of prediction studies in the literature, there are still a number of 

issues that remain unresolved. First, while prediction effects have been widely reported on 

Spanish articles (Molinaro et al., 2017; Wicha, Bates, et al., 2003; Wicha et al., 2004; Wicha, 

Moreno, et al., 2003; and see DeLong et al., 2005, for similar findings in English), the strong 

association between nouns and articles limits conclusions from these findings. This is because 

Spanish nouns are rarely used in isolation, but instead appear together with their articles even 

when there is no apparent need for a determiner (e.g., ‘me gusta el arte’ [I like the art], meaning 

‘I like art’). As a result, it is possible that each article-noun pair is stored as a single unit in the 

mental lexicon, such that pre-activation of a noun entails pre-activation of its matching article 

form, without tapping into grammatical gender. Adjectives, on the other hand, vary widely and 

are completely optional, therefore generally characterised by low co-occurrence patterns with the 

nouns they modify. Creating constraining sentences in which gender is marked on a prenominal 

adjective would, therefore, not only extend research on predictive gender cues in Spanish to 

constituents other than articles, but also minimise the chance of tight article-noun co-occurrence 

patterns driving observed effects.  
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Second, certain Spanish adjectives are of identical form regardless of which gender they 

assume for noun agreement (e.g., ‘gran escoba’ [bigfem broomstickfem]; ‘gran helicóptero’ 

[bigmasc helicoptermasc]). This particular feature of Spanish has been neglected in the study of 

language prediction. However, these adjectives, henceforth termed “neutral”, can provide an 

additional comparison for understanding how information about morphosyntactic gender affects 

prediction computation; using neutral adjectives we can better assess the effect of a supportive 

cue (gender-matching adjective) versus that of a contradicting cue (gender-mismatching 

adjective) on lexical prediction, with an uninformative cue (neutral adjective) serving as the 

baseline. 

Lastly, most studies examine prediction while focusing on a specific point in time. A 

more dynamic approach, however, would look at how prediction unfolds over time (e.g. the 

time-course of a sentence), zooming in at different time points of interest. This would allow us to 

a) closely follow how expectations are adjusted as new information is received, and b) examine 

within the same paradigm how prediction ultimately affects integration.  

All of these issues are addressed in the present study. 

 

The Present Study 

In the present study, we used the visual-world eye-tracking paradigm to investigate 

lexical prediction in spoken sentences. In doing so, we focused on the role of grammatical 

gender, specifically as marked on adjectives. In Spanish, every noun is assigned a feminine or 

masculine grammatical gender, stored with it in the mental lexicon (Harris, 1991). Furthermore, 

articles, pronouns, and adjectives must agree in gender with the nouns they are associated with 

(e.g., ‘la nueva escoba’ [thefem newfem broomstickfem], ‘el nuevo helicóptero’ [themasc newmasc 
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helicoptermasc]). The grammatical gender system has been shown to facilitate comprehension in 

various languages (for a review, see Friederici, 1999) and has also been proposed as a syntactic 

cue that can aid predictive processing (Wicha et al., 2005). A number of ERP studies have taken 

advantage of this feature to show expectation of the grammatical gender of articles (e.g., Wicha, 

Bates, et al., 2003; Wicha et al., 2004) or adjective inflections (Van Berkum et al., 2005) based 

on a context-expected noun. Furthermore, behavioral studies combining semantic context and 

grammatical gender manipulations have found evidence for an interaction between these sources 

of information, reflected in reaction times (Bentrovato et al., 2003; Wicha et al., 2005).  

The goal of the present study was to examine how lexical predictions are shaped by 

sentence context and grammatical gender cues. Specifically, we asked whether a prenominal 

adjective that mismatches a context-expected noun in gender can trigger rapid adjustment of the 

prediction, in time before the noun is reached. Additionally, we looked at whether the updated 

prediction overrides the initial expectation (i.e., whether it is still affected by the sentence bias or 

not). We were also interested in examining the influence of both sentence context and 

grammatical gender cues on noun integration, as a clue to the role of prediction in spoken 

language comprehension. 

Using the visual-world paradigm, we tracked participants’ eye movements towards an 

array of four images, as they listened to a sentence fragment (e.g., ‘La bruja voló a la aldea en 

su…’ [The witch flew to the village on her…]) that builds up expectation for one of the displayed 

noun images (“expected”; e.g., ‘escoba’ [ broomstickfem]). Another noun image was also 

semantically compatible with the sentence, yet less expected and of the opposite grammatical 

gender (“alternative”; e.g., ‘helicóptero’ [helicoptermasc]). The remaining two images were of 

semantically unrelated nouns, one of which matched the expected noun’s gender (“gender filler”; 
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e.g., ‘silla’ [chairfem]), and the other was of the opposite gender (“distractor”; e.g., ‘micrófono’ 

[microphonemasc]). Critically, an adjective was presented at the end of the sentence context just 

before the noun, and it either agreed in gender with the expected noun (“congruent”; e.g., 

‘nueva’ [newfem]), disagreed (“incongruent”; e.g., ‘nuevo’, [newmasc]), or was neutral (“neutral”; 

e.g., ‘gran’ [bigfem/masc]). Finally, the sentence was completed by the noun that was always 

semantically acceptable and compatible with the adjective’s gender – that is, either the initially 

expected or the alternative noun.  

We hypothesised that as the sentence unfolded and became more restrictive regarding 

possible completions, the proportion of looks towards the image of the context-expected noun 

(e.g., broomstickfem) would rise – reflecting the incremental formation of a prediction. Assuming 

morphosyntactic gender is considered throughout this process, when an adjective of the expected 

gender was presented (e.g., newfem) we expected to see a strengthening of this bias, reflected as 

more looks towards the expected noun (e.g., broomstickfem). In the incongruent condition, upon 

encountering an adjective marked by a gender that disagrees with the expected noun (e.g., 

newmasc), we expected to see a shift of fixations towards the less expected, but gender matching, 

alternative image (e.g., helicoptermasc). This would suggest that grammatical gender is anticipated 

as part of noun expectation, and immediately takes part in guiding online prediction. As the 

neutral adjective (e.g., bigfem/masc) carries no gender indication that can strengthen or weaken the 

prediction, in this condition we expected to see a simple continuation of the trend of more looks 

towards the expected noun, following the semantic context. 

Finally, we were also interested in effects of previous cues on target integration, that is, 

effects seen post noun onset. We hypothesised that noun integration would be affected by both 

context and grammatical gender. We expected that whichever target noun was heard in the 
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stimuli would receive an overwhelming proportion of the looks; however, target activation 

should still be affected by participants’ predictions based on previous information. First, the 

effect of the constraining context should be apparent such that when the target is the expected 

noun (e.g., broomstickfem), it should receive more looks than when the target is the alternative 

noun (e.g., helicoptermasc).  Moreover, we expected a larger advantage in looks to the target when 

preceded by a gender-marked adjective compared to a neutral adjective, due to the unequivocal 

grammatical cue directing looks to the gender-matching noun. Overall, a larger advantage for a 

target supported by more cues (i.e., context and grammatical gender) would demonstrate the 

effective combination of predictive cues and their continuing role in noun integration. 

 

2.      Methods 

Participants 

 Thirty-six participants were recruited from the participant pool of the Basque Center on 

Cognition, Brain, and Language, San-Sebastián, Spain. Data from three participants were 

excluded from analyses; two of them due to inappropriate language profile, and one due to eye-

tracking problems. The remaining thirty-three participants (27 females, age range 19-40, mean: 

24, SD: 4.3) were native Spanish speakers, had normal or corrected-to-normal vision and no 

reported hearing deficits. All provided written informed consent and were compensated with 12 

EUR. 

 

Design and Materials 

Seventy-eight experimental sentence contexts were constructed, each designed to create 

expectation for a specific noun (henceforth “expected”) that was preceded by a critical adjective. 
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Although adjectives in Spanish typically occur post-nominally, we designed the sentences and 

chose the adjectives in a way that allows for natural pre-nominal placement. The grammatical 

gender of the adjectives was manipulated to create three conditions: 

1.   Congruent: the adjective agreed with the expected noun and was followed by it. 

La bruja voló a la aldea en su nueva escoba. 

[The witch flew to the village on her newfem broomstickfem] 

2.   Incongruent:  the adjective disagreed with the expected noun and was followed by an 

alternative noun (henceforth “alternative”) that was less expected but semantically and 

grammatically compatible with the sentence. 

La bruja voló a la aldea en su nuevo helicóptero. 

[The witch flew to the village on her newmasc helicoptermasc] 

3.   Neutral: an adjective that can assume either gender (henceforth “neutral”) without 

changing form; followed by either the expected or the alternative noun. 

La bruja voló a la aldea en su gran escoba/helicóptero. 

[The witch flew to the village on her bigfem/masc broomstickfem / helicoptermasc] 

 

Three versions of each context were therefore created, resulting in a total of 234 

experimental sentences, displayed in Appendix. These were divided into three lists such that 

each participant was presented with every sentence context, but only in one of its conditions 

(congruent, incongruent, or neutral). Within each list, an equal number of sentences occurred in 

each condition. For each sentence, the same adjective was used for the congruent and 

incongruent conditions, only varying the inflectional marker in the last position (-o for 

masculine, -a for feminine). The neutral condition required using a different adjective, as this 
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class is unique and does not have an identifying marker that could be applied as in the gender-

marked adjectives. Half of the sentences in the neutral condition were followed by the expected 

noun, and the other half were followed by the alternative noun. Out of all expected nouns 46% 

were feminine and 54% were masculine. 

Cloze probabilities were assessed by native Spanish speakers (N=20) who did not take 

part in the experiment. These participants were instructed to read all sentence contexts (truncated 

before the adjective) and complete each of them with the first word that came to mind. The mean 

cloze probability for expected nouns was .64 (SD=.28). Synonyms of the expected nouns 

accounted for .27 of the remaining non-target responses. The mean cloze probability for 

alternative nouns was .01 (SD=.04); for unrelated items it was 0. 

Mean log frequency of the expected and alternative nouns (extracted from the EsPal 

database: Duchon, Perea, Sebastián-Gallés, Martí, & Carreiras, 2013) did not differ significantly 

(expected: M = 1.14, SD= 0.58, alternative: M =1.05, SD=0.52; t(132.34)=0.96, p=.34). There 

was no difference in frequency between the gender-marked (M=2.09, SD=.05) and neutral 

(M=2.16, SD=.72) adjectives (t(122.28)=-0.63, p=.52). Mean sentence duration was 7,542 ms 

(SD=1,327), mean adjective duration2 was 643 ms (SD=141), mean duration of the time-window 

between adjective offset and noun onset was 280 ms (SD=98), and mean noun duration3 was 766 

ms (SD=203). 

A number of experimental items were excluded from analyses. Four items could not be 

used due to technical difficulties in pre-processing; and one item due to a coding error. We also 

excluded four items that were found to have inappropriate cloze-probabilities (both the expected 

                                                
2 Adjective duration did not differ between gender-marked and neutral items (M=637±87 and M=653±207 
respectively; t(90.01)=-.59, p=.55).   
3 Noun duration did not differ between expected and alternative items (M=755±202 and M=778±205 respectively; 
t(133.98)=-.65, p=.52). 
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and alternative items had similarly low clozes). One more item was excluded after finding that 

the wrong image was clicked by over 17% of the participants. Error rate for other items was 

otherwise close to zero, so we suspect that naming the expected and alternative images for this 

item was ambiguous due to visual similarity. All descriptive information reported here 

(frequencies, durations, cloze) pertains to the 68 items remaining in our analyses. 

Ninety filler sentences without an adjective preceding the noun were added to the stimuli 

lists to diversify the sentence structure and make the manipulation less salient. Seventy-five of 

the fillers followed the same pattern as the experimental stimuli by providing a constraining 

context, with half of them ending in the expected noun and half in an alternative noun. The 

remaining fifteen fillers were not constraining, serving to further conceal the experimental 

manipulation.  

In sum, over the course of the experiment (across experimental and filler trials), the target 

noun was always semantically and grammatically compatible with the sentence, and matched the 

sentence-based expectation half of the time. The same set of trials was presented twice to 

examine how prediction biases may be affected by previous exposure, however we here report 

data only from the first presentation (see Results). 

Visual Displays 

Eighty-four displays were created, each comprised of four images depicting the expected 

noun (e.g., broomstickfem), the alternative noun (e.g., helicoptermasc), and two unrelated nouns of 

opposite genders (“gender filler”, e.g., chairfem; “distractor”, e.g., microphonemasc). The two 

unrelated items (e.g., chairfem and microphonemasc served as expected and alternative nouns of a 

different sentence context (i.e., in that case, broomstickfem and helicoptermasc acted as the 

unrelated items). That is, each display was used twice for each participant; once with one noun 
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pair being the expected and alternative items, and once with the other noun pair being the 

expected and alternative items. Figure 1 presents an example of a visual display.  Location of 

images varied across trials. 

(Figure 1 about here) 

 

Images 

For our visual stimuli we used 329 images taken from the Spanish version of the MultiPic 

database (Duñabeitia et al., 2017), five images from the MACLab database (Kapnoula & 

McMurray, 2016; McMurray, Samelson, Lee, & Tomblin, 2010), and two from an electronic 

database of object and action pictures (Akinina et al., 2015). All images were sized 240 x 240 

pixels; Microsoft Paint was used for light editing when needed. 

Recordings 

Stimuli were recorded by a female native Spanish speaker in a sound-proof booth, 

sampling at 44,100 Hz. Sentence recordings were spliced such that the same base context was 

combined with the different condition-dependent adjectives and nouns, ensuring identical stimuli 

across all three conditions until the critical point at which conditions diverged. Nouns and 

adjectives were taken from two separate sentence recordings; nouns were spliced in isolation to 

control for coarticulation, adjectives were spliced together with the word that preceded them to 

preserve naturality. Splicing was always at the nearest zero-crossing, and 50 ms of silence were 

added at the beginning and end of each complete sentence. Editing and noise removal were 

performed using Praat and Audacity, and critical time points (adjective onset, adjective offset, 

noun onset) were marked for later analyses. 

Procedure 
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Participants were seated in front of a 19’’ monitor with a resolution of 1024 × 768 pixels 

for visual stimuli presentation; auditory recordings were transmitted through high quality 

headphones. Monocular eye movements were recorded at a sampling rate of 1000 Hz using the 

SR Research Desktop Mount EyeLink 1000 plus eye-tracker. Calibration and validation were 

carried out before beginning the experiment using a standard nine-point procedure. 

After calibration, written instructions for the task were presented on the screen until 

participants pressed a key to begin the experiment. Each trial began with the presentation of a 

display of four images with a red circle in the center. After 500 ms the red circle turned green, as 

a cue for participants to click on it. This allowed a brief view of the images before the onset of 

the auditory stimulus, thereby minimizing eye-movement due to visual search. Once clicked, the 

circle and the cursor disappeared from the screen and the spoken sentence recording began. 

When the recording ended, the cursor reappeared on the screen and participants were required to 

click on the image that depicted the final noun in the auditory sentence, thereby terminating the 

trial and proceeding to the next one. Order of trials was randomised for each participant. Every 

12 trials participants could take a break, and once ready to proceed they performed a drift 

correct. After completing all trials once, a repetition block began (we report data only from the 

first presentation, see Results). Procedures were implemented in SR research Experiment 

Builder. The whole session lasted approximately one hour and twenty minutes. 

Data Analysis 

The real-time record of gaze in screen coordinates was automatically parsed into saccades 

and fixations using the default psychophysical parameters, and adjacent saccades and fixations 

were combined into a single “look”. Boundaries of the ports containing visual stimuli were 

extended by 100 pixels to account for noise and head-drift (see McMurray, Tanenhaus, & Aslin, 



 17 

2002). Eye movements were recorded from the onset of the trial until the participant’s response. 

This resulted in a variable trial offset time, depending on the individual response time. Following 

prior studies (Allopenna, Magnuson, & Tanenhaus, 1998; McMurray et al., 2002) we set a fixed 

trial duration of 10,000 ms. If a trial ended before this point, we extended the last eye movement; 

trials longer than 10,000 ms were truncated. This approach assumes that any fixations made in 

the very late portions of a trial reflect the word the participant settled on and can, thus, be 

interpreted as an estimate of the final state of the system.  Given the time needed for initiating 

eye-movement, every time-point was shifted forward by 200 ms to account for this delay 

(Altmann & Kamide, 2004; Matin, Shao, & Boff, 1993). All analyses and figures in the current 

paper already include the delay time. 

For statistical analyses, we focused on four time-windows of interest as illustrated in 

Figure 2. The first time-window (Context End) captured the last 400 ms of the preceding 

sentence context that was equal across conditions, chosen to reflect the anticipation of a certain 

image type based on the constraining sentence. The second time-window (Adjective) covered 

adjective duration (mean length: 643 ms, SD=141), the point at which stimuli diverge for each of 

the three experimental conditions. The third time-window (Adjective offset - Noun onset) was 

limited between adjective offset and noun onset (mean length: 280 ms, SD=98), the critical locus 

for successful adjustment before reaching the predicted item. The fourth time-window (Noun) 

covered noun duration (mean length: 766 ms, SD=203), where the target word was finally 

presented. 

(Figure 2 about here) 

 

3.      Results 
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Although the same stimuli were presented twice for each participant, visual inspection of 

results from the second presentation revealed that participants clearly remembered the 

experimental items, fixating more on the target noun that was yet to be mentioned (either the 

expected or the alternative) throughout the trial. We therefore report results only from the first 

presentation that was of interest for testing our hypotheses.  

 

Behavioral Data 

Accuracy in picking the correct image was 99.64% (SD=.06%), indicating that 

participants were indeed attentive to the stimuli and task. Trials that were answered incorrectly 

were excluded from further analyses. Mean reaction time was 823 ms (SD=808), calculated from 

noun offset until participants clicked on one of the images. 

Eye-tracking Data 

The proportion of trials on which participants fixated each image in the display was 

calculated at 4-ms increments. Figure 3 presents a time-course graph plotting the proportion of 

trials with fixations on the expected (e.g., ‘escoba’ [ broomstickfem]) and alternative (e.g., 

‘helicóptero’ [helicoptermasc]) noun images, shown separately for each of the three auditory 

stimuli conditions (congruent, incongruent, neutral). The graph is time-locked to adjective offset 

as computed per individual trial. 

(Figure 3 about here) 

Within each pre-determined time-window (Context End, Adjective, Adjective offset - 

Noun onset, Noun), fixation proportions were computed on a trial-by-trial basis considering for 

that specific trial where the window began (e.g., adjective onset) and where it ended (e.g., 

adjective offset). Table 1 summarises proportions of fixations on each image per condition for 
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the three time-windows prior to noun onset; Table 2 displays proportions from the fourth time-

window of noun duration. We focused our statistical analyses only on looks to the expected and 

alternative noun images; data from the two unrelated images of opposite genders (“gender filler”, 

“distractor”) are displayed in Table 1 and Table 2 to assure the low and almost identical 

proportions of fixations they received, indicating that they were not considered at any point 

during the trial.  

(Table 1 about here) 

(Table 2 about here) 

To compare proportions of looks towards the expected and alternative noun images 

without violating assumptions of independence between samples, for each of the first three time-

windows prior to noun revelation we calculated the ratio between the proportion of fixations to 

the expected image and the sum of the proportions of fixations towards the expected and the 

alternative images together: 

expected-to-alternative ratio = 
looks to expected

looks to expected+looks to alternative 

A constant of .00000001 was added to each observation (the proportion of looks to an 

image per subject per item within each time window) before computing ratios, to avoid 

undefined expressions in cases where both the expected and the alternative did not receive any 

looks. A ratio greater than .5 indicates that out of all looks towards the expected and the 

alternative images taken together, the expected one attracted more than half of those looks (see 

Dahan & Tanenhaus, 2005; Huettig & McQueen, 2007; McQueen & Huettig, 2012). Figure 4 

displays the ratios as a function of condition within each of the first three time windows.  

Ratios were logit-transformed for statistical analyses, such that equal probabilities of 

fixating the expected or alternative image (a ratio of .5) corresponded to 0 in the transformed 
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values. Ratios were then evaluated as a function of condition within each of the first three time-

windows. We estimated linear mixed-effects models using the lme4 (Bates, Maechler, & Dai, 

2009) package in R (R Core Team, 2016). For each mixed-effects model, the maximal random-

effects structure permitting model convergence was chosen (Barr, Levy, Scheepers, & Tily, 

2013), including by-subject and by-item random intercepts and random slopes. Model 

simplification was required for convergence in time-window 1 (Context End) where we removed 

covariances among by-subject and by-item random effects; and in time-window 2 (Adjective 

Duration) where we removed covariance among by-subject random effects. 

Next, the lmerTest package using the Satterwaite approximation for degrees of freedom 

was employed to obtain F and p-values for the omnibus test of condition. Pairwise comparisons 

are reported after adjusting for multiple comparisons using the holm-bonferroni method. 

Additionally, supportive analyses tested whether the individual ratios for each condition 

within each time-window were significantly different from chance. To do so, logit-transformed 

ratios were evaluated in linear mixed-models that included the fixed intercept, with by-subject 

and by-item random intercepts. The fixed intercept in these models represents the mean of the 

logit-transformed ratios for that condition in that time window, and a statistically significant 

intercept indicates that the logit-transformed ratios are different than 0 – that is, different than 

chance.  

 

(Figure 4 about here) 

 

Time-window 1: Context End 
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There was no effect of condition on the expected-to-alternative ratio (F (2, 49.26) = .2, 

p>.1), reflecting that until this point stimuli were equal across conditions. The expected-to-

alternative ratio was above chance in the congruent (B  = 2.81, SE = .79, t(34.08) = 3.58,  

p<.01), incongruent (B  = 3.07, SE = .75, t(33.98) = 4.07,  p<.001), and neutral (B  = 2.58, SE = 

.8,  t(35.93) = 3.21,  p<.01) conditions, indicating that the expected image was fixated more than 

the alternative image in all three conditions.  

 

 

Time-window 2: Adjective duration 

There was a significant effect of condition on the expected-to-alternative ratio (F(2, 

97.996) = 7.57, p<.001). The ratio was significantly higher in the congruent as compared to the 

incongruent condition (B = 2.66, SE = .69, z = 3.85, p<.001). No other comparisons were 

significant (ps > .1).  

The expected-to-alternative ratio was significantly above chance in the congruent 

condition (B  = 3.43, SE = .8, t(38.6) = 4.3,  p<.001), and in the neutral condition (B  = 2.14, SE 

= .93, t(44.27) = 2.3,  p<.05), indicating that the expected image was fixated significantly more 

than the alternative image. The ratio was not significantly different than chance in the 

incongruent condition (B  = .8, SE = .72, t(33.35) = 1.105,  p>.1), indicating similar probabilities 

of looking to the expected or alternative noun images. Considering that the critical information 

about an adjective’s gender inflection in Spanish is at the coda, arriving just before adjective 

offset at the end of this time window, these equal probabilities during the adjective in the 

incongruent condition are unsurprising.  

 



 22 

Time-window 3: Adjective offset - Noun onset 

Condition had a significant effect on the expected-to-alternative ratio (F(2, 38.703) = 

49.42,  p<.001). Pairwise comparisons showed that the ratio was significantly higher in the 

congruent condition as compared to both the incongruent (B  = 10.06, SE = 1.01, z = 9.95, 

p<.001) and the neutral conditions (B  = 4.21, SE = .88, z = 4.8, p<.001). Moreover, the ratio was 

significantly higher in the neutral condition as opposed to the incongruent condition (B  = 5.85, 

SE = .97, z = 6.05, p<.001). 

The expected-to-alternative ratio was significantly above chance in both the congruent (B  

= 6.15, SE = .94, t(40.23) = 6.55,  p<.001), and the neutral (B  = 1.93, SE = .9, t(40.38) = 2.145,  

p<.05) conditions, indicating that the expected image was fixated significantly more than the 

alternative image. In the incongruent condition, the expected-to-alternative ratio was 

significantly below chance (B  = -3.9, SE = .77, t(40.15) = -5.08,  p<.001) indicating that the 

alternative image was fixated more than the expected one.  

 

 

Time-window 4: Noun duration 

Finally, we turn to evaluate the effects of prediction on word integration. During the 

fourth time-window participants heard the final word (either the expected or the alternative 

noun), and were instructed to click on the corresponding image. Hence for analyzing looks in 

this time-window we refer to the noun revealed auditorily as the “target” while the other is the 

“competitor” – such that in the congruent condition the expected noun was the target and the 

alternative was the competitor; in the incongruent condition the alternative noun was the target 

and the expected was the competitor; and in the neutral condition both cases occurred at equal 
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proportions. Similar to the previous analyses, we computed a ratio for the proportion of fixations, 

however this time based on the target: 

target-to-competitor ratio = 
looks to target

looks to target+looks to competitor 

The target-to-competitor ratio was examined in light of two cues: Expectancy – whether 

the target was expected based on sentence context (expected noun) or not (alternative noun); and 

gender-Markedness – whether the prenominal adjective was gender-marked (congruent and 

incongruent conditions), or unmarked (neutral condition). Figure 5 shows that the target-to-

competitor ratios were all higher than .5, as expected considering that participants heard the 

target and were required to click on it (expected – gender-marked: M=0.89, SD=0.07; expected – 

gender-unmarked: M=0.85, SD=0.1; alternative – gender-marked: M=0.86, SD=0.09; alternative 

– gender-unmarked: M=0.78, SD=0.08).  

(Figure 5 about here) 

 

We again used logit-transformed ratios to estimate a linear mixed-effects model 

accounting for both by-subject and by-item variance. The analysis revealed an effect of 

Expectancy (B = 2.29, SE = 1.03, t (47.84)= 2.22 , p < .05), such that ratios were higher when the 

target was the expected image as opposed to the alternative image. We also found an effect of 

gender-Markedness (B = 3.43, SE = .74, t (34.43) = 4.59 , p < .001), such that ratios were higher 

when the target was preceded by a gender-marked adjective as compared to a neutral adjective. 

The Expectancy × gender-Markedness interaction was not significant (B = -.44, SE = 1.0001, 

t(49.11) = -.44 , p > .1). Figures 6 and 7 present timelines of the raw proportion of looks to the 

target and competitor images, respectively, as a function of Expectancy and gender-Markedness 

throughout noun duration.  
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(Figure 6 about here) 

(Figure 7 about here) 

 

An additional analysis was run on fixations post-noun offset, to see whether the expected 

noun effect lasted even beyond noun presentation. We examined looks to non-target images in 

trials where the target was the alternative noun, comparing fixations on the expected noun image 

(M = .05, SD = .04) versus the unrelated fillers (gender filler, M = .01, SD = .01; distractor, M = 

.01, SD = .02; a composite score of the fillers was used). This time-window began 500 ms post-

noun offset and ended either when participants clicked on the image or at 1000 ms post-noun 

offset, whichever occurred first (note that trials where reaction time was under 500 ms were 

excluded). Logit-transformed expected-to-filler ratios were significantly above chance, (B = .58, 

SE = .28, t(55.98) = 2.1,  p<.05) demonstrating that the initially expected noun continued to pose 

more of a competition than the fillers, well beyond noun presentation. 

 

 

4.      Discussion 

The current study investigated how comprehenders create and update lexical predictions 

based on sentence context and grammatical gender cues; and how these predictions ultimately 

affect word integration. To examine this, participants listened to sentence contexts (e.g., The 

witch flew to the village on her…) that created expectation for a certain noun (e.g., 

broomstickfem). Contexts were continued by a modifying adjective that either agreed (e.g., 

newfem), disagreed (e.g., newmasc), or was neutral (e.g., bigfem/masc) with respect to the expected 

noun’s gender. We then tracked participants’ eye movements towards an array of images 
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depicting the expected noun, an alternative noun of the opposite gender (e.g., helicoptermasc), and 

two unrelated nouns of the two genders (e.g., chairfem, microphonemasc), as they listened to the 

spoken sentences and reached the critical adjective point. 

Results show more looks towards the expected noun (e.g., broomstickfem) compared to 

the alternative one (e.g., helicoptermasc) at the end of the sentence context, while the two 

unrelated noun images were virtually neglected – suggesting that participants indeed used the 

context to create expectations about the final noun. As we hypothesised, once the gender-marked 

adjective was revealed, looks towards the expected and alternative noun images changed 

abruptly according to experimental condition. When the adjective’s morphosyntactic gender 

matched that of the expected noun (congruent condition), the proportion of looks towards the 

expected noun image rose drastically, while looks towards the alternative one diminished. When 

the adjective mismatched the expected noun in gender (incongruent condition), the pattern of 

looks reversed such that the alternative noun – of a gender that agreed with the adjective – was 

fixated more than the initially expected noun. A neutral adjective continued the prediction bias 

trend, but did not provide the boost seen with the congruent adjective. As these effects were 

apparent before any noun was revealed auditorily, the sudden change in fixations cannot be 

ascribed simply to adapting responses once the sentence completion is revealed, but specifically 

to adjusting the earlier underlying prediction.  

Finally, upon hearing the target noun, participants looked more at the target image– 

whether of the expected or the alternative noun, in accordance with experimental condition. 

Interestingly, even at this point the initial context bias continued to affect the pattern of fixations; 

expected nouns attracted more looks when they were revealed as the target than did alternative 

nouns in the opposite case. Moreover, adjectives that were gender-marked boosted the matching 
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target activation compared to neutral adjectives. Taken together, these results suggest that word 

integration was directly affected by prediction based on both sentence context and grammatical 

gender information. 

Prediction and Grammatical Gender  

The fact that a morphosyntactic gender feature had such a clear impact on anticipatory 

eye-movements strongly supports the idea that grammatical gender information plays a role in 

the prediction of a noun (Molinaro et al., 2017; Van Berkum et al., 2005; Wicha et al., 2004). We 

interpret the change in the pattern of looks in the incongruent condition as resulting from a 

mismatch between the revealed adjective’s gender and the expected (yet unrevealed) noun’s 

gender. This covert grammatical violation signals a prediction error, initiating a prediction 

adjustment to support a noun compatible with the new input. Our use of adjectives instead of the 

widely studied articles (Wicha, Bates, et al., 2003; Wicha et al., 2004; Wicha, Moreno, et al., 

2003) is crucial for interpreting this point. As described in the introduction, articles in Spanish 

are strongly associated with their nouns due to high co-occurrence patterns in everyday language. 

Thus, it may be argued that the effects found on articles already reflect integration of the noun 

phrase, distinct from prediction effects rooted in morphosyntactic properties. Under this account, 

we would have expected to see a relatively small effect on adjectives that are less associated with 

the nouns they modify due to lower co-occurrence in their distribution in natural language. 

However, the robust results we obtained suggest that the effects are not driven solely by an 

associative or distributional relationship, but indeed reflect the prediction of a word with its 

features. 

To clarify, we are not claiming that prediction of grammatical gender is necessarily 

inherent in every linguistic prediction. If a lexical representation is defined by the combination of 
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its properties at the phonological, syntactic, and conceptual levels of representation (Jackendoff, 

2002; Van Berkum et al., 2005), pre-activation of a word may focus on a subset of those to a 

larger extent than others, depending on the relevant constraints in the input (Van Berkum et al., 

2005). In our sentences, for example, there were no syntactic cues until reaching the adjective, so 

that semantic information was most relevant at first. However, once the adjective was heard, the 

gender of the predicted word became extremely relevant for prediction. Assuming a tight 

association between features of a lexical unit, and considering the rich contexts in which words 

usually appear, spreading pre-activation between features of the predicted word is only expected 

from an efficient processor (Van Berkum et al., 2005). Once a syntactic cue became available, it 

turned into an inherent part of the prediction and its evaluation. 

In addition, finding an effect driven by grammatical gender verifies that anticipatory 

looks were mediated specifically by the lexical representation of images. The feature that yielded 

a robust difference in the pattern of looks had to be accessed through the mental lexicon where it 

is stored together with the noun (Harris, 1991), and could not be extracted based on the visual 

image alone. This further supports the linking between eye-movements and properties of normal 

linguistic processing (Allopenna, Magnuson, & Tanenhaus, 1998; Dahan & Tanenhaus, 2005; 

Eberhard et al., 1995; Tanenhaus, Magnuson, Dahan, & Chambers, 2000), on which visual-world 

language experiments base their inferences. 

 

Congruency 

Our congruency manipulation (i.e. using adjectives of congruent, incongruent, or neutral 

gender with respect to the predicted noun) confirms the prominent role of morphosyntactic 

gender in predictive processes. Firstly, the congruent adjective that matched the expected noun in 
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gender caused a boost in looks towards the corresponding image. While this finding can be seen 

as similar to those of Lew-Williams and Fernald (2007) described earlier, showing the advantage 

of gender-marked articles in predicting subsequent nouns, it differs in two main aspects (aside 

from the use of adjectives as opposed to articles). For one, the sentences used in Lew-Williams 

and Fernald (2007) consisted of simple recurring questions or instructions such as ‘find the ball’, 

so that morphosyntactic gender was the only predictive cue available. In contrast, our sentences 

varied in length and carried a much richer semantic content, yet participants still singled out the 

gender cue and used it efficiently. Secondly, our sentences created a prediction even before the 

gender marker was reached. This allows us to show the clear contribution of the morphosyntactic 

gender cue to an already established prediction, which was strengthened by the new information. 

In the incongruent condition, participants received morphosyntactic gender information 

that contradicted their initial expectation, therefore leading to a prediction error. Following this 

cue, the pattern of looks shifted towards the alternative noun – that was semantically compatible 

with the sentence, and of the gender that matched the new incoming input. This adjustment 

following a prediction error is even more interesting considering the fillers on screen, one of 

which matched the adjective in gender. Despite this filler not being semantically compatible with 

the sentence context, we may have expected some automatic activation based on gender 

association alone. However, fillers maintained very low, negligible fixation proportions, firstly 

assuring that the effect is not merely local gender priming. Moreover, this suggests that the 

semantic context constrained the options for sentence completion, and only within those options 

(the two semantically compatible nouns), the gender cue could exert its influence. The 

mismatching gender didn’t lead to a complete rejection of the prediction, and didn’t activate just 
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any syntactically compatible noun. It was specifically the error – morphosyntactic gender 

mismatch – that was used for targeted adjustment of relevant features.  

Our third condition using neutral adjectives is unique in the literature on prediction and 

grammatical gender. The data show that the trend of looks to the expected image continues when 

hearing the neutral adjective, but clearly lacks the boost in looks seen with the congruent 

adjective. While this simple trend continuation cannot answer as to what might be happening 

during the neutral adjective, a number of considerations should be taken in to account. Since 

neutral adjectives lack any gender marker that could support or contradict an initial prediction, 

comprehenders may turn to evaluate their semantic aspects as combined with compatible nouns. 

This would provide an additional semantic-based cue, in line with cues provided by the sentence 

context as a whole. It is also possible that co-occurrence probabilities of adjectives with certain 

nouns cause a more automatic effect of neutral adjectives on predictions. In that case, the 

adjectives may elicit automatic activation of a noun that is more associated with them, which 

could either support or contradict the initial prediction. It would be of interest for future studies 

to use corpus analyses to evaluate predictions based on semantic relationships or co-occurrence 

patterns of adjectives and nouns. 

Time Course 

Our time-window analysis confirms that participants immediately used gender 

information carried by the adjective to adjust predictions before the final noun was revealed. 

While we observed a small change in fixation patterns beginning already during the adjective, 

our third time-window between adjective offset and noun onset clearly shows that looks were 

directed even more towards the image that matched the morphosyntactic gender cue. This effect 

was obtained despite the time constraint that our design posed on the processor, for the adjective 



 30 

carrying gender information was placed immediately before the target noun with no intervening 

constituents. Moreover, in the case of the masculine and feminine adjectives in Spanish, gender 

information is encoded only on the last phoneme of the word, further constraining the window 

available for adjustment.  

This immediate change is in line with previous experiments showing very early 

prediction effects of gender information on adjectives, emerging within the first 50 ms after the 

critical inflection onset (Van Berkum et al., 2005). It is important to point out again, however, 

that the neutral adjectives in Spanish do not have a single point of inflection that categorises 

them as one gender or the other, but are a unit that as a whole form is ambiguous regarding 

gender. This may suggest a different time-course of their effect as opposed to gender-marked 

adjectives, especially within the adjective duration time-window. Future studies may provide 

more information by examining the earliest point of disambiguation in the input at which the 

adjective is recognizable, which would presumably be when the gender “neutrality” is available 

for extraction. 

Noun Integration 

Lastly, our data from the fourth time-window show that the influence of predictions 

persisted even once the target input was received. Looks at this point were unsurprisingly 

directed toward the target image – following the auditory reference and as preparation for 

clicking on it. However, the focus of interest was whether and how the advantage of the target 

over the competitor image would be affected by preceding information (sentence context and 

adjective gender). Our results revealed higher target-to-competitor fixation ratios when the target 

matched participants’ initial expectation, indicating that it was more easily integrated compared 

to a target that was not supported by sentence context. Indeed, facilitative effects of supportive 
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contexts on word integration are well established in the literature (Hess et al., 1995; Jordan & 

Thomas, 2002; James L. McClelland & O’Regan, 1981; Van Berkum et al., 2005); however, 

here we show that context effects persisted even after the presentation of additional predictive 

input (i.e., the adjective). This is especially interesting in the cases where the gender-marked 

adjective contradicted the context-based expectation. It seems that despite the clear prediction 

update triggered by the mismatching adjective, the initial context bias was not completely 

overridden in participants’ updated predictions. While in the time-window between adjective 

offset and noun onset this could be interpreted as an attempt to reconcile the contradicting cues 

toward a final prediction (Lowder & Ferreira, 2016), the main effect of Expectancy during noun 

presentation suggests a lingering influence of the unrealised prediction – the context-expected 

noun. 

Lingering effects have previously been reported in repair disfluencies, where an initially 

uttered word continues to influence participants’ offline structural interpretation, despite the 

immediate correction to an alternative word (Christianson, Hollingworth, Halliwell, & Ferreira, 

2001; Corley, 2010; Ferreira, Lau, & Bailey, 2004; Hartman & Hasher, 1991; Lau & Ferreira, 

2005). This has been attributed to a trace left by the originally uttered word that is not eliminated 

from the comprehender’s sentence representation; and seen as a consequence of incremental 

processing (Ferreira & Bailey, 2004; Ferreira et al., 2004; Lau & Ferreira, 2005; Lowder & 

Ferreira, 2016). Our data, however, demonstrate that even a predicted word can carry such a 

persisting effect: the initial prediction remained significant despite the receival of a contradicting 

gender cue, despite being falsified when the target appeared, and, crucially – despite never even 

being uttered in the input. We see such persistence as support for the prominence of predictions 
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during sentence processing; they are not merely a side outcome of constraining contexts, but a 

significant component with lasting implications.  

The effect of adjective gender-markedness in the noun time-window shows that target 

integration was facilitated by the presence of gender-marked adjectives compared to neutral 

adjectives. Gender information provided participants with an additional predictive cue allowing 

stronger pre-activation of the matching noun, whereas neutral adjectives provided no such 

advantage. We again emphasize that looks to the gender-matching, but context-unrelated, filler 

images in our displays were not affected by gender-marked adjectives, and instead remained 

negligible. That is, it was not the case that hearing a grammatical gender marker immediately 

directed participants’ attention towards nouns that matched this gender; but instead the sentence 

context and gender-marked adjective were used together to converge on the most supported 

prediction. This finding firstly adds to the accounts of semantic and grammatical predictive cues 

working together for efficient noun integration (Bentrovato, Devescovi, D’Amico, Wicha, & 

Bates, 2003; Wicha et al., 2005), and further emphasises the lasting effects of top-down 

predictions as they combine with the actual bottom-up input received.  

However, it also highlights a certain asymmetry between the semantic and grammatical 

cues. The gender cue did not cause activation of a semantically-incompatible yet gender-

matching distractor; but the semantic expectancy effect did persist during noun integration even 

after receiving a gender-mismatch cue. This hints at a certain advantage for semantic over 

grammatical information, at least in the current experiment. One reason for this may be the 

temporal precedence of the semantic context. Being established earlier could have given the 

semantic context an advantage, in that a mismatching gender cue would have to compete with – 

and override – the existing prediction. Relatedly, the semantic constraint was built up over a 
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longer time period and contained more linguistic material; the leading sentence context consisted 

of several words taking a number of seconds to unfold, while the gender cue was only a single 

phoneme.  

This quantitative aspect also lends itself to a more qualitative question about whether 

certain cues are less credible than others during prediction, perhaps because they are more prone 

to error. For example, it only takes a small pronunciation or perception error at one phoneme for 

the gender of an adjective to be the opposite of what was intended. On the other hand, changing 

the meaning of a semantic context – usually comprised of several words – would typically 

require much more than that. Moreover, a grammatical gender error may be frequent in certain 

situations, causing it to be processed differently – for example, coming from a non-native 

speaker (Caffarra & Martin, 2018). There seem to be plausible situation-dependent reasons for 

the system to favor certain cues over others. Clearly, the weight given to different cues and the 

interaction between them warrants further investigation. 

 

Conclusion 

In conclusion, our study shows that during spoken language comprehension people use 

sentential context to anticipate specific words, and rapidly adjust these expectations as new 

information (e.g. gender markers) arrives. Moreover, the effects of prior context and gender cues 

are apparent even after the target word is revealed, confirming the prominent role that prediction 

plays in word integration. 
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Table 1 

Means (and standard deviations in parentheses) for the proportion of fixations on each image as 

a function of condition within each time window. 

 

  

Time 
Window 1. Context end 2. Adjective Duration 3. Adjective Offset-Noun Onset 

Condition Congruent Incongruent Neutral Congruent Incongruent Neutral Congruent Incongruent Neutral 

Expected .39(.17) .41 (.14)  .39 (.16) .43 (.16) .39 (.15) .40 (.17) .54 (.18) .30 (.11) .45 (.15) 

Alternative .26 (.09) .26 (.10) .26 (.10) .28 (.09) .33 (.10) .32 (.11) .21 (.09) .49 (.13) .34 (.11) 

Gender filler .09 (.06) .08 (.05) .09 (.06) .08 (.06)  .08 (.05) .08 (.06) .07 (.05) .08 (.05) .06 (.06) 

Distractor .10 (.06) .09 (.06) .10 (.06) .08 (.05) .08 (.06) .08 (.06) .08 (.07) .07 (.04) .06 (.06) 



 44 

Table 2  
 
Means (and standard deviations in parentheses) for the proportion of looks to each image during 

the final noun duration, as a function of condition. Data from the neutral condition is divided 

into “expected” and “alternative” since the neutral adjective was followed by either the 

expected or the alternative noun at equal proportions. 

 

 

 

 

 

 

 

 

 

 

 

 
  

Condition Congruent Incongruent Neutral 

   Expected Alternative 

Expected .77 (.13) .11 (.06) .74 (.15) .18 (.07) 

Alternative .07 (.05) .76 (.12) .11 (.08) .68 (.10) 

Gender filler .04 (.03) .04 (.03) .03 (.04) .05 (.04) 

Distractor .04 (.03) .03 (.03) .03 (.04) .04 (.03) 
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Fig. 6.  
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Fig. 7.  

 



 52 

Figure Captions List 
 

Fig. 1. Example of a visual display. 

 

Fig. 2. The four time-windows used for data analyses, illustrated on an example sentence. The 

numbers in the brackets show the mean duration of each time-window in milliseconds (Context 

Ends was a fixed duration of 400 ms). The relative sizes of spaces in Fig. 2 are for illustration 

only and do not correspond to the actual relative lengths in the auditory recordings.  

 
 
Fig. 3. Proportion of trials with fixations on the Expected and Alternative noun images in each 

condition. Computations were time-locked to adjective offset (marked by the vertical line at 

zero) and blocked by noun onset at the upper limit. Given the time needed for initiating eye-

movement, every time-point was shifted forward by 200 ms. The graph presents data beginning 

4600 ms before adjective offset to illustrate changes in proportions during the unfolding context; 

the grey rectangle illustrates average adjective onset at 643±141 ms prior to adjective offset.  

 

Fig. 4. Bar plots of the Expected-to-Alternative ratio as a function of condition within the first 

three time-windows. Asterisks indicate a significant difference against the value of .5 marked by 

the black horizontal line. Bars above this line indicate that the Expected noun received more 

fixations than the Alternative noun, bars below this line indicate that the Alternative noun 

received more fixations than the Expected noun. Ratios were logit-transformed for statistical 

analyses, but presented here in their raw form for ease of visualization. Error bars indicate ±1 

standard error (Morey, 2008).  * = p<.05, ** = p<.01 *** = p<.001. 
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Fig. 5. Bar plots of the Target-to-Competitor ratios as a function of Expectancy and gender-

Markedness, in the fourth time-window covering noun duration. Ratios were logit-transformed 

for statistical analyses, but presented here in their raw form for ease of visualization. Error bars 

indicate ±1 standard error (Morey, 2008). 

 

Fig. 6. Proportion of trials with fixations on the Target image, time-locked to noun onset and 

shown for average noun duration. The target was either the Expected or the Alternative noun, 

and followed either a gender-Marked or gender-Unmarked adjective. Given the time needed for 

initiating eye-movement, every time-point was shifted forward by 200 ms. 

 

Fig. 7. Proportion of trials with fixations on the Competitor image, time-locked to noun onset 

and shown for average noun duration. The competitor was either the Expected or the Alternative 

noun, and followed either a gender-Marked or gender-Unmarked adjective. Given the time 

needed for initiating eye-movement, every time-point was shifted forward by 200 ms.  

 

 

 
 

 

 
 



Appendix 
List of experimental stimuli 

 Context Congruent Incongruent Neutral 

1 Voy a poner las flores en agua en mi bonito jarrón bonita botella gran 

2 Mi padre es un músico de jazz, me 

encanta escucharlo cuando toca su 

hermoso 

saxofón 

hermosa flauta suave 

3 Como no le gusta el transporte público, 

Manuel siempre va al trabajo en su 

propio coche propia bicicleta gran 

4 Los gemelos vieron la televisión 

sentados cómodamente en su 

nuevo sofá nueva cuna confortable 

5 Hay que subir al tercer piso con las 

compras, podéis usar mi 

amplio ascensor amplia escalera gran 

6 A mi abuela le gusta saber todas las 

noticias antes que nadie, así que pasa 

todo el día frente a su 

viejo televisor vieja radio enorme 

7 En este bosque, mi abuelo plantó dos bonitos árboles bonitas rosas elegantes 

8 Cuando ganaron la final, el capitán del 

equipo levantó su 

nuevo trofeo nueva boina gran 

9 El científico nos invitó a trabajar en su nuevo 

laboratorio 

nueva ciudad gran 

10 Para la fiesta de esta noche, mi hermana 

va a llevar su 

hermoso 

vestido 

hermosa bufanda elegante 

11 Este bebé es muy fácil, cuando llora lo nuevo chupete nueva muñeca gran 



único que necesitas para calmarlo es su 

12 El esquimal y su gran familia vivían 

todos juntos en su 

pequeño iglú pequeña cabaña confortable 

13 A mi perro le encanta morder, roer y 

jugar con su 

nuevo hueso nueva almohada enorme 

14 Mateo guarda todos los lápices y los 

bolígrafos en su 

pequeño 

estuche 

pequeña mochila gran 

15 Después de su fiesta de cumpleaños, la 

niña estaba muy emocionada por abrir 

su 

nuevo regalo nueva cometa enorme 

16 Si quieres ducharte, el champú ya está 

en el baño y también puedes usar mi 

nuevo jabón nueva esponja suave 

17 Puedo guardar más refrescos para la 

fiesta de esta noche, todavía hay espacio 

en mi 

amplio 

frigorífico 

amplia cocina enorme 

18 La pasta ya está lista y si quieres la 

salsa, está en el frigorífico en mi 

viejo tarro vieja cazuela gran 

19 Cuando jugamos al escondite, siempre 

encuentro a mi hermana entre la ropa en 

mi 

amplio armario amplia caja gran 

20 Mi amigo es un músico, me ofreció un 

billete para ver su 

nuevo concierto nueva orquesta excelente 

21 Por precaución, cuando cojas la moto nuevo casco nueva chaqueta mejor 



debes ponerte tu 

22 Mañana tengo una entrevista con el 

director de la empresa, voy a ponerme 

mi 

buen traje buena colonia mejor 

23 Tuve que esperar unas horas en el 

aeropuerto, así que tenía mucho tiempo 

para leer dos 

largos libros largas cartas excelentes 

24 El niño trató de morder la piedra y se 

lastimó su 

pequeño diente pequeña lengua pobre 

25 Si te apetece jugar al fútbol, podemos 

usar mi 

nuevo balón nueva portería gran 

26 Para proteger mi ropa mientras cocino, 

voy a llevar mi 

viejo delantal vieja sudadera enorme 

27 El director lleva su portátil y algunos 

documentos en su 

pequeño 

maletín 

pequeña bolsa gran 

28 Me encanta esta foto de la boda, voy a 

ponerla en mi 

nuevo marco nueva carpeta gran 

29 La mano del bebé todavía está muy fría, 

pásame su 

otro guante otra manta suave 

30 El anillo de compromiso es exactamente 

como quería, un anillo de plata con dos 

hermosos 

diamantes 

hermosas perlas elegantes 

31 Aunque fue mi primera vez en Roma, 

pude encontrar las atracciones sin 

buen mapa buena brújula excelente 



perderme gracias a mi 

32 Para ver como me quedan los 

pendientes, me miré en mi 

viejo espejo vieja fotografía gran 

33 La niña no quería comer la comida que 

su madre había puesto en su 

pequeño plato pequeña  

cuchara 

enorme 

34 Para colgar este cuadro en la pared, 

necesito tu clavo y mi 

viejo martillo vieja cuerda enorme 

35 Para ahuyentar a los pájaros de los 

cultivos, utilicé mi 

nuevo 

espantapájaros 

nueva pandereta enorme 

36 Los marineros pasaron muchos meses 

viajando en su 

tranquilo barco tranquila 

caravana 

gran 

37 En el mapa que tenían los piratas la cruz 

indicaba donde estaba su 

precioso tesoro preciosa moneda enorme 

38 Después de que ganaron la batalla, el 

oficial llamó a su soldado y le dio dos 

nuevas 

medallas 

nuevos escudos grandes 

39 Cuando entré en el aula, el estudiante 

estaba sentado a su 

propia mesa propio ordenador gran 

40 Para la clase de fotografía mañana tengo 

que llevar mi 

propia cámara propio cuaderno enorme 

41 Para tener un ingreso más, decidí 

alquilar mi 

antigua casa antiguo carro gran 

42 En verano me baño en casa de mis 

vecinos, me encanta su 

hermosa piscina hermoso 

estanque 

enorme 



43 No quiero pasar la noche en un hotel, 

prefiero dormir en mi 

propia cama propio colchón confortable 

44 Desde su sofá, mi abuela espía lo que 

pasa fuera mirando por su 

amplia ventana amplio balcón enorme 

45 La princesa llevaba en la cabeza su pequeña corona pequeño 

sombrero 

elegante 

46 El profesor está enfadado porque al 

escribir la tarea rompió su 

única tiza único lápiz mejor 

47 El príncipe vino al banquete con su hermosa 

princesa 

hermoso bebé amable 

48 Cada vez que paso por el jardín del 

vecino, me detengo a oler su 

pequeña flor pequeño cactus gran 

49 Para cortar esa madera en dos partes 

necesito mi 

nueva sierra nuevo cuchillo fuerte 

50 Este chef italiano es muy conocido por 

su 

deliciosa pizza delicioso filete excelente 

51 Cuando salimos, yo prefiero esta taverna 

por su 

buena cerveza buen café excelente 

52 Mañana volamos a Suiza, por fin voy a 

usar mi 

nueva maleta nuevo abrigo gran 

53 No voy a perder la nueva tarjeta, la 

tengo guardada en mi 

pequeña cartera pequeño bolsillo mejor 

54 Mi abuelo siempre me sirve el té en su vieja taza viejo vaso enorme 



55 No pude tomar una ducha en el gimnasio 

porque me olvidé de llevar mi 

nueva toalla nuevo cepillo suave 

56 La niña ya no quiere comer fruta porque 

ha encontrado un gusano en su 

última manzana último 

melocotón 

enorme 

57 Traté de escribir el poema mil veces, 

pero al final tiré todos los borradores a 

mi 

vieja papelera viejo cajón enorme 

58 En las frías noches de invierno, para la 

cena mi abuela siempre nos hace su 

rica sopa rico pan excelente 

59 La verdad es que no me gusta tu nuevo 

bigote ni tu 

nueva barba nuevo tatuaje salvaje 

60 Ana ha ido a vestirse para la cena, está 

en su 

pequeña 

habitación 

pequeño baño gran 

61 Puedes lavarte el cabello en mi baño, 

hay buena presión de agua en mi 

nueva ducha nuevo grifo excelente 

62 He visto el pájaro de los vecinos, parece 

que ha salido de su 

nueva jaula nuevo nido enorme 

63 Para pintar el techo alto voy a necesitar 

mi 

vieja escalera viejo rodillo gran 

64 Como a mi hija le gusta comer pan 

tostado, cada mañana para el desayuno 

pongo dos rebanadas en mi 

vieja tostadora viejo horno gran 

65 Para la boda de mi hermano voy a llevar nueva corbata nuevo cinturón elegante 



este traje con mi 

66 La bruja voló a la aldea en su nueva escoba nuevo 

helicóptero 

gran 

67 La línea que has dibujado no es recta, 

inténtalo de nuevo esta vez con tu 

nueva regla nuevo bolígrafo mejor 

68 El domingo los turistas cristianos 

querían ir a la ciudad vieja para visitar 

su 

hermosa iglesia hermoso castillo gran 

 

 

 


