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Abstract

The antagonistic nature of superconducting and magnetic correlations gives
rise to fascinating phenomena in the limit where these two orders can coexist. In
the proximity of a magnetic atom, electrons in a superconductor are subject to a
competition between Cooper pairing and coupling to the magnetic impurity. The
delicate equilibrium between the two interactions induces low-energy excitations
known as Yu-Shiba-Rusinov (YSR) states. These new states of matter have gained
notoriety during the last decade due to the potential of chains of magnetic atoms
on superconductors as candidate building blocks for the experimental realization
of topological quantum computation. However, the evolution from single-atom
YSR states into the topological state in chains of atoms is still poorly understood.

In this work, we employ Scanning Tunneling Microscopy (STM) and Scan-
ning Tunneling Spectroscopy (STS) to study the properties of YSR states. Using
superconducting tips, we investigate the spectroscopic signatures of YSR states
from different transition metals in 3-Bi,Pd, a type-II superconductor with an un-
usual band structure. From the analysis of the energy and spatial distribution of
the low-energy excitations, we evaluate the influence of the band structure and
magnetic coupling on YSR states.

In the first part, we describe the properties of 5-Bi,Pd and study interband
scattering using quasiparticle interference. V adatoms are then deposited on the
surface and shown to induce long-ranged YSR excitations. From the combined
knowledge of the inter-band scattering processes and the spatial distribution of
these states, we identify the band through which V interacts with the supercon-
ductor and derive properties of that band. We later use Mn adatoms to construct
arrangements of atoms in different configurations and investigate the presence of
magnetic coupling and its effect on YSR states. In the last section, we character-
ize vibrational modes and low-energy excitations in Vanadium hydrides to show
how additional mechanisms modify YSR states.






Resumen

El cardcter antagonico de las correlaciones superconductoras y magnéticas
da lugar a fenémenos fascinantes en el limite en que estos dos 6érdenes pueden
coexistir. En el entorno de un 4tomo magnético, los electrones de un supercon-
ductor estdn sujetos a una competiciéon entre la formacién de pares de Cooper
y el acople con la impureza magnética. El delicado equilibrio entre estas dos
interacciones induce excitaciones de baja energia conocidas como estados de Yu-
Shiba-Rusinov (YSR). Estos nuevos estados de la materia han ganado notoriedad
durante la dltima debido al potencial de las cadenas de 4tomos en supercon-
ductores como candidatas para la realizacién experimental de la computacion
cudantica topolégica. Sin embargo, la evolucion desde los estados YSR en atomos
aislados hasta los estados topolégicos en las cadenas de atomos todavia no se
entiende completamente.

En este trabajo, empleamos el Microscopio de Efecto Ttnel (STM, por sus si-
glas en inglés) y la Espectroscopia de Efecto Ttnel (STS) para estudiar las propie-
dades de los estados YSR. Utilizando puntas superconductoras, investigamos las
caracteristicas de los estados YSR de varios metales de transicion en $-Bi,Pd, un
superconductor de tipo II con una estructura de bandas inusual. A través del
andlisis de la energia y la distribucién espacial de las excitaciones de baja ener-
gia, evaluamos la influencia de la estructura de bandas y del acople magnético
en los estados YSR.

En la primer parte, describimos las propiedades del 3-Bi,Pd y estudiamos
el scattering entre bandas usando interferencia de quasiparticulas. Después, eva-
poramos V en la superficie y mostramos que induce excitaciones YSR extendidas.
Combinado el conocimiento de los los procesos de scattering entre bandas y la
distribucion espacial de estos estados, identificamos la banda a través de la cual
el V interactta con el superconductor y derivamos propiedades de esa banda.
Después, usamos dtomos de Mn para construir estructuras con 4tomos en distin-
tas configuraciones e investigamos la presencia de acople magnético y su efecto
en los estados YSR. En la tltima seccién, caracterizamos los modos vibracionales
y las excitaciones de baja energia de Hidruros de Vanadio para mostrar cémo
otros mecanismos modifican los estados YSR.
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Introduction

Since the discovery of the Meissner effect by Walther Meissner and Robert
Ochsenfeld,! the intricate relation between superconducting correlations and mag-
netic fields has been subject to a continuous investigation. The phenomenological
model of superconductivity by the London brothers already accounted for a re-
organization of supercurrents in the surface of superconductors in response to
external magnetic fields.?

The microscopic theory of superconductivity developed by John Bardeen,
Leon Cooper, and John Robert Schrieffer in 1957° explained how magnetic fields
interact with superconductors. In the superconducting state, electrons couple
in pairs forming the so-called Cooper pairs. These pairs are composed of elec-
trons with opposite spin, forming a new type of charged particle that can flow
without dissipation. Cooper pairs screen a magnetic field, as observed by Meiss-
ner and Ochsenfeld. However, the magnetic field tries to align the spins of the
electrons in the pair. When the field is large enough, the opposite spins of the
electrons that form the Cooper pair align with the magnetic field, breaking the
Cooper pair. At this point, magnetism wins over superconductivity, destroying
the superconducting state.

In this thesis, we study the atomic-scale equivalent of this process. Instead
of using magnetic fields, we employ isolated magnetic atoms. The magnetic field
in these atoms tries to align the spin of Cooper pairs around them. However, the
microscopic magnetic field perturbs only Cooper pairs within a few nanometers
from the atoms. From the delicate equilibrium between the forces that drive the
electrons to form Cooper pairs and the microscopic magnetic fields, a new type
of quasiparticle emerges: the Yu-Shiba-Rusinov state.

Yu-Shiba-Rusinov (YSR) states were proposed theoretically a few years after
the development of BCS theory. Yu Luh, who in 1965 found that "[an] excita-
tion exists around a paramagnetic impurity with its energy level in the energy
gap",* was the first person to derive the properties of these states. The work was
published in a Chinese journal not translated at the time, what hid it from the in-
ternational scientific community. Three years later, Hiroyuki Shiba generalized a
work by Toshio Soda’ for spin-1/2 magnetic atoms to impurities with any spin.°®
Shiba found great agreement with Soda’s calculations and obtained the first an-
alytical expression for the energy at which the bound state appears, still used

today. Unaware of the work of Yu and Shiba, A. I. Rusinov derived some years

1



later an equivalent model.” In his work, he not only found the same expression
for the energy of the bound states that Yu and Shiba had found years before; he
calculated the spatial distribution of the states, showing that these excitations ex-
tended away from the impurity site. From the independent works of Yu, Shiba,
and Rusinov, a microscopic model for the interaction between a magnetic impu-
rity and a superconductor was established. In acknowledgment of their work,
the states that result from this interaction are called Yu-Shiba-Rusinov states.

During the last decade, the advent of quantum computation has motivated
many proposals for systems in which these new types of operations can be car-
ried out.'” Many of those proposals rely on the use of magnetic impurities in
chains of superconductors.'"'? The reason why these platforms are candidates
for such systems lies in the peculiar properties of YSR states. As YSR states result
from superconducting correlations, they have an intrinsic particle-antiparticle
character (more specifically, electron-hole character). When combined with mag-
netic impurities, the mixture of particle and anti-particle character can reach a
maximum, resulting in states with no equivalent in the Standard Model of par-
ticles: the Majorana fermions. These fermions have non-conventional properties
that could revolutionize the world of quantum computation.'

Current research on magnetic impurities in superconductors focuses on un-
derstanding which are the conditions required for YSR states to behave as Ma-
jorana fermions. With that purpose in mind, recent works have explored the
role of magnetic orbitals in the formation of YSR states,'*!* the detection of mag-
netic coupling through YSR states,'®!” or the construction of chains on elemental
superconductors.'®!” However, there is still a long path to walk before we can
control all the variables up to the point in which we can construct the proposed
topological quantum computer.
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Evolution of YSR states detection. a) Sketch of a YSR state by Yu. Reproduced from [4].
b) YSR from a Mn atom on Nb(110) measured at 3.8K using a metallic tip. Reproduced
from [8].c) Different YSR states from Cr on a Pb film resolved using a superconducting
Nb tip at 0.4K. Reproduced from [9].



Outline

The contents of this Thesis are organized as follows:

Chapter 1 introduces BCS theory and examines the properties of YSR states
derived from the works of Shiba and Rusinov

Chapter 2 introduces the experimental methods used in this Thesis

Chapter 3 reviews the properties of $-Bi,Pdand describes sample and tip
preparation procedures

Chapter 4 examines the spin polarization of bands in 3-Bi,Pd using quasi-
particle interference

Chapter 5 reports the formation of extended YSR states in V adatoms on
B-Bi;Pdand the relation of these states with the band structure of the supercon-
ductor

Chapter 6 analyzes the YSR excitations of structures constructed by lateral
manipulation using Mn adatoms

Chapter 7 shows the detection of broken degeneracies in the vibrational
modes of Vanadium hydrides using superconducting tips






Chapter One

Theory of Superconductivity and
Yu-Shiba-Rusinov States

The theory of superconductivity developed by Bardeen, Cooper and Schrief-
fer is one of the greatest scientific advancements of the 20" century, describ-
ing a macroscopic coherent state in terms of interactions between electrons.
Yu-Shiba-Rusinov states probe the atomic-scale interaction of these electrons
with magnetic atoms, opening a door into the microscopic details of the su-
perconducting state.

This chapter reviews some of the fundamental concepts of BCS theory and
YSR states. Beginning with the formulation of the microscopic theory of
superconductivity, the pairing Hamiltonian is informally derived as a moti-
vation for the introduction for the Bogoliubov-Valatin transformation. The
resulting quasiparticle eigenstates, the Bogololiubov quasiparticles, are de-
scribed as the single-particle excitations found in superconductors. Their
mixed electron-hole character is reviewed in terms of the coherence factors
ux and vg. Multi-band superconductivity is briefly introduced afterwards.
Combination of the superconducting state with isolated magnetic impurities
is shown to lead to the in-gap excitations known as Yu-Shiba-Rusinov states.
The spatial distributionof their wavefunction is explicitly derived in the last
section as the fundamental analysis tool used in this work.

Image by I. Tetin. Reproduced from (XX)



1.1 Microscopic theory of superconductivity

The microscopic theory of superconductivity materialized the combined ef-
fort of many scientists in the work by Bardeen Cooper and Schrieffer.® This sec-
tion presents the steps which lead to the mean-field BCS hamiltonian as a moti-
vation for the introduction of Bogoliubov quasiparticles. Rigorous derivations of
these equations can be found in [20-26].

BCS THEORY

BCS theory, named after Bardeen, Cooper and Schrieffer, was the first full mi-
croscopical despcription of the superconducting state.® This theory summarizes
all the common phenomena found in superconductors as the result of a coherent
state formed by all the electrons close to the energy of the Fermi level. It is based
on the idea that electrons close to the Fermi level tend to form so-called Cooper
pairs, a bound state of two electrons which forms as the result of an attractive
electron-electron interaction.” The energy of these correlated pairs is lower than
the energy of the individual constituent electrons and so the energy of the system
is lowered by their formation.

The mechanisms by which an attractive electron-electron interaction devel-
ops can be diverse. For conventional superconductors, this mechanism is the
Frohlich electron-phonon interaction.”® A descriptive representation of the inter-
action mechanism is shown in Fig.1.1 a) and b). An electron passing through
the lattice attracts positive ions from the crystal lattice and induces a vibration of
ions. The movement of the electron is much faster than the lattice vibration, so
by the time the lattice is displaced the electron is already long gone. A second
electron is attracted by the modified lattice, thus indirectly interacting with the
first electron. The interaction is modeled as the phonon-mediated momentum
exchange between electrons shown in the Feynman diagram in Fig.1.1 c).

In BCS theory, the attractive phonon-mediated momentum exchange is as-
sumed to be constant in an energy range defined by the Debye frequency wp
as a measure of ion relaxation time. The associated potential includes shielded
Coulomb interactions and is defined as:

) ® ® ® ® b ® © O O okgq k+q
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Figure 1.1: Electron-phonon interaction. a) Positive ions are attracted by an electron in
their viccinity. b) By the time the lattice has displaced the electron is long gone, but a
second electron is attracted by the excess positive charge. ¢) Feynman diagram of the
phonon-exchange-mediated electron-electron interaction.



{—VO if |&| < hwp and |G| < hwp
Vi =

0 otherwise.

where & = ¢ — €p is the electron energy relative to the Fermi level ey

Pairs of electrons within an energy range e + hwp will preferably go into the
correlated state than submerge into the Fermi sea as free electrons. An instabil-
ity of the Fermi surface follows from this condition, as the Fermi sea is emptied
from electrons that go into these pairs, lowering the energy of the system. As a
consequence, the Fermi surface does not exist for superconductors. As the num-
ber of correlated pairs increases, they begin to interfere with each other. At this
point, the pairs cannot be treated independently and the ground state becomes a
many-body problem.

The many-body ground state of a a superconductor is constructed by adding
superpositions of Cooper pairs. For conventional superconductors, these pairs
have opposite momentum and spin and thus the ground state is:

|Upes) = H(uk + UkCLTC-Tu)’m (1.1)
K

where ¢f  is the creation operator for an electron with momentum k and a spin

o and |0) is the vacuum state. | vy |2 gives the average occupation of a pair with
momentum (k,-k) and spin (1,J) and luy |? the average non-occupation of the
pair. The coefficients are subject to the normalization condition | vy |2+ | uy [2=1.

The superposition condition is imposed by the coherence factors uy and vy
being non-zero and results in a mixture of states with an ill-defined number of
particles. The opposite momentum and spin condition is imposed by cLchrk’ .
A superconductor with non-zero total momentum can also be constructed by
relaxing the (k;, k) = (k,-k) condition, but the binding energy of the pair would
be then reduced by a factor (k;+k,)?, thus increasing the energy of the ground
state.?

PAIRING HAMILTONIAN

The pairing Hamiltonian of a conventional superconductor only includes the
electron-electron interaction described in the previous section. This interaction
appears as a scattering term subject to the potential Vi v and takes a pair of elec-
trons with momentum (k’,-k’) into (k,-k):

1
H = Z ékcir(gcko + N Z Vk,k’clJr(TC:rk¢C-k'¢ck'T (12)
ko KK

where N is the number of electrons in the system and Vi is the interaction po-
tential. Spin rotation invariance is imposed by making Vi v = Vi = Vi and
singlet pairing is imposed by cLchk 1CK L Ciet
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BCS theory uses a mean-field approximation to convert the Hamiltonian
into:

k,O’ k Kk

where the energy gap of the superconductor is given by the non-zero vacuum
expectation value of Cooper pair creation and annihilation operators:

1 ‘ 1
Ay = _N ; Vk,k’<cfk’ick’T> Ak = _N ; Vk,k’<C1T(rTCT_k'¢> (1.4)

The characteristic length scale of Cooper pairs follows from the ratio between
the Fermi velocity of paired electrons vr and the superconducting gap as a mea-
sure of the coherence length of the correlated pairs':

B hUF

- (1.5)

§

Diagonalization of the mean-field Hamiltonian is not a straight-forward pro-
cess due to the presence of bilinear c, jci 1 and cf Tc_Tk | terms. It can be accom-
plished by means of the Bogoliubov-Valatin transformation®’~’:

Ckp = UkOit + Ukafki erk,l, = _UltakT + ultafki (16)

Cross-diagonal terms in the pairing Hamiltonian will be canceled if the coef-
ficients u and vy are such that:

2 1 gk
furd* = 5 (1 + —\/m> (1.7)

‘Uk|2 = 1 1 — 5—1‘
2 Ve + 1Ak

The mean field Hamiltonian can then be rewritten in a simpler form using
the operators defined by the Bogoliubov-Valatin transformation:

H=FEo+ Y Eeal, (1.8)
k,o

From this point on, A, uy and vy are considered real without loss of generality.
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where F is the energy of the ground state and Ey is the dispersion relation of
the eigenstates defined by the Bogoliubov-Valatin transformation. The second
term gives the increase in energy above the ground state in terms of the opera-
tors ay 4 afk’ |- As aresult, the eigenstates defined by these operators describe the
excitations of the superconductor, the Bogoliubov quasiparticles.

BOGOLIUBOV QUASIPARTICLES

In the previous section, the pairing hamiltonian was diagonalized by means
of the Bogoliubov-Valatin transformation. This transformation defines the excita-
tions in a superconductor by means of a new set of eigenstates called Bogoliubov
quasiparticles. The general expression for the creation of a Bogoliubov quasipar-
ticle with momentum k and spin ¢ is given by:

a'lT(,cr = Cir(auk + Sgn<U)C.k_UUk (19)

Bogoliubov excitations coherently combine creation and annihilation of elec-
trons with opposite spin, weighted by the coherence factors uy and vi. Physically,
this situation corresponds to mixing electron and hole bands into a new fermionic
eigenstate following the dispersion relation:

+ Bio= £1/6 + [ A2 (1.10)

The dispersion relation Ej is plotted in Fig.1.2 a). The superconducting gap
A marks the minimum excitation of Bogoliubov quasiparticles. For states around
the superconducting gap, electron and hole bands are mixed and thus the elec-
tron or hole character of the excitation will be given by the energy-dependent
amplitude of the coherence factors (Eq.1.7), depicted in Fig.1.2 b).

Besides being a base transformation, the Bogoliubov transformation empha-
sizes the electron-hole symmetry present in superconductors. For a given en-
ergy within the particle-hole mixing range, there are two different eigenstates
corresponding to the creation of an electron and a hole. This is a consequence of
electron-hole symmetry in superconductors. Behind this symmetry lies the fun-
damental transport characteristic of superconductors: Andreev reflection of an
electron into a hole and viceversa.*!

The density of states of Bogoliubov quasiparticles can be calculated from
their dispersion relation. Fig.1.2 c) shows the excitation spectrum of a supercon-
ductor as calculated by:

p(B) =+ 3 [lP5(E — ) + [ *0(E + )] (111)
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Figure 1.2: Bogoliubov quasiparticles. a) Dispersion relation of Bogoliubov quasiparti-
cles. b) Amplitude of the coherence factors around the Fermi level. ¢) Density of states
in a superconductor, showing the absence of states for excitation energies below the su-
perconducting gap. The density of states in the normal states is marked by a dashed
line.

1.2 Multi-band Superconductivity

From the perspective of the single-band singlet s-wave superconductor shown
before, electrons with opposite spin and momentum bound together in order to
from Cooper pairs. However, in systems where several bands cross the Fermi
level this picture acquires an additional level of complexity, as different bands
may become superconducting at different temperatures with different supercon-
ducting gaps and electrons may scatter between them.

The first take on the problem studied the case of two overlapping bands o
and /3 in which both intra- and inter-band scattering of electrons are allowed. The
two-band model developed by Suhl et al.’* was based on the BCS formalism and
contained two intra-band pairing terms corresponding to pairing in the form:

> Viichal G icinen (1.12)
kk’

In order to account for the intra-band processes, he also included two addi-
tional terms:

P
Z VigCixaCi -1 G it (1.13)
kk’

where i, j represents the band index and V;; is the averaged interaction energy
resulting from phonon emission and adsorption by i-j processes minus the cor-
responding shielded Coulomb interaction. Under this framework, an electron
from band « or § may emit a phonon which would then be reabsorbed by an
electron from the same band (V,,, or V) or from the other band (V,3).

10
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Figure 1.3: Gap evolution in a two-band superconductor. a) Fermi surface showing two
bands a and j at the Fermi level. b) Temperature dependence of the normalized gap in
the presence of intra-band scattering for different inter-band scattering strenghts V,,5. ¢)
Influence of the density of states of each band on the amplitude of the superconducting
gap for the case of purely inter-band scattering (Voo = V3 = 0). b) and c) Adapted from
[33].

Depending on the values of V;;, the system evolves into different situations.
Starting with a system in which both o and 8 bands become superconducting,
for the case of pure intra-band scatering (V.5 = 0), the gaps will be completely in-
dependent as depicted in Fig.1.3 b) with solid lines. Both superconducting gaps
show a standard BCS temperature dependence and each band has a critical tem-
pertature.

As inter-band scattering is turned on, the band with the highest T () raises
the critical temperature of the other one « (see dashed lines). A, develops a tail
which closes at the critical temperature of Ag, thus resulting in a single supercon-
ducting transition temperature. As the inter-band scattering strength increases,
the tail disappears and the behavior of A, approaches that of Ag.

For the case of purely inter-band scattering (V,, = V33 = 0), both A, and Ag
will display BCS curves with the same critical temperature. However, the ampli-
tude of the gaps will differ depending on the density of states N; of each band.
Fig.1.3 c) shows the influence of the ratio between NN, and Nj on the relative am-
plitudes of the gaps. According to this model, only for the case in which N, = Nj
the system will display a single gap.

Besides providing the mechanism for multi-gap superconductors to display
a single transition temperature, single-quasiparticle inter-band scattering results
in the formation of Cooper pairs from different bands,* what may give rise non-
zero-momentum Cooper pairs. In the case of a strong-enough interaction, it also
provides the mechanism for a superconducting band to proximitize a metallic
band.*

11



1.3 Magnetic Impurities in Superconductors

Experiments performed on different superconductors containing magnetic
and non-magnetic impurities show the two kinds of dopants act differently on
the superconducting state.”””* Non-magnetic impurities have very little effect on
superconductivity in a broad doping density range and were considered from a
theoretical point of view in Anderson’s model of dirty superconductors.” Mag-
netic impurities, on the other side, break time-reversal symmetry and strongly
modify the superconducting state.

YU-SHIBA-RUSINOV SSTATES

From a microscopic point of view, paramagnetic impurities act as magnetic
scattering centers for Bogoliubov quasiparticles. The interaction is represented
by an s-d interaction term:**”

J
Heg = “oN %:1 CLO’CRS (1.14)

subject to the conditions J — 0, S — oo and J.S = finite that describe a classical
spin. J is the exchange integral term, o is a Pauli spin operator and S is a classical
vector representing the spin of the impurity.

Solutions of the Hamiltonian for purely magnetic scattering from a spin ori-
ented along the z axis yield a state at energy:

1 — (JSTNy/2)?
€) — A 5
where N, is the DOS in the normal state.

(1.15)

Paramagnetic impurities thus create a state inside the superconducting gap
known as Yu-Shiba-Rusinov (YSR) state, as depicted in Fig.1.4 a). Phenomeno-
logically, the state can be understood as the result of the polarization of electrons
in Cooper pairs by the impurity.” This interaction diminishes the binding energy
of the pair, creating a bound state that can be excited with an energy <A. The
eigenstate of the system is a Bogoliubov quasiparticle with ¢y<A that, due to the
mixed electron-hole character of these excitations, appears as a pair of peaks at
symmetric energies inside the superconducting gap, as shown in Fig.1.4 b). The
spin-orientation of the YSR state is parallel to the impurity spin and, following
Eq.1.9, will be opposite for its electron and hole components.

The energy of the YSR state will strongly depend on the exchange integral J.
Increasing J the energy of the bound state is lowered as shown in Fig.1.4 c). For
a given S there exists a critical ] value Jc above which the binding energy of the
YSR state is higher than the binding energy of Cooper pairs and the ground state
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Figure 1.4: Yu-Shiba-Rusinov states. a) YSR states as a bound state in the Bogoliubov
dispersion. b) Spectroscopic signature of YSR states showing energy-symmetric electron-
like (le”)) and hole-like (|h™)) components. ¢) Energy of [e”) and |h*) as a function of
JS. Above a critical value, the character of the components is inverted.

of the system is no longer |Upcg) but the formerly excited state of the system,
resulting in a quantum phase transition.

YSR WAVEFUNCTION

The previous section described the formation of a bound state in a supercon-
ductor by the presence of a clasical spin. Following Rusinov and Yu, the problem
can be solved by means of a Bogoliubov transformation to obtain the spatial de-
pendence of the excited state electron and hole components. In this picture, the
impurity acts as a combined spin-indpendent electrostatic potential U and a spin-
dependent magnetic potential JS, both of them J-like, described by:

Vir) = (U(r)+ J(r)oS) (1.16)

2
m

Solutions for that potential are obtained Fourier-transforming the eigenstates
of the Bogoliubov-de-Gennes hamiltonian and expanding uy, vk and the impu-
rity potential in spherical harmonicsbalatsky-impurity 2006 The energy of the I-th har-
monic of the YSR state is then given by:

1+ k2% [UF — (11S)?]

GlIA
VIL+KE (U2 = (RS + 4k2 (11S)

(1.17)

where L is the Fermi wavevector, and U, and J, represent the I-th harmonic of the
delta-like potentials. A scattering phase 6= for the electron-like (+) and hole-like
(-) components can be defined from the values of the potentials as:

U, + J,S = tan(5}) (1.18)
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Figure 1.5: Wave function of YSR states. Simulated spatial distribution of the electron
and hole components for JS=1.5 and Delta = 1. a) Radial distribution of u(r)z. b) Lateral

profiles showing the decay of u(r) and v(r);.

Equation1.17 describes a discrete set of bound states, but restricting scatter-
ing to the isotropic case (1=0) yields a single bound state with u(r), and v(r)x
away from the impurity given by:

in(kpr — 04 : -
w(r)y = sin( /:;r 0 )efr/§|51n(63760 )| (1.19)
o(r) = sin(kpr — 5()_)6_7«/5\31'71(5;_55”

k?FT'

The square of uy and vy will show an oscillating behavior decaying as 1/ r2
that represents the modulated amplitude of the electron and hole components as
shown in Fig.1.5. The dephasing between the two components is given by the §*
and will thus be exchange-coupling dependent for purely magnetic scattering.

In the absence of superconducting correlations, Eqs.1.19 describe a free-electron
in a centrally-symmetric field”. In the superconducting state, Bogoliubov quasi-
particles play the role of the free-electron and manifest the effects of the interac-
tion in their electron and hole components. Both u and vy are experimentally-
measurable quantities in YSR states, and thus from the analysis of their energies,
periods of oscillation and phase shifts, information about the magnetic impurity
and the superconducting host can be obtained**.
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Chapter Two

Experimental Techniques

Scanning Tunneling Microscopy was the first technique to allow for the di-
rect visualization of individual atoms. Developed by Gerd Binnig and Hein-
rich Roher, STM is a member of the family of Scanning Probe techniques that
relies on electron tunneling between a metallic tip and sample to measure to-
pographic changes in the order of few picometers on the surface of a sample.
Moreover, STM also provides access to the local density of states (LDOS) of
a sample and thus the atomic-scale electronic structure of materials.

This chapter reviews the basic principles of STM imaging and STM high-
resolution spectroscopy using superconducting tips. The main modes of op-
eration used in this work are then Isited, with a brief introduction to lateral
manipulation. The experimental setup is described in the last section of this
chapter.
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2.1  Scanning Tunneling Microscope

This section reviews the basic principles of operation of an STM. Extensive
descriptions can be found in literature.*'** On its most basic version, an STM
consists on a metallic tip and a sample whose position can be controlled with pm
precision by means of piezoelectric actuators. The tip and the sample are brought
into proximity to each other while subject to a potential drop, the bias voltage.
For tip-sample distances in the order of 1 nm, electrons can tunnel through the
vacuum barrier between tip and sample with a probability proportional to the ex-
ponential of the distance between the tip and the sample. The current generated
by these electrons is used as a measure of the distance between the tip and the
sample. A PI controller is used to control the piezoelectric actuator that positions
the tip and keep it at a constant distance from the sample by setting a setpoint
current. Slowly moving the tip in X and Y by means of additional piezoelectric
actuators, surface topography can be recorded by tracking the tip position. A
schematic representation of the process is shown in Fig.2.1.

Z-resolution in the pm-range is achieved thanks to the exponential distance-
dependence of the tunneling current. At typical working bias voltages, increasing
the distance between the tip and the sample by 0.1 nm (approximately the height
of an atom) results in a decrease in the tunneling current by a factor ~10. This
implies that most of the contribution to the tunneling current comes from the very
end of the tip apex. If the tip is terminated by a single atom, lateral resolution will
only be limited by the lateral dimensions of that atom.

The current of tunneling electrons flowing between the tip and the sample
results from the elastic transmission of electrons in filled states on one side to
empty states in the other. The tunneling current is hence the result of the com-
bined LDOS of the tip and the sample. The total tunneling current for an applied
bias voltage Vyias Will result from the contribution of all the energies in the range

Figure 2.1: Topography acquisition in STM. a) The distance between tip and sample
is kept constant while the tip is displaced. An ammeter measures the tunneling current
caused by the potential drop (Vi,,s) between the tip and the sample. b) The procedure is
repeated over several lines along a scan area (top) and the profiles (bottom) are used to
generate a 2D map.
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between the Fermi energy ep and ep+eVy,,s, as shown in Fig.2.2 a). This can be
expressed as an integral:

(V) o [ T BB = V) B) (B - eV) - LENIME D)

€F

where |M]| is the tunneling matrix element (assumed to be constant around ¢r),
ps and p; are the DOS of the sample and the tip, respectively, and f is the Fermi-
Dirac distribution.

SPECTROSCOPY USING SUPERCONDUCTING TIPS

The Fermi-Dirac distribution of electron energies around the Fermi level is
responsible for finite-temperature broadening of electronic features around the
Fermi level and limits the energetic resolution in STM. It can be circumvented
using superconducting tips on superconducting samples (Fig.2.2 b). In this case,

)| Sample | Vacuum | Tip | © B Psample f—
11 )
A T N | 1| i
evbias - | pﬁP/
— | | || l | aftip/av*psamp]e 3
*EF 77777 r_ ] aptip/ aV*psa\mple
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b) Sample Tlp A'samp]e
J ‘ ‘ Aﬁp Asample
7e |
evbias 2A j
: ‘ I
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_At'_ A, - A; i A, 0 A't 'AS At-:-AS
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Figure 2.2: Metallic and superconducting tips. a) Elastic tunneling of electrons between
two metals at finite temperature. Electrons in occupied states within the range defined by
eVpias can tunnel into empty states on the other side, indicated by a green area. Spectro-
scopic features are broadened by the thermal distribution of electrons around er. b) Elas-
tic tunneling between two superconductors. The superconducting gap is larger than the
thermal distribution of energies(represented by gray areas around €r), preventing ther-
mal broadening. Spectroscopic features are shifted by Ay;;,, the energy difference between
er and the first available states. ¢) Numerical convolution of a 50p.eV -broadened super-
conductor DOS (grey) with the derivative of the Fermi-Dirac distribution at 1.3K (red)
and the derivative of a superconducting tip subject to a 50V broadening. For clarity, the
derivatives are shown in the image (yellow:Fermi-Dirac at 1.3K, green:superconducting
tip. Y-axis magnified in both cases.).
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the density of states is gapped and the first available states appear at an en-
ergy Avip+Agampie from ep. Provided the superconducting gap is bigger than the
width of the Fermi-Dirac distribution of energies, the energy of these states is not
thermally-broadened and Eq.2.2 can be approximated assuming the Fermi-Dirac
distribution is a step function:

ep+eV
Liunne (V) / dEp(E — eV)ps(E) (2.2)

€F

The previous equation represents a mathematical convolution between the
density of states of the the sample and the tip. Its derivative with respect to the
bias voltage will be:

ep+eV o
dItunnel(v) - / dE@pt(E €V)

G oy Ps(E) (2.3)

€F

The dI/dV signal using superconductings tip will thus not directly reflect
the LDOS of the sample p, , but a convolution with the derivative of the DOS
of the tip p;. The main features found in this derivative are associated to the ¢-
like shape of the coherence peaks and hence they just introduce an energy shift
and a small broadening associated to finite-lifetime effects. Fig.2.2 c) shows a
comparison of the lifetime-broadened-DOS of a superconductor and the corre-
sponding dI/dV signal using a metallic tip and a superconducting tip at 1.3K.
Using a metallic tip, the energy resolution of the measurement is limited by the
width of the derivative of the Fermi-Dirac function at the working temperature.
Using a superconducting tip, resolution is limited by the width of the derivative
of p;. As the DOS of the tip is approximately a ¢ function, its derivative is much
less wide than the equivalent thermal broadening.

INELASTIC ELECTRON TUNNELING SPECTROSCOPY

Conventional tunneling in STM is an elastic process in which electrons from
the tip populate empty states in the sample. However, inelastic processes can
also contribute to the tunneling current. When the tip is used to probe atoms
or molecules with discrete energy levels, electrons can excite the system into a
hgher-energy state, losing the corrsponding energy in the excitation. This process
is known as inelastic tunneling and has been used to probe vibrational modes of
molecules and to promote magnetic systems to excited states.”>*

The signature of inelastic tunneling is an increase in the tunneling current
above the energy of the excited state. The spectroscopy curve of an inelastic ex-
citation is displayed in Fig??. The increased current is caused by the opening of
an additional tunneling channel in which the electrons lose some energy to excite
the mode and then probe the density of states at eV-Ee,..
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Figure 2.3: Inelastic excitation of vibrational modes and spin excitations. a) Schematic
representation of the inelastic conduction channel. An electron loses an energy Eey. to ex-
cite a mode in the atom /molecule. b) Signatures of an inelastic excitation in the tunneling
current, its first derivatiive and its second derivative. ¢) Spectroscopy of a nickelocene
molecule on top of a Ni atom showing a spin excitation (A), a vibrational mode (B), and
a vibration-assisted spin excitation.

2.2 Modes of operation

This section describes the main techniques used for data acquisition in this
work: bias spectroscopy, dI/dV mapping and spectroscopy grids

BIAS SPECTROSCOPY

Experimental acquisition of dI/dV spectra is performed by sweeping bias
voltage while the tip is held at a fixed distance from the surface. ¢ is fixed at
Viias=0. Different bias voltages yield a Iyunne given by Eq.2.2, from which dI/dV
is calculated by means of an AC modulation Vrys added to Vii,s and a lock-in
amplifier.

dI/dV MAPPING

The spatial distribution of spectroscopic features can be measured by simul-
taneously recording the dI/dV signal while the area is scanned in topographic
imaging mode. Vi,,s should be chosen to match the energy of the desired spec-
troscopic feature and a suitable lock-in modulation should be added to the DC
signal. In gapped systems no tunneling current flows between the tip and the
sample for energies inside the gap and thus this procedure is not suitable for
mapping the spatial distribution of in-gap states. Additionally, as the tunneling
current integrates the LDOS of the sample between er and Vyias, spectroscopic
features at low bias may result in unrealistic topographies that combine topogra-
phy and spectroscopic features.

For those cases in which in-gap states or low-bias features want to be mapped,
an additional acquisition method is used: dual-pass scan. In this mode of oper-
ation the surface is first scanned at a Vy,,s at which topography can be properly
measured. The current feedback is then stopped and Vyi.s changed to the desired
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value. The tip is forced to repeat the same trajectory it followed during the first
scan, while dI/dV at the new Vi, is recorded. The procedure is done line-by-line
in order to prevent drifting.

SPECTROSCOPIC GRIDS

For systems in which spectroscopic features appear at different energies, the
spatial distribution of those features is more effectively acquired measuring a bias
spectrum at each point of the scanned area. The generated 3D dataset contains
dI/dV maps at each one of the energies of the spectra. As a spectrum is measured
at each pixel, the acquisition time per map point is typically more than ten times
longer than for dI/dV maps, and hence spatial resolution needs to be reduced in
order to avoid drifting during the acquisition time.

2.3 Atomic Manipulation

One of the initial motivations behind this works was the possibility of con-
structing custom nanostructures on superconductors in order to probe Majorana
physics. The mechanism by which atoms can be manipulated on a surface de-
pends on many factors such as the tip apex composition or the adsorption state
of the atom. It also requires a precise control of tip positioning, for which purpose
an atom manipulation software was developed at the beginning of this project.

Manipulation of atoms can be performed using different mechanisms. The
one used in this work is referred to as lateral manipulation and was first used
by Eigler and Schweizer to write 'IBM’ using Xenon atoms on Ni(110).** This
mechanism relies on tip-atom interaction in order to push or attract the atom to
its new position and is strongly dependent on the chemical composition of the
tip apex.

During lateral manipulation, the tip approaches the atom from its side. As
the tip gets closer to the atom, repulsive/attractive interactions result in the atom
being displaced away/closer to the tip apex. Depending on whether the atom
is attracted to the tip or repelled, the displacement will be deemed pulling or
pushing, respectively. This procedure can be done while keeping the feedback
open (constant height mode) or with a constant current setpoint (constant current
mode). An schematic representation of a constant-current pulling manipulation
is depicted in Fig.2.4 a). The tip approaches the atom from the left, passes above
it and once the tip reaches a certain position, the atom jumps towards it into the
next available adsorption site. The procedure is later repeated as many times as
required until the atom is placed in its final location.

In constant-current mode, the distance between the tip and the sample is
controlled by means of the applied bias voltage and the setpoint current, what
allows us to define it in terms of the junction resistance. The value of the junction
resistance plays an important role in the manipulation procedure. Depending on
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Figure 2.4: Lateral manipulation of atoms. a) Schematic representation of constant-
current lateral manipulation showing the initial position of the atom in shaded blue,
intermediate steps as white circles and final position in blue. The tip trajectory during
manipulation is indicated by a red line. b) Tip height during lateral manipulation of Mn
adatoms on -BioPd at different junction resistances.

its value, different interaction mechanisms will govern the manipulation proce-
dure. This is exemplified in Fig.2.4 b), a Mn adatom is displaced on the surface
of 3-Bi,Pd using different junction resistances. As the junction resistance is low-
ered, the tip is set closer to the atom during manipulation and instead of pulling
the atom in the desired direction it does so in the opposite one. This is the re-
sult of the variations in tip shape and structure, what results in different junction
resistance requirements in different directions.

The precise interactions which result in the displacement of the atom strongly
depend on the chemical composition of the tip apex, the atom species and the
way the atom is bounded to the substrate. As a consequence, not every atom can
be manipulated on every surface. The method explained here worked for Mn
and, to some extent, for V. Lateral manipulation of Fe, Co, Ni was also tried un-
successfully. Vertical manipulation, which consists on attaching an atom to the
tip and then releasing it in a new position, was not effective in any case.

2.4 Experimental setup

The experiments shown in this work were carried in a commercial Low-
Temperature system designed and manufactured by Specs GmbH. The system
consists of a sample preparation chamber and an analysis chamber, both of them
kept at pressures in the Ultra-High Vacuum (UHV) range in order to avoid con-
tamination of samples. Both chambers are connected through a gate valve which
can be opened to transfer samples and tips between them using a lateral manip-
ulator.

The preparation chamber consists of standard sample preparation equip-
ment that allows for sputtering and annealing of both samples and tips prior
to transferal into the analysis chamber were experiments are carried out. During
the time of this thesis a tip-preparation module was designed and installed in
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this chamber with the purpose of heating up tips to high temperature and field-
emission sharpening.

Experiments are carried out in the analysis chamber. It consists of an STM
head attached to temperature-shielding liquid Nitrogen cryostat and a liquid He-
lium cryostat that cools the system down to 4.2 K. An additional refrigerator
based on the Joule-Thomson cycle allows for further cooling of the STM head
down to 1.3 K. Closed-cycle pumping of this refrigerator allows to lower the
temperature down to 1K, the base temperature of the system. The STM head is
surrounded by a superconducting magnet capable of producing magnetic fields
up to 3 T perpendicular to the sample surface.

The STM head is surrounded by different shields that isolate it from external
radiation sources. These shields can be opened temporarily in order to transfer
samples or evaporate materials on the surface of a cold sample. All the elec-
tric wires entering the system but the tunneling current are filtered using either
custom-made LC filters for the case of the bias voltage or r filters for temperature
sensors and piezotubes control.

Bias voltage is provided by the electronic control unit (Nanonis v4) and it is
added to an AC modulation provided by a 7270 DSP lock-in amplifier by AME-

Figure 2.5: SPECS UHV-LT STM system. Picture of the STM system used in this work.
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TEK, Inc. using a passive summer circuit. The combined signal is divided by
1/100 and filtered by an LC filter before being sent to the sample. The tunnel-
ing current is recovered from the STM tip using a DLPCA-200 current amplifier
and I/V converter fabricated by FEMTO Messtechnik GmbH and then is sent to
both the inputs of the lock-in and the control electronics, the latter input having
a custom-made RC filter.

Evaporation of metals is performed with the sample kept at low tempera-
tures in the STM chamber using a EBE-1 e-beam evaporator commercialized by
Specs GmbH. Evaporation is done from pure metal sources while the evaporator
is pointed directly to the sample. Access to the sample is done through a shield
opening that is closed after deposition. Deposition temperatures range between
4 and 15 K.
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Chapter Three

Materials: 5-BiyPd

B-Bi,Pd is a superconducting material that has recently made its way into
many labs around the world. Depsite being discovered more than 60 years
ago, recent findings on the unconventional nature of its band strucutre and
the possibility of hosting triplet components have boosted interest on this
material.

This chaper describes (3-Bi,Pd in preparation for the rest of the thesis. In the
first part, we describe the main properties of the material and review recent
research on [3-Bi,Pd. We describe the methodology employed to prepare clean
surfaces by mechanical exfoliation. We then explain the procedure used to
fabricate superconducting [3-Bi,Pd by indentation and characterize the en-
ergqy resolution of the tips. In the last part, we show the superconducting gap
of the material as characterized with 3-Bi,Pd tips.

25



3.1 Review of Recent Research

3-Bi,Pd is a type-II superconductor from the family of Bi-Pd alloys* with a
critical temperature of ~5.4 K.*® This particular phase crystallizes into a tetrago-
nal structure with lattice constant 2=3.362 A where eight Bi atoms surround each
Pd atom in the layered unit cell®” (Fig.3.1 a). Consecutive layers are Van der
Waals-stacked, defining an easy cleavage-plane perpendicular to the (001) direc-
tion.

Bulk 3-Bi,Pd crystals show an isotropic s-wave superconducting order pa-
rameter, despite experimental observations of multi-band effects.**”! The mag-
nitude of Agpipq found in literature oscillates between 0.76 meV and 0.8 meV
depending on the growth procedure.”>>* The thermal evolution of the super-
conducting gap is shown in Fig.3.1 c¢), where the working temperature of our
system is indicated by a red arrow.

Early research on §-Bi,Pdfocused on the study of multi-band superconduc-
tivity in this material’>~°, in part motivated by the initial of observation of Imai
et al. of compatible effects in the temperature dependence of the upper criti-
cal field and specific heat.”® Later Spin-Resolved Angel-Resolved PhotoEmission
Spectroscopy (SR-ARPES) found that this material has a singular band structure
for a superconducting material, with spin-polarized topological and trivial spin-
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Figure 3.1: 3-Bi;Pdcrystals. a) Superconducting transition of 3-Bi,Pd. Resistance drops
to 0 at ~5.4 K. Reproduced from [48] b) Crystal structure of 5-Bi;Pdshowing the stacked
Bi-Pd-Bi layers and the cleaveage plane. ¢) Temperature dependence of the supercon-
ducting gap in bulk 3-BiPd. The working temperature of our system is indicated by a
red arrow. Reproduced from [50].
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polarized surface states crossing the Fermi level,™ a discovery that boosted inter-

est on this material due to the possibility of hosting triplet superconductivity™.

Recent experiments have extended the in-plane spin-polarization to all the
bands crossing the Fermi level, making it an even stronger candidate for non-
conventional pairing. Fig.3.2 shows the Fermi surface of 3-Bi,Pd(a) as measured
with ARPES™, the spin polarization along the X axis calculated by Iwaya et al.”
and a schematic representation of the spin polarization measured by Xu et al..”.
In the lower part, (d) shows the calculated dispersion of the bands and the surface
states. (e) and (f) show ARPES and SR-ARPES momentum distribution curve,
respectively™.

To date no clear experimental signature of anomalous pairing has been ob-
served in non-doped bulk crystals, but experiments on thin MBE-grown films®,
polycristaline rings®" and doped bulk crystals®> show good indicators of uncon-
ventional superconductivity. The discrepancy between the conventional pairing
in bulk crystal samples and the aforementioned effects in other types of samples
has been tentatively attributed to Dirac-fermion-mediated parity mixing and an
increase in surface weight resulting from a chemical potential shift in thin films.*
Whether in its bulk form, thin films or other types of samples, band-structure
effects on the superconducting properties of 3-Bi,Pdstill remain largely unex-
plained and will for sure be subject to extensive research in the next years.

-05 0.0 0.5
Momentum (A~")
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Figure 3.2: Spin polarization of the Fermi surface of 5-Bi,Pd. a) 4-fold symmetrized
Fermi surface . Bulk bands are indexed with greek letters. Reproduced from [56]. b)
Calculated spin polarization at E=+30 meV. Reproduced from [58]. ¢) Schematic repre-
sentation of the experimental spin polarizations close to eg. Arrows indicate clockwise
and anti-clockwise spin chiralities. Reproduced from [59]. d) Calculated electronic struc-
ture on the (001) surface. Reproduced from [59]. €) Momentum distribution curve along
the MI'M. Reproduced from [59]. f) In-plane spin polarization along the MI'M direction
with the spin component perpendicular to the momentum. Reproduced from [59].
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3.2 Sample preparation

The crystals used for our experiments were fabricated by Edwin Herrera,
Isabel Guillamén and Hermann Suderow in Universidad Auténoma de Madrid
using the procedure in Ref.[50]. Bi and Pd are introduced in a sealed quartz am-
poule with He gas that is heated to 900 C and slowly cooled to 395 C to obtain the
B phase of Bi;Pd. The samples are then quenched to room temperature to avoid
the formation of the RT-stable o phase of the material. The critical temperature
of crystals grown using this technique is 5 K and they moderately lie in the dirty-
superconductor limit, with a mean-free path [=15.3 nm and a coherence length
£=23 nm”.

Clean surfaces are obtained cleaving crystals in UHV conditions. Samples
are glued onto Mo holders using low-temperature conductive epoxy (Lake Shore
Cryotonics, Inc. ESF) or held using molybdenum plates, as shown in Fig.3.3 a).
A piece of tape (Nitto SPV-224S) is adhered to the crystal surface before the sam-
ple is transferred into the UHV chamber. The sample is then placed in a room-
temperature manipulator or in a sample slot at 77 K depending on the desired
exfoliation temperature and the tape is removed using a wobble stick with tweez-
ers at its end (see Fig.3.3 b). Due to the weak interlayer-coupling, the uppermost
layers of the crystal stick to the tape, exposing a clean Bi-terminated (001) surface.
After exfoliation, the sample is directly transferred into the STM head within sec-
onds in order to avoid contamination.

Samples cleaved using this method present flat areas extending over several
hundreads of nms with infrequent wrinkles caused by forces exerted during the
exfoliation procedure® (Fig.3.4 a). Layer thickness is estimated to be ~6 A from
a line profile measured along a terrace step in Fig.3.4 b). The areas to which
we refer as flat along this work (Fig.3.4 ¢) show a series of intrinsic vacancies
and impurities that will be described in chapter 5. In the image, dark squares
correspond to Bi vacancies. The square lattice of the Bi-terminated (001) surface

Figure 3.3: Clean Surface Preparation. a) Samples mounted in sample holder using
conductive epoxy (left) or Mo plates (right). b) Exfoliation setup showing the tweezers
holding a piece of tape after exfoliation. Exfoliation can be performed at room tempera-
ture or 77 K depending on which sample slot is used. The STM head is behind the shield
indicated in the image.
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Figure 3.4: Topographic characteristics of samples. a) 400x200 nm area showing flat
terraces. Wrinkles in the bottom right corner appear as a result of exfoliation. Inset bar
corresponds to 100 nm. (Vpias=1V, [=10 pA). b) Topographic profile along a terrace step.
¢) Flat 60x60 nm area in a sample exfoliated at low temperature. (Vy;,s=1V, [;=100 pA) d)
Atomic resolution of the Bi(001) surface. (Vp;as=3 mV, [;=10 nA)

is resolved in the atomic resolution image in Fig 3.4 d) with a lattice parameter
a=3.36 A, in agreement with first-principle calculations.®

3.3 Tip preparation

Superconducting /3-Bi,Pdtips are formed by indentation of metallic tips into
the sample surface. The tip is indented distances in the order of 20-30 nm while
simultaneously moving in X or Y at slow speeds. As a result of the indenta-
tion, small 3-Bi,Pdgrains attach to the tip apex and a sample area of ~200-300
nm around the indentation point is rendered unusable. As all the tunneling
characteristics of these tips follow from the properties of the grains at the tip
apex, we will refer to these 3-Bi,Pd-coated tips as 5-Bi,Pdtips for simplicity. (-
Bi,Pdspectroscopy using metallic and 3-Bi,Pdtips is shown in Fig.3.5 a). The
spectrum measured with a metallic tip shows the thermally-broadened super-
conducting gap at the working temperature of 1.3 K. Using 3-Bi,Pd-coated tips,
all the spectroscopic features are shifted by Ay, and the coherence peaks appear
at =(AsampletAgip) £1.58 mV.

The value of Ay, can be calculated from the energy of the coherence peaks. In
view of our experimental value of +1.58 mV, we estimate that the superconucting
gap of the tip is similar to the one found in the bulk crystal and thus we approxi-
mate throughout this work as Ayp = Aqample~0.79 meV, in agreement with values
found in literature.”*~%"3

The degree of improvement in the energetic resolution of the measurement
coming from the use of superconducting tips is extremely dependent on the prop-
erties of the grain attached to the tip apex. The energy resolution is defined as
the full width at half maximum (FWHM) of the coherenece peaks. Lower FHWM
transaltes into higher coherence peaks and hence the ratio between the coherence
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peak height and the conductance in the continuum of states is an indicator of
the energy resolution. In Fig.3.5 b) three diffferent 3-Bi,Pdtips are used to mea-
sure the superconducting gap of 3-Bi,Pd. The best energy resolution is obtained
with the tip in the blue curve and the worst with the tip used for the curve in
green. The curves are fitted as thermally-broadened superconductor-insulator-
superconductor junctions with fixed Agample=0.79 meV to calculate Ay, and the
equivalent temperature broadening (values for each curve in figure). Using the
tip in the blue curve an energy resolution equivalent to measuring with a metallic
tip at a temperature of 0.23 K is achieved, 5.6 times better than the one obtained
using metallic tips at the working temperature of 1.3 K.

The most common kind of tip formed during indentation corresponds to the
lowest-resolution case in the previous figure. However, a series of procedures
can be followed in order to ensure tips with high energy resolution are obtained.
The chemical composition of the tip apex prior to indentation plays an impor-
tant role. We found that freshly Au-coated W tips easily pick 3-Bi;Pdgrains and
yield the best energy resolutions. Once they are coated with 3-Bi,Pd, succesive
indentations degrade the energy resolution and eventually the tips stop being
superconducting. We speculate that succesive indentations tend to destroy the
crystal structure of 3-Bi,Pdgrains and therefore superconductivity at the apex is
the result of proximitized Bi and Pd clusters.

The microscopic character of the grains attached to the tip manifests in the
magnetic field dependence of its superconducting gap. Fig.3.5 c) shows different
spectra measured above the upper critical field of 3-Bi,PdH, = 0.61 T[51], where
the sample is brought into the normal state (for 0.5 T the spectra is taken in the
center of a vortex core). Spectra shows a thermally-broadened ~ £0.79 meV su-
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Figure 3.5: Characteristics of different superconducting tips on 5-Bi,Pd. a) Compari-
son of spectra on the bare 3-Bi,Pd surface using a metallic tip (blue) and a 3-Bi,Pd tip
(red). b) Energy resolution from different 5-Bi, Pd tips. Legend shows the energy resolu-
tion achieved in each case. c)Effect of magnetic field on a 5-Bi,Pd tip. Note the substrate
is not superconducting. d) Spectra measured on the bare 5-Bi,Pd surface using different
Nb tips. *For all spectra shown here V,=3 mV, [,=300 pA, Vrms=25 p/V.
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perconducting gap associated to the superconducting tip. 1.5 T are required to in-
duce significant magnetic-field effects in the superconducting tip gap. The larger
Hg, found in the superconducting tip is a characteristic effect found in small su-
perconducting grains®® and allows us to estimate that the size of the grains is
effectively microscopic as expected from topographic maps measured in inden-
tation areas.

We also searched for other types of superconducting tips which could manip-
ulate atoms easily while preserving a clean superconducting gap. One of many
candidates was Niobium. Nb wires, 250 um of diameter, were cut in ambient con-
ditions and then treated using different procedures. Field emission against a W
wire®, radiative heating, sputtering and electrochemical etching®® all yielded not-
clean and non-reproducible superconducting tips. Fig.3.5 d) shows three spectra
taken on the surface of 3-Bi,Pdusing tips prepared by combinations of the pre-
vious methods. These tips show assymetric coherence peaks (Nb 3), unconven-
tional tails (Nb 2) and negative conductance above the energy of the coherence
peaks (all cases).The best spectra were obtained with tips that were cut, directly
transferred into UHV and sputtered for several hours (Nb 1), although even in
this case the gap of the tip would change upon succesive sputterings and dips
would appear above the energy of the coherence peaks.

3.4 Single gap in B-BiyPd

In the introduction we listed several experiments in which non-conventional
pairing appears in non-bulk $-Bi,Pdsamples. Although no traces of this cou-
pling have been found in bulk samples, we wanted to verify this was the case
in our samples. The main interest on reproducing a previous experiment per-
formed with metallic tips at lower temperatures™ was the possibility of resolving
additional peaks close to the superconducting gap using superconducting tips.
Although the energy resolution may not be significantly improved (our energy
resolution is comparable to the one obtained at those temperatures), the convo-
luted densiy of states of the sample and the tip derivative is capable of resolving
very-close peaks as peaks followed by a dip®. This effect, characteristic of SIS
tunneling, allows to identify the presence of multiple gaps that would not be
otherwise detectable using metallic tips with the same energy resolution.

In Fig.3.6 a) we show a spectrum measured between £+ 3 mV. There is no
signature of additional gaps in the region around the superconducting gap. Par-
ticularly, we see no dips appear in the vicinity of the main coherence peaks, thus
allowing us to confirm the absence of a second gap in our crystals. In Fig.3.6 b)
we reproduce the spectra measured by Lv and coworkers on a thin 3-Bi,Pdfilm®’,
where the bulk gap appears as an assymetric pair of ipeaks inside the bigger sur-
face gap associated to topological superconductivity. This surface gap appears
at ~2 meV in the thin film and is clearly absent in bulk crystal (would appear at
2+Agp51m2.79 mV).
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Figure 3.6: Comparing the spectra of bulk crystals and thin films. a) Spectra measured
on the surface of 3-Bi;Pdusing a 3-Bi;Pd-coated superconducting tip. No foreign peaks
or dips can be detected in its bias range. (Vo=3 mV, [;=300 pA, Vims=12.5 1V) b) Spectra
measured on a §-BipPdfilm, showing both the bulk gap (Ap) and the topological surface
gap (As). Reproduced from [60].

Attending to the slightly dirty limit in which these samples lie”’ and the pres-
ence of the topological surface state in bulk crystals®, we propose besides inter-
band scattering™ and a Fermi level shift®® impurities may also lead to the absence
of the topological state in our samples. These would agree with the model pro-
posed by Gusman for multi-band superconductors containing non-magnetic im-
purities”. In this extension of the Anderson theory of dirty superconductors® to
multi-band systems, an intermediate limit between the dirty and clean supercon-
ductor levels of doping results in an effective band mixing in which a single-gap
appears while the sample is not still in the dirty limit. This idea could be tested by
evaluating the behavior of thin -Bi,Pdfilms under increasing numbers of point
defects generated on the surface by Ar sputtering”', what would provide an addi-
tional piece of information about the nature of superconductivity in this system.
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Chapter Four

Spin-dependent Quasi-Particle
Interference in the surface of -BiyPd

The spin polarization of the different bands in 3-Bi,Pd does not only influ-
ence the superconducting state, it has profound implications in the selection
rules of quasiparticle scattering far from the superconducting gap.

In this chapter, we investigate the spin polarization of the bands in the (001)
surface of bulk [(-BiPdcrystals. We begin with the description of Quasi-
Particle Interference and model how different characteristics of the band struc-
ture are reflected in the wavefunction of quasiparticles scattered by impuri-
ties. Using atomic resolution imaging, we identify the defects that act as
scattering centers in bulk -Bi,Pd crystals. From the combined analysis of
local LDOS variations around impurities and Fourier-Transform STM, we
verify the spin polarization of the bands in our samples and the spin depen-
dence of quasiparticle scattering.

The results obtained in this chapter serve as the starting point for the analysis
of the excitations inside the superconducting gap.
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4.1 Quasi-Particle Interference

A significant part of material characterization involves the study of momentum-
space properties such as the band structure of a material. Being a real-space tech-
nique, STM does not directly provide access to this fundamental piece of infor-
mation. Nevertheless, its hallmark is imprinted in the wavefunction of the quasi-
particles measured with STM and can be exposed by wave interference phenom-
ena. Quasi-particle interference (QPI) studies modulations of the LDOS around
impurities, a result of constructive interference between scattered quasiparticles
with wavevectors defined by the band structure of the material. The scattering
vectors can be identified by Fourier Transformation, hence providing an indirect
mechanism to probe the band structure of materials.

From a microscopic point of view, an incoming electron is elastically scat-
tered into another eigenstate by the point-like Coulomb potential created by an
impurity’?. In the absence of scattering, the incoming and outgoing electrons
would be described by Bloch wavefunctions ¢, and would have well-defined
energy ¢, and momenta k; and k,. Scattering mixes the electrons into a new
eigenstate 1) constructed from the unperturbed ¢ys as:

Yo = > (k) e (4.1)

k
k€eg

where perturbation theory shows that the wavevector of the resulting state v is
given by k, = k; - k,”°.

The band structure of a material defines the energies and momenta of its
electrons. A constant-energy cut at a given energy E will therefore contain all the
k-space information about the possible k; and k; that can form a scattering state

Momentum space Real space
a) E,
Impurity
ky 0 y'
0 0 0
k, Distance (nm) k,

Figure 4.1: Impurity scattering of free electrons. a) Constant-Energy Contour at E;
showing two wavevectors k; and ky and the associated scattering vector q=k;-ks. b)
Real-space modulation of LDOS showing a characteristic period defined by the scattering
vectors. ¢) Electron dispersion of a free electron (blue) showing how the scattering vector
q: changes at different energies, defining a new scattering vector dispersion (red).
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at that energy. We will refer to these cuts as k-space Constant-Energy Contours
(CEC), among which the Fermi surface is the particular case at E=ep. Scattering
states 1) will equivalently have an associated CEC defined by all the possible g4
resulting from combinations of k; and k;, to which we refer as g-space CEC.

For a circular CEC as the one shown in Fig.4.1 a), perturbation theory shows
that the sum of two scattering electrons results in the formation of a standing
wave with wavevector q = k; - ko’ . Summing over all the ¢q,c defined by the
CEC at E; results in the standing wave in Fig.4.1 b). This standing wave can be
probed with the STM, thus providing access to momentum-space properties of
the material.

In the same way the dispersion relation of free-electrons defines the availabe
k: and k; at a given energy, the scattering vectors q will have a dispersion relation
that derives from the free-electron one. Fig.4.1 c) shows how scattering-vector
dispersion is defined. For each energy, the modulation of LDOS will change in
accordance to the scattering-vector dispersion, thus providing an indirect real-
space signature of the electron bands.

SURFACE STATES, BULK BANDS AND VECTOR NESTING

The microscopic description of the scattering process in QPI does not explic-
itly deal with the effect of the system dimensionality on the formation of standing
waves. The change from bulk bands (3D) to surface states (2D) manifests as an
increase in the extension of the standing waves.

Three different CECs are shown in Fig4.2 with their associated real-space
LDOS modulation and the g-space CEC obtained as the self-correlation of the
k-space CEC. In each case, the scattering vector q is plotted as originating from
different points of the CEC.

For the bulk-like band in a), many different scattering vectors can equally
contribute to QPI. Focusing on the k, axis, q is just one among the many possible
scattering vectors. The resulting g-space plot shows a continuous number of pos-
sible scattering vectors. As a result, the LDOS distribution around the impurity
does not show a clear oscillating pattern because it lacks a dominating scattering
vector, and the sum of all the possible ones results in destructive interference.

For the surface-state-like CEC in Fig.4.2 b), the picture is different. Along
the k, axis, there is a single scattering vector q. This is the only available vector
along this direction, and its magnitude is the same as that of all the other scat-
tering vectors passing through zero. This results in a q-dominated momentum
space. The associated spatial distribution of the LDOS modulations shows a clear
wavevector defined by 27/ 1 q|.

A third CEC is shown in Fig.4.2 c). This case represents a quasi-1D CEC,
with a pair of flat areas yielding an increased number of q. This phenomenon is
known as vector nesting or electron focusing and dominates the formation of the

35



Momentum space g-space Real space

ky 0 - " A0

2 -1 0 1 2 0
k, Jx Distance (nm)
Momentum space g-space Real space

ky 0 4 @ dy0

k, Jx Distance (nm)
Momentum space g-space Real space
<)
(q )
ky 0 T > qyO
\_/
2 1 0 1 2 =2 -1 0 1 2

k, dx Distance (nm)

Figure 4.2: QPI from surface states and bulk bands. a) QPI from a filled CEC, resem-
bling a bulk band. The real-space modulations and g-space intensity lack a defined scat-
tering vector. b) QPI from a contour CEC, resembling a surface state. In this case the
patterns reflect the scattering vector magnitude. ¢) A contour CEC with nesting vectors
shows an increased decay length of LDOS modulations and an increased intensity in
g-space for the nested vectors.

g-space plot. The corresponding LDOS is dominated by these vectors, showing a
longer-ranged coherence path along the direction over which nesting occurs.

A comparison between the three previous cases shows the sharp CEC edges
and flat areas present at each dimension increase the coherence length of the
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Figure 4.3: Lindhard response function a) Normalized Lindhard response function for
different dimensions d. b) Fourier transform of the Lindhard response function, showing
the density modulations around an impurity located at 0. A fit

LDOS modulations. A more explicit derivation of this idea can be formulated
from linear response theory. Under this framework, the scattering problem at
the Fermi level is analyzed in terms of the charge density required to screen the
electrostatic potential induced by the impurity”*. When an impurity is placed
on the surface of a metal. it induces an excess charge. As no long-range electric
tield can persist in a conductor, conduction electrons screen the excess charge in
short distances. The accumulation of conduction electrons in the vicinity results
in the increased LDOS around the impurity with its characteristic modulation
and decay. In the random-phase approximation, this charge distribution around
the impurity is described by the Fourier transform of the g-dependent Lindhard
response function x(q).”

The Lindhard response function depends on the dimensionality of the sys-
tem, showing discontinuities (either itself or its first derivative) at q = 2kp (see
Fig.4.3 a). Its Fourier transform reflects this discontinuity as a modulation with
period q/2 in the charge density distribution. As the character of the discontinu-
ity depends on the dimension, so do the charge modulations. Particularly, lower
dimensions show a more pronounced discontinuity and a more extended charge
modulation, as depicted in Fig.4.3 b). In the 3D case, modulations decay in the
vicinity of the impurity following r~3, whereas for 2D the decay is r~2. The 2D or
3D character of a Fermi surface will manifest thus in the range of the LDOS mod-
ulations. Vector nesting increases the extent of these modulations, what results
in an effective lower dimensionality of the system.

ANISOTROPY: FOURIER-TRANSFORM STM

Local variations of the DOS at fixed energy are mapped in dI/dV maps. For
the case of QPI, these maps show the sum of the standing waves at each impurity,
forming a wave interference pattern. The period of the oscillations can be directly
measured in line profiles and the associated scattering vector obtained from the
periodicity.”*”” When the number of impurities is high or the CEC is not simple,
the picture becomes more complex, which may prevent direct identification of
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the scattering vectors. In such cases, the scattering wavevectors are measured
through the Fourier-transform of the dI/dV map.

Projected
c — bulk DOS
~._at Eg

‘\ Contribution

Reciprocal /= ¢ = from surface
space unit cell states at E¢

Figure 4.4: Fourier-Transform STM. a) STM image of LDOS modulations at the surface
of Be(0001) at V=+4 mV and I=1.5 nA. b) 2d Fast-Fourier Transform of a). ¢) Fermi sur-
face of Be(0001) showing the vectors that contribute to the formation of the oscillatory
pattern.* a), b) and c) reproduced from”®

The wave-interference pattern in Fig.4.4 a) shows the modulations at the sur-
face of Be(0001) as an example of a more complex LDOS modulation”. Applying
a Fast-Fourier Transform algorithm, the modulations in real space are translated
into momentum space and the scattering vectors identified from the resulting
image, as shown in Fig.4.4b) and Fig.4.4 c).

Using this technique, not only the scattering vectors but also their direction
can be easily extracted from dI/dV maps. The shape of the CEC dictates the direc-
tion of the scattering vectors, and thus this technique provides information about
the symmetry of the band structure of the material”® Fig.4.5 shows the effect of a
different CEC shape in the formation of standing waves and the corresponding
g-vector space accessible with the STM.

A square-shaped CEC yields cross-shaped standing waves around the im-
purity, as shown in Fig.4.5 a). A similar square characterizes its correpsonding
g-space, but the sides of the square are double the k-length of the generating
CEC. Similarly, an hexagon-shaped CEC translates into 6-fold symmetric stand-
ing waves and the formation of a hexagon in g-space. In both cases, the periodic-
ity of the modulations corresponds to the maximum scattering vectors, and both
real-space and g-space maps share the symmetries of the generating CECs.

The g-space maps in Fig.4.5 a) and b) also contains smaller vectors, as can
be seen in the non-zero value inside the square. These smaller scattering vectors
correspond to other points connecting the CEC as the ones denoted by unlabeled
arrows and account for the non-zero intensity. However, the presence of nesting
vectors dominates the formation of the LDOS modulations and the g-space map.

Scattering vectors define symmetric g-space CECs due to the time-reversibility
of the scattering process. If q exists, then -q must also exist. A hypothetical
triangular shape would thus result in a similar pattern as the one defined by a
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Figure 4.5: QPI from anisotropic CECs. The influence of the CEC shape on the construc-
tion of g-space and the symmetries of the real-space LDOS modulation visualized in: a)
Square CEC b) Hexagonal CEC c) Triangular CEC

hexagonal CEC, as seen in Fig.4.5 c). Both configurations yield 6-fold symmetric
standing waves and g-space CECs, but there are notable differences between the
two cases. In real space, the decay of the standing wave pattern is much faster
and resembles the shape of a star instead of the clear line-like extension found
for a hexagon. In g-space, the difference manifests in the absence of a maximum
at the edges of the hexagonal g-space map. This is the result of the absence of
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flat areas in the k-space CEC and is responsible for the faster decay found in real
space.

From this last example, the necessity of knowing the band structure of the
material becomes evident. Otherwise, QPI patterns may be misleading. This
would, in principle, disregard QPI as a suitabke characterization technique. In
the next section, we show this is not the case and how the combined study from
both perspectives provides an additional layer of information.

SPIN-DEPENDENT SCATTERING

In the last section, we showed how the shape of a CEC defines g-space. There
are cases in which this one-to-one correspondence does not hold. The formation
of a scattering vector relies on the sum of wavefunctions with different k, but
other degrees of freedom may prevent the formation of such eigenstates.

Standing waves are the result of constructive interference of wavefunctions
with different k, but interference can only happen between non-orthogonal eigen-
states. Wavefunctions with different spin violate this non-orthogonality, and thus
scattering vectors cannot be formed between areas of the CECs with different
spin®.

In Fig.4.6 we compare the case of two similarly-shaped CECs with different
spin configurations. 4.6 a) shows a spin-degenerate CEC. As no restriction ap-
plies to the scattering vectors, the two bands can combine in the four main con-
tigurations shown in the left frame. In real space, this translates into a doubly-
modulated standing wave showing a beat-frequency pattern. As no restriction
limits the possible scattering processes, the number of squares corresponds to n”
=4, where n=2 is the number of bands. Note the sides of the squares reflect the
length of the k-space CEC contours.

A spin-polarized CEC shows completely different behavior. In this case, only
those scattering vectors that preserve spin are allowed. In 4.6 b) the different spin
orientations are indicated with colors and arrows, showing that there is only one
possible scattering vector. Both the standing wave pattern and the g-space con-
tours are strongly modified by this reduction of possible vectors. The wave pat-
tern now displays a single modulation with a characteristic wavevector defined
by the inter-band spin-preserving scattering vector. A single square appears in
g-space, reflecting that a degree of freedom prevents some of the scattering vec-
tors.

Using this combined technique, one can compare the band structure of a ma-
terial with the experimental g-space map obtained from FT-STM to infer proper-
ties of bands and allowed inter-band and intra-band scattering processes. This
analysis does not restrict to spin; other degrees of freedom, such as the pseudo-
spin in graphene, have also been probed using this methodology.®!
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Figure 4.6: Role of spin in QPI. a) QPI from two spin-degenerate square CECs, showing
all the availabe scattering vectors along k. The associated LDOS modulation is the result
of the different scattering vectors. b) QPI from two chiral spin-polarized CEC with the
polarization defined by the different colors. Some of the previous scattering vectors are
absetn due to the orthogonality of the initial and final states.

4.2 Sources of scattering in 3-BiyPd

Scattering centers are a requirement for visualizing the oscillatory patterns
associated with QPI. $-Bi,Pd presents intrinsic defects that facilitate quasiparti-
cle scattering on its surface. In this section, these defects are analyzed and identi-
tied by means of atomically-resolved topography and their behavior during lat-
eral manipulation.

The as-exfoliated surface of 5-Bi,Pdshows a high density of defects, as seen
in Fig.4.7 a). The topographic map, measured at -0.6 mV, shows three different
topographic features associated with defects: dark square-shaped dips (d4), small
adatoms (dp), and high adatoms (d¢). An area of 80x80 nm shows 620 defects of
the first kind, 341 of the second, and 96 of the last. The density of defects of
the first two kinds is similar to the one found in another STM work in similar
3-Bi,Pd crystals®®, whereas the number of d¢ defects in our crystals is higher but
strongly dependent on the exfoliation temperature (samples cleaved at 77K show
no trace of do defects).
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Substitutional (dg)

Figure 4.7: Scattering centers in 3-Bi,Pd. a) STM topography of a 25x25 nm showing the
defect density at high bias. The circled areas correspond to: vacancy (d4), substitutional
defect (dp) and Bi adatom (d¢). (Vpias=-0.6 V, Ii=6 nA). b) Topographic map of a 10x10
nm area showing atomic resolution of the lattice and defects. (Vypi,5=3 mV, Ii=1 nA). ¢)
Schematic representation of two kind of defects and their effect on the crystal lattice.
Yellow indicates Bi atoms displaced from their equilibrium position.

Bias voltage greatly influences the overall appearance of defects d4 and d.
Fig.4.7 a) and b) show a comparison of the apparent shape of the different im-
purities at different voltages. ds defects are imaged at -1 V as square-shaped
~25-pm dips, dp as 25-pm protrusions and d¢- as 1 nm-high adatoms. When
voltage is reduced to 3 mV, only d defects preserve their former appearance; d4
defects resemble a ring contained in an empty rhomboid and dp defects appear
as atomic-sized squares surrounded by a cross-shaped pattern.

When Mn or V impurities are added to the surface and positioned in the
vicinity of impurities d 4, we find these defects ‘capture’ Mn and V adatoms when
placed less than three atomic units away. When the adatoms are ‘captured’, they
move to the center of the impurity site, which corresponds to a lattice Bi site. The
apparent height of Mn and V reduces to ~80 pm when placed in the new position
and they cannot be further manipulated from this site. Defects dp, on the other
side, do not have a noticeable effect on the lateral manipulation of V or Mn. The
adatoms can be positioned in the immediate surroundings of the defects without
suffering any perturbation and they can be removed from the site using the usual
manipulation parameters.

In view of the behavior of Mn and V in the vicinity of d4 impurities, we
identify them as Bi vacancies. Fig.fig:Q.Fig7 c) sketches a proposed model of the
atomic lattice in the absence of a Bi lattice atom. The four first-neighboring atoms
are brought into the vacancy site, resulting in the ring-shaped feature found in
atomically resolved maps. The ring is connected to the four diagonal Bi atoms
which are now the first neighbors of the displaced atoms. A dip-like feature is
left in the former position of the displaced atoms, approximately in the lattice
site where these atoms would lie if a Bi atom were placed in the vacancy site. The
vacancy is associated with a highly reactive site that chemically bonds V and Mn
in its vicinity, in agreement with the experimental observations.
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The apparent shape of dp impurities at high voltages and their transparency
for lateral manipulation of V and Mn indicate they are substitutional defects.
Due to their different electronic configuration, they appear higher/smaller than
Bi atoms around depending on the bias voltage. As their size is also different,
the Bi lattice around suffers the local displacement found in atomically-resolved
images. Furthermore, the defects are centered in a Bi atom site in accordance with
the expected position of a substitutional defect. The proposed structure of the
defect is sketched in Fig.fig:Q.Fig7 c). The high density of substitutional defects
found in the samples and their homogeneous behavior suggests that these defects
are Pd atoms occupying Bi sites.

Topographic imaging shows that d¢ impurities resemble the shape of an
adatom at every bias voltage. From atomic resolution pictures, we find they lie on
top of Bi adatom sites, which is expected to be the least stable adsorption site for
an adatom. Using lateral manipulation, we find they cannot be displaced from
that position, a possible indicator of the formation of a chemical bond to atoms
underneath. Another striking property of these defects is the strong dependence
of their number with exfoliation temperature. Taking all these effects into con-
sideration, we identify these impurities as Bi impurities lying on vacancy sites.
Close inspection of the atomically-resolved image in Fig.4.7 b) shows a vacancy-
like dip below the d¢, strengthening our proposition.

The chemical identification of these adatoms follows from the exfoliation
in UHV conditions (P<107'° mbar), excluding the possibility of finding foreign
atoms on the surface. The surfaces exposed during exfoliation are Bi-terminated
both in the crystal and the exfoliated layers, making it more feasible for these
atoms to reach the surface than for Pd. The role of temperature is not clear
from our observations, but the combined effect of mechanical deformation and
room-temperature seems to promote the diffusion of atoms from the lattice to the
surface of 3-Bi,Pd. These atoms diffuse over the nearby areas and bond to the
reactive vacancy sites, from where they cannot be removed using lateral manip-
ulation. This behavior is compatible with the binding to vacancy sites found for
Mn and V.

Comparison of the number of vacancies with the number of Bi adatoms
present on the surface (6:1) indicates the primary source of vacancies is not the
promotion of lattice Bi atoms. Although a vacancy must be generated for each Bi
adatom, the remaining vacancies must appear during crystal growth and cannot
be minimized by changes in the exfoliation procedure. The number of substi-
tutional defects is also exfoliation-independent and must then be the result of
crystal growth.

4.3  QPI from Spin Polarized-Bands

In the first section of this chapter, we described how the spin-polarization of
a material can be detected using QPI. Following the work by Iwaya et al.”®, we
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study QPI on the surface of 3-Bi,Pd in order to confirm the spin-polarization of
the bands in our samples.

In preparation for the study of QPI, a 3-Bi,Pd sample is exfoliated at room
temperature and directly transferred to the STM head without any additional
adatoms evaporated on the surface. Using this procedure we find the defect den-
sity shown in Fig.4.8 a), with an evenly-distributed number of defects of the three
kinds. The dI/dV signal is simultaneously acquired while the surface is scanned
in constant-current mode, generating the conductance map shown in Fig.4.8 b).
An interference pattern forms all over the map, with dark and light patches ran-
domly distributed along the scan area. A zoom into a 24x24 nm area shows no
pinning of the modulation by defects. The interference pattern is the result of con-
structive interference between standing waves generated at nearby defects. The
scattering centers do not pin the modulations and whether all defects behave as
scatterers cannot be deduced from conductance maps at this defect density.

Following the methodology described in the introduction, we calculate the
FFT of the conductance map in order to identify the scattering vectors giving rise
to the interference pattern. The 4-fold symmetrized FFT at +50 mV is plotted
in Fig.4.9 a). The g-space map shows 6 concentric squares with their sides per-
pendicular to the M direction. The main scattering vectors correspond to the
edges of these squares. Quantification of the scattering vectors is performed by
visual analysis of the FFT map, marking the upper and lower limits of each edge.
The resulting scattering vectors are plotted in Fig.4.9 b) on top of an intensity plot
showing the averaged intensity in an area 1.25 A~ above and below the T'M axis.
The values are listed in the table in Fig.4.9 c), where the error is estimated from
the width of the square edges.

Comparison with ARPES measurements™ shows a discrepancy between the
expected number of scattering vectors and the experimentally observed ones. A
system with five concentric bands along I'M should show 5% = 25 scattering vec-

Figure 4.8: Quasi-Particle Interference at +50 mV. a) Topographic map of an 80x80 nm
area showing the amount and distribution of defects. b) Simultaneously-acquired dI/dV
map shoing the modulations associated to QPIL. (V,=50 mV, 1,=500 pA, Vrms=100 uV).
¢) Zoom into the area marked by a white square, showing the modulations of dI/dV
around defects. The modulations are homogeneously distributed along the area.
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Figure 4.9: Scattering vector estimation from FFT. a) 4-fold symmetrized 2D-Fast
Fourier Transform of the dI/dV map at +50 mV. Each square corresponds to a differ-
ent scattering vector. b) Accumulated intensity in the area marked by a dotted square
around the T'M axis in a). Vertical lines indicate the scattering vectors and shaded areas
indicate the estimation error. c) Table shows the estimated scattering vectors in a).

tors in g-space. In our case, only 6 scattering vectors are observed in FFT maps,
indicating that a degree of freedom is preventing some of the scattering processes.
From the calculations of the spin-polarization of the bands in $-Bi,Pd performed
by Iwaya et al., we identify this degree of freedom as the in-plane polarization of
quasiparticles in the bands.

The spin polarization of the bands along the y-axis as calculated in Ref.[58] is
shown in Fig.4.10 a). Taking this calculation as a model, we define the CEC shown
in Fig.4.10 b). Using this CEC for bands polarized along the Y-axis and rotating it
90 degrees for states polarized along the X-axis, we calculate the self-correlation
in order to obtain the g-space intensity plot in Fig.4.10 c). The g-space map shows
great agreement with the number of scattering vectors found in the experimental
FFT. The squares which were used as an indicator in the experimental map are
plotted on top of the calculated scattering vectors, showing the values obtained
in the calculation match the ones measured experimentally.

The comparison between the calculated g-space and the experimental FFT
shows the scattering vectors can be easily reproduced by this simple model. The
filled areas found in the FFT are not captured in the model because the non-
polarized inner structure of bands o and v has not been taken into account. If
included, they would contribute only by filling the areas between scattering vec-
tors, but the edge scattering vectors would still have the same values (see Fig.4.5

).

The calculated g-space shows that 6 scattering vectors are generated if only
spin-preserving scattering vectors are considered. Direct comparison between
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Figure 4.10: Scattering vector model. a) Calculated spin-polarization along the y axis of
the bands at +30 mV. The different colors indicate the degree of polarization of the band
at that energy. Reproduced from>® . b) Spin-polarized CEC used for the g-space plot.
The arrows indicate the bands connected by scattering vectors.c) g-space intensity plot
for the spin-polarized CEC shown in b). White squares correspond to the experimental
measurement.

the proposed CEC and the g-space map allows us to identify the scattering pro-
cess giving rise to each scattering vector, which are summarized in the next table:

Vector | Bands | Wavevector (A1)
q | Sl-a 0.117
qs | S1-S2 0.196
qc S2 -« 0.312
qp a-0 0.503
qe S1-p 0.684
qr S2-p 0.895

where the bands are labeled using Greek characters and the surface states as S1
and S2, following the terminology used in previous chapters.

As expected for a chiral in-plane polarization, no inter-band scattering is al-
lowed in our 5-Bi,Pd samples. Instead, we find all the spin-preserving inter-band
processes contribute to the interference pattern and extract the values of their as-
sociated scattering vectors. Our result is in agreement with the results obtained
by Iwaya and coworkers and further extend their observations to the whole set
of bands. Surface state S2 and band vy behave as an individual entity as expected
by their proximity and their equivalent spin-polarization but, otherwise, all the
bands can be identified in the FFT at +50 mV.

4.4 Conclusions

Combining our experimental quasi-particle interference maps with first-principles
calculations, we have been able to verify the in-plane spin-polarization of all the
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bands in 3-Bi,Pd. Using a simplified CEC model, we have captured the behavior
of the real system and identified the scattering processes in our samples.

The implications of the results found in this section go beyond the identifi-
cation of the bands and their spin polarization. From the values of the scattering
vectors and their identification, we derive some of the properties of impurity-
induced bound states in superconductors in the following chapter. These results
also confirm that our samples preserve the theoretically-predicted band structure
of 5-Bi,Pd.
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Chapter Five

Band and spin selectivity of YSR states

The wavefunction of YSR states encodes information from both the magnetic
impurity and the superconducting host into a single state. The spin configu-
ration of adsorbed adatoms, the effective dimensionality of the Fermi surface
of a superconductor or the particular orbitals giving rise to YSR states can
be derived from the number of YSR states and their spatial distribution.

In this chapter, we study the asymptotic behavior of YSR excitations induced
by vanadium atoms deposited on the surface of ($-Bi,Pd. From the num-
ber of YSR states and their spatial distribution around the atom, we iden-
tify the spin configuration of the adsorbed species. Furthermore, we find the
anisotropy of the Fermi surface of B-Bi,Pdis transferred to the YSR wave-
function, giving rise to states that extend over half the coherence length of
the superconductor. From the analysis of the extended states we deduce prop-
erties of the band to which V couples and the scattering processes in which it
is involved.

The results shown in this chapter emphasize the scattering nature of YSR
states and the role of the band structure in the formation of YSR states. Fur-
thermore, we establish an equivalent picture between conventional QPI and
YSR-mediated Bogoliubov quasiparticle scattering.

dI/dV (arb. units)

0 [ E [ E| i : | T |
0 2 4 6 8 10 12 14
Distance (nm)
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5.1 'V deposition on B-Bi,Pd

Vanadium was evaporated onto the cold (~ 14K) 3-Bi,Pd surface from a high
purity (99.8%) rod while the sample was kept inside the STM head. Pristine V
can be easily recognized as 140 pm-high randomly-distributed protrusions on the
surface of the material. Besides pristine V, vanadium hydride molecules sponta-
neously form on the surface. They can be recognized as 80-pm high ring-shaped
teatures that can be depleted of hydrogen scanning the area with a 1 V bias volt-
age. This chapter analyzes only the pristine species, leaving the identification
and spectroscopic properties of hydrides for Chapter 7.

Fig.5.1 a) shows a large-scale STM image of the 3-Bi,Pdsurface with a dis-
perse distribution of V adatoms appearing as orange spots. Such a small cov-
erage is chosen so that most adatoms are far enough to be considered isolated
from each other. No clusters are formed during deposition, suggesting that V
loses its thermal energy fast upon landing on the surface. Fig.5.1 b) shows an
atomically-resolved STM image of a pair of V adatoms and the underlying Bi
square lattice. Combination of atomically-resolved images and lateral manipula-
tion of the adatoms allows us to determine V adatoms adsorbe on the hollow site
of the top-most Bi squared lattice, as shown in Fig.5.1 c). A height profile along
an isolated V adatom shows the previously mentioned 140 pm height (Fig.5.1 d).

1 2
Lateral distance (nm)

Figure 5.1: Evaporation of V. a) Sample coverage upon evaporation. Red spots cor-
respond to V adatoms, white spots are Bi adatoms and square-shaped dark spots are
vacancies. (Vpias=1V, ;=100 pA) b Atomic resolution of a 3x7 nm area showing two V
adatoms and the underlying Bi lattice. (V=3 mV, I,=1 nA) ¢) Depiction of V (orange) ad-
sorption site on top of the square Bi (blue) lattice. d) Height profile on top of an isolated
V adatom.
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5.2 Excitation Spectra of V Adatoms

The excitation spectra of V adatoms shows a rich set of in-gap states asso-
ciated to excitations of YSR states. Fig.5.2 a) shows a spectrum measured on an
isolated V adatom using a 5-Bi,Pd tip. The spectrum shows 3 energy-symmetric
pairs of peaks in the energy range between Ay, and Agp+Agmpre, labeled +A,
+B and +C from lower to higher energy. Comparing the number of YSR states
with the S=3/2 free-atom spin configuration of V ([Ar]3d>4s?), we anticipate that
each peaks corresponds to one of the half-occupied d-orbitals interacting with
B-Bi,Pd. This would confirm that V preserves its free-atom spin configuration
when adsorbed on the surface of 5-Bi,Pd.

YSR states show a negative differential conductance (NDC) component that
strongly depends on the spectrum acquisition site. To obtain a representative
idea of the YSR state energies, we average over a set of 56x56 spectra measured
in a 3x3-nm area around a V adatom (Fig.5.3 b). The YSR states can be directly
identified in the averaged spectrum. We observe that, while peaks +C lie very
close to the gap edge, peak +A is well defined around +1 meV, with a larger
hole-like component.

The relative intensity of the electron and hole peaks also shows a strong de-
pendence on the spectrum position on top of the atom, resembling effects ob-
served in experiments with other transition metals in Pb."*"> In Fig.5.3 b), we
show the spatial distribution of peak energies along the (100) crystallographic di-
rection in a set of stacked spectra measured along a line on top of the V adatom.
All peak intensities show a minimum at the center of the atom. There are no addi-
tional peaks at any other site around the adatom. NDC slightly shifts the energy
of peak A to lower values in the vicinity of the atom.
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Figure 5.2: YSR excitation spectra of V. a) Spectrum measured on an isolated V adatom,
showing 3 YSR states labeled +A, £B and +C. A=Ay, AS:Asample(VO:'3 mV, 1,=300
PA, Vrvs=25 1tV) b) Averaged dI/dV over a 56x56 set of spectra measured in the area
shown in the inset. (V,=-3 mV, [,=300 pA, Vrms=25 uV). ¢) Set of stacked spectra mea-
sured along the (100) crystallographic direction showing the spatial distribution of peak
energies. The atom is centered at 0.
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Figure 5.3: Spatial distribution of YSR states a) Conductance maps at the energies of
each YSR excitation. Extracted from a 56x56 set of spectra measured in the 3x3-nm area
in the blue image. b) Dual-pass dI/dV maps on a different atom with a different micro-
scopic tip. Pointed lines indicate the symmetry axis in each map. (Vpias=-3 mV, ;=300 pA
Vrms=50 uV).

ORBITAL ORIGIN OF YSR STATES

To understand the origin of the spatial distribution of peak intensities, we
analyze the spatial distribution of each peak around the atom. Fig.5.3 a) shows
constant-energy cuts extracted from a 56x56 set of spectra measured around a
V adatom. We find a complex spatial distribution of quasiparticles around the
atom, in contrast with the featureless topography of the atom. In view of this
observation, we confirm the d-orbital origin of each peak.'*"

In Fig.5.3 b), we show dual-pass dI/dV maps acquired in a different isolated
adatom and with a different tip, where nodal planes can be identified for each
peak and states extending away from the atom appear in peak A. Following the
procedure by Ruby et al.,'* V adsorbed in the hollow site is in a square-pyramidal
configuration (ML5 in [82]). In the ideal case, this ligand-field induces the split-
ting of the d sub-shell into three levels: the d..., orbital , the d.. orbital, and a
3-fold degenerate energy state composed of the d, and d,, orbitals.” It is reason-
able to assume that the multiplet with lower energy will ideally accommodate
the three electrons of the d sub-shell. Slight distortions of this symmetry might
be responsible for a further splittings of this multiplet into three levels, adjust-
ing the orbital structure to the adsorption site. In order to clearly elucidate the
particular orbitals, simulations of the adsorbed system would be needed.
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5.3 Extended YSR States

The spatial distribution of YSR state A showed the map had a significant
contribution away from the impurity atom. To elucidate its origin, we measure
the set of spectra along the (100) direction shown in Fig.5.5 a). In the immediate
vicinity of the adatom, at distances below 1 nm from the center, the intensity
of the peaks is dominated by the shape of the orbitals from which they derive.
Above that value, a modulated intensity extends over distances longer than half
the coherence length of 3-Bi,Pd (¢, = 23.2 nm)°! and approximately equal to the
mean-free-path of electrons in our samples (! = 15.3 nm).” The anomalously-large
ratio between the coherence length and the YSR extension is only comparable to
the one found for Fe dopants in bulk NbSe,,* where the ratio was approximately
one.* While in that case the effect was attributed to the 2D-character of the Fermi
surface of NbSe,, the 3D character of the Fermi surface of 5-Bi,Pd excludes this
possibility. However, the presence of nesting vectors may result in an effective
lower-dimensionality of the Fermi surface, thus enhancing the extension of the
states.*

The modulated intensity of the YSR states shows two characteristic oscilla-
tion periods as shown in Fig.5.2 c), where a cut along the vertical axis of a) at
the energies of the electron-like (+) and hole-like (-) components of peak A is
plotted. Successive high-intensity peaks are separated by approximately 0.7 nm
while subject to a second ~3 nm-modulation. The presence of two modulations
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Figure 5.4: Extended YSR states. a) Series of stacked spectra measured along the (100)
direction showing the spatial extent of the YSR wavefunctions associated to the different
peaks. (Vo=-3mV, I,=300 pA, Vrms=25 1tV) b) A spectra from the set is shown for clarity.
¢) Constant-energy cuts of a) at the energy of peak +A, showing the distance evolution
of the modulations.
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deviates from previous observations, where a single oscillation period was ob-
served. A single-period modulated intensity of the electron and hole components
of YSR states is well captured by the model described in section 1.3. Following
the analogy with QPI in the metallic state, scattered Bogoliubov quasiparticles
at the peak energy combine into new eigenstates with a wavevector defined by
half the sum of the incoming and outgoing quasiparticles. In the case described
by Rusinov, the superconductor consisted of a single electron band and thus the
modulation is formed by (-kg, kg) pairs. 3-Bi,Pd presents a much richer band
structure from which a more complex behavior arises.

To confirm our hypothesis on the band-structure origin of the peculiarities
observed in V YSR states, we explore the spatial dependence of the states. Con-
ductance maps measured at the energies of the tail found for each peak are shown
in Fig.5.5, showing a cross-shaped distribution of LDOS originating from V im-
purity sites. The states extend along the crystallographic directions of the crystal,
reflecting nesting vectors along I'M in the Fermi surface. The strong anisotropic
character of the Fermi surface is thus imprinted in the wavefunction, reinforcing
our previous proposition of Fermi surface anisotropy as the origin of the anoma-
lously extended states.

Modulations of the YSR wavefunction around the impurity site dominate the
conductance maps at every energy. In the highest-energy states, both direction-
ality and periodicity are lost within a few nm from V adatoms. We interpret this
as a finite-temperature effect, by means of which phonon-assisted excitations can
promote quasiparticles in YSR states close to the gap edge into the continuum
and viceversa.” The higher energy difference between peak A and the gap edge
(523 peV) makes it less prone to phonon-assisted band-mixing with the contin-
uum than peaks B and C (190 peV and 100 peV, respectively). We hence focus
from now on the analysis of the wavefunction of YSR state A.

Figure 5.5: dI/dV at YSR peak energies. The maps show dual-pass maps acquired at
the energies of the electron part of all YSR peaks found in V. The maps where acquired
in the area show in the inset in a) over periods of approximately 4 hours per map. Note
the scan direction is aligned with the crystallographic directions. (V,=-3 mV, I,=600 pA,
VrmMs=50 V)
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5.4 Band Structure Effects in the YSR Wavefunction

The YSR wavefunction contains factors dependent on the Fermi surface both
in the spatial decay of the state and in the Fermi wavevector of the bands of the
superconductor.” However, in Rusinov’s model the superconductor had a single
band, in stark contrast with the 5 bands that cross the Fermi level in §-Bi,Pd.
In order to reconcile this picture with our measurement, we perform a similar
analysis to the one used for conventional QPI to the Bogoliubov quasiparticle
modulations that form the YSR state.

A freshly-cleaved sample is covered with a higher density of V adatoms and
depleted of H in order to enhance the formation of QPI patterns. Fig.5.6 a) shows
the resulting coverage in an 80x80 nm area. Fig.5.6 b) shows the simultaneously-
acquired conductance map at the energy of peak +A, where extended YSR wave-
functions originate from V adatoms. The conductance map is Fourier-Transformed,
generating the g-space map in Fig.5.6 ¢). Two concentric squares denoted q, and
qs mark the wavevectors of Bogoliubov quasiparticles scattered by V adatoms.
The accumulated intensity along I'M is plotted in Fig.5.6 d), where the wavevec-
tors appear as two peaks in an otherwise flat slope.
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Figure 5.6: Scattering vectors identification. a) Topographic map of a densely-covered
80x80 nm area. (Vpizs=-3 mV, [=300 pA) b) dI/dV map at the energy of peak A acquired
in the area shown in a) using dual-pass. Approx. acquisition time: 6h. (V,=-3 mV, 1,=300
PA, Vrvs=50 11V) ¢) 4-fold symmetrized 2D-Fast Fourier Transform of c). Each square
corresponds to a different scattering vector. Inset shows the non-symmetrized FFT. d)
Red: accumulated intensity in the area marked by a dotted square around the T'M axis in

Q).
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From the analysis of the FFT map, we confirm the modulations are caused
by two distinct processes. The values of the scattering vectors are estimated from
the curve in d) and found to be:

Vector | Wavevector [A!] | Period [nm]
qu 0.20+0.024 3.2
J2 0.8940.036 0.7

The oscillation period associated to the wavevectors is in great agreement
with the periodicity estimated from the stacked spectra in Fig.5.2. However,
given the complex band structure of 8-Bi,Pd, the presence of a single pair of
well-defined scattering vectors is a strong indicator of a band-selectivity effect of
the Bogoliubov quasiparticle scattering by magnetic impurities. To identify the
origin of the modulations, we compare the wavevectors with the ones found in
conventional QPI in the previous chapter:

Extracted scattering wavevectors from QPI patterns
Vector | Bands | Wavevector (A1)
qa S1-a 0.117 £ 0.034
qs | S1-52 0.196 £ 0.036
qc S2-a 0.312 £+ 0.030
dp a-f 0.503 & 0.04
qe S1-8 0.684 + 0.025
qr S2-8 0.895 £+ 0.024

We find the two BQPI wavevectors q; and q, coincide with the vectors gg and
gr found in QPI away from the superoconducting gap (+50 mV). Furthermore, we
notice both gg and gr involve interband scattering processes, scattering between
surface states S1 and S2, and scattering between surface state S2 and bulk band £.
Several questions arise: i) why we dont observe intra band processes, as in previ-
ous results [14, 83], ii) why, instead, we see clear band mixing process in the YSR
wavefunctions, and iii) why we observe only these two scattering wave vectors
in a systems with many bands, while conventional QPI patterns reveal up to 6 of
these inter band processes. To answer to these questions, we collaborated with
Dr. Sebastian Bergeret and Dr. Julie Baumard, from the Materials Physics Cen-
ter, in San Sebastian, and from Prof. Alfredo Levy-Yeyati and Miguel Alvarado,
from the Institute of Condensed Matter Physics, at the Universidad Auténoma de
Madrid, who performed theoretical simulations and modelling of BQPI patterns
under several configurations of helical states. In the next section, we summarize
the main findings and the interpretation of our results.
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5.5 Spin-selective interference of Bogoliubov quasiparticles

The absence of intra-band processes is a consequence of the helical spin po-
larization of the bands in 3-Bi,Pd. The creation operator of Bogoliubov quasipar-
ticles establishes a well-defined spin orientation for the electron and hole parts
of the quasiparticles. In virtue of the well-defined spin numbers of these eigen-
states, intra-band backscattering is forbidden for Bogoliubov quasiparticles in
systems with helical bands. The effective models developed by Julie Baumard
and Sebastian Bergeret confirm that, in a single-band superconductor with heli-
cal polarization, a bound state would still be generated by the magnetic impurity;
nonetheless, Bogoliubov quasiparticles interacting with the impurity would not
be able to constructively interfere and thus the state would be strictly localized
in the magnetic potential. The absence of intra-band scattering in our measure-
ments further confirms the absence of V-induced spin-flip events and the validity
of the classical limit description of the magnetic interaction in YSR states.

In 3-Bi,Pd , the presence of several bands allows for the formation of an
extended wavefunction even in the presence of a helical spin polarization. Al-
though intra-band backscattering is forbidden, Bogoliubov quasiparticles can scat-
ter between different bands as long as spin is preserved during the process. qi
and qp reflect such processes taking place between quasiparticles derived from
S1, S2 and 3 bands. These bands define three available scattering vectors among
which only two contribute to the extended state (see Fig.5.7 a). The common de-
nominator between the two scattering vectors is S2, hence coupling between V
adatoms and 3-Bi,Pdis mediated by this surface state.

The long-range behavior of YSR modulations under these conditions can be
simulated using the model by Rusinov under the assumption of a non-3D Fermi
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Figure 5.7: Inter-band scattering by YSR states. a) Calculated spin-polarization along
the y axis of the bands at +30 mV. The different colors indicate the degree of polarization
of the band at that energy. Green lines represent qa (51-52) and qg (52-3). Red line
represents S1-f3 scattering. Adapted from [58] .b) Calculated g-space intensity plot for
S2-impurity coupling. White squares correspond to the experimentally-measured values
in Fig5.6. ¢) YSR wavefunction modulation estimated from the scattering vectors in b) on
top of experimental data.
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surface.*” Fig.5.7 shows the corresponding LDOS modulations in the electron
component of the YSR state for an S2-coupled impurity with S2-51 and 52-3 scat-
tering on top of the experimental results. The model captures the modulations
found experimentally but fails to capture the decay rate. Ongoing tight-binding
calculations by Miguel Alvarado and Alfredo Levi Yeyati are expected to capture
this decay and effectively reproduce the 2D distribution of these states around
the impurity.

5.6 Conclusions

We have studied the spectroscopic signatures of V adatoms on 3-Bi,Pd us-
ing superconducting 3-Bi,Pdtips, finding three YSR states caused by three half-
occupied d-orbitals in V. In the region around the magnetic impurity, the YSR
maps reproduced a set of nodal planes and symmetries that resemble the struc-
ture of d-orbitals. We speculated on the possible character of these orbitals from
ligand theory arguments to conclude that each YSR subgap state corresponds to
one orbital-mediated excitation channel.

From the analysis of the asymptotic behavior of the YSR wavefunction, we
have been able to identify the band thorugh which V adatoms couple to 3-Bi,Pd.
Furthermore, from this analysis we confirm that Bogoliubov quasiparticles have
a well-defined spin and their scattering is spin-dependent. Our results corrobo-
rate the spin polarization of the surface bands of this material and, in particular,
the presence of helical states. As previously pointed out by iwaya et al.”®, such
unconventional spin texture of the surface bands is the basis for hosting mixed
spin-singlet and triplet superconductivity, albeit, as hinted by the fully gapped
superconductivity, probably singlet components from bulk bands dominate the
superconducting behaviour of this material.

Results obtained in this section demonstrate that BQPI analysis can be used
for the analysis of the superconducting state in materials with complex band
structures. The band-selectivity found for V could be employed as a mecha-
nism to probe individual bands in multiband superconductors and the absence
of inter-band scattering from helical bands could be used as a signature of spin
polarization, as it is nromally used for conventional QPI. Further experiments
could be used to confirm the spin polarization of the extended wavefunction us-
ing spin-polarized tips.
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Chapter Six

Magnetic Coupling and Chains of
Magnetic Atoms

The interest in developing a system capable of producing Majorana-like states
in a condensed matter experiment has motivated research on chains of mag-
netic atoms on top of superconductors during the last years. In order for
these states to develop, the magnetic atoms need to be magnetically coupled,
and thus precise control of atomic position and chemical identity are a must.

In this chapter, we study the YSR excitation spectrum of Mn adatoms on
B-Bi,Pd. We later use lateral manipulation to construct nanostructures and
study the effects of coupling in Mn dimers as a first step towards the con-
struction of atomic chains on [3-Bi;Pd. We find signatures of coupling in
different configurations and study their feasibility as building blocks of Ma-
jorana chains. After the construction of dimers, we show two examples of
magnetic chains in different configurations and analyze their excitation spec-
tra.

The results obtained in the set of experiments described in this chapter em-
phasize the role of magnetic coupling in the formation of Majorana modes in
chains of superconductors and can be used as a starting point for the evalua-
tion of possible candidates to construct such systems.
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6.1 YSR Wavefunction Hybridization

YSR states are the result of the attractive interaction exerted by the impurity
spin on the quasiparticles in the superconductor. This attractive interaction cre-
ates a bound state for quasiparticles that subsequently interfere and form the YSR
wavefunction. The original formulation of the spatial extent of YSR states devel-
oped by Rusinov showed that the wavefunction of these states might extend over
several atomic units.” One of the questions addressed by Rusinov was the effect of
wavefunction overlapping on the excitation spectra of two nearby YSR states. He
considered antiferromagnetic (AFM) and ferromagnetic (FM) alignment between
the impurities. For the AFM case, the excitation spectra showed no substantial
deviation from the single-impurity case. For FM alignment, he found YSR states
split into two different states. In Fig.6.1 a) we depict a schematic representation
of the two cases.

To understand the differences between the two cases, it is essential to remem-
ber that YSR states have a well-defined spin aligned parallel to the impurity spin.
YSR states from two antiferromagnetically-aligned impurities have antiparallel
spins. Their wavefunctions are then orthogonal, which prevents their hybridiza-
tion. As a result, the states remain degenerate. YSR states from FM-aligned im-
purities, on the other hand, share the same spin state. In that case, overlapping
of their wavefunctions gives rise to even an odd states with different energies,
following:

€7 Meo = ler, 1) £ ez, 1) (6.1)

where |e™, )., is the electron component of the even/odd wavefunction and
le;, 1) are the electron components of the YSR state of the non-interacting im-
purities.
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Figure 6.1: Formation of bound states in YSR dimers. a) Schematic representation of
attractive and repulsive interaction in AFM (top) and FM (bottom) dimer. Adapted from
[86] . b) Energy splitting in a FM-aligned dimer as a function of the distance between
impurities. Reproduced from[87].

60



Splitting results from the overlapping of the YSR state in each impurity, and
hence the distance between impurities plays an important role in the formation
of even and odd states. Fig.6.1 b) shows the even an odd states for a pair of
FM-aligned impurities at different impurity distances. In the first case, the su-
perposition of waves results in the formation of bonding and anti-bonding-like
states. In the second, even and odd states share a similar spatial distribution.

The energy difference between even an odd states, E;, was directly obtained
in Rusinov’s formulation:

1sin(krR) _ pers
Es _ 1 - (R/&)sin(26) 2
T ER € (©.2)

where ¢ is the energy of the YSR state for isolated impurities, £ is Fermi wavevec-
tor of the band to which the impurity couples, R is the distance between impu-
rities, { the coherence length of the superconductor and ¢ is the scattering phase
as defined in Eq.1.17. In Fig.6.2 a) we plot E as a function of the distance be-
tween impurities using approximate parameters for one of the bands in 8-Bi,Pd.
For some distances, splitting is absent. For those cases in which E; is not zero,
splitting results in the spectroscopic signal shown in Fig.6.2 b).

From the previous examples, it is clear that the distance between impurities
plays a vital role in the overall shape of the resulting states. This is not the only
role of distance on the formation of the state, as the relative alighment between
the two impurities is also dependent on how separated they are. FM or AFM
coupling between not-adjacent impurities in metals follows from RKKY interac-
tion. This kind of coupling strongly depends on the distance between impurities
and kp. In superconductors, a modified RKKY modulates AFM or FM behavior
together with a YSR-mediated AFM interaction.”® The latter dominates on long
distances, so FM coupling usually requires close-by impurities.
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Figure 6.2: Energy splitting in FM dimers. a) Energy splitting as a function of the dis-
tance between impurities as calculated from Eq.6.2. The parameters are included in the
figure. b) Schematic representation of peak splitting in a spectroscopic measurement.
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6.2 YSR States from Mn

In preparation for the evaluation of Manganese as a potential candidate for
the construction of chains, Mn adatoms were evaporated from a Mo crucible
while the sample temperature was kept below 14 K to avoid thermally-activated
diffusion. After deposition, Mn adatoms appear on the surface of $-Bi,Pd as
unevenly-distributed 140 pm protrusions, as shown in Fig.6.3 a), where they co-
exist with the intrinsic defects found in $-Bi,Pd crystals. Mn and intrinsic Bi
impurities can be directly distinguished by their different apparent height and
the absence of spectroscopic features in the latter. Lateral manipulation showed
that Mn atoms lie on the hollow site of the lattice, surrounded by four Bi atoms
to which they are weakly coupled. This adsorption configuration is in agreement
with the one found for similar atoms on the same material.'® A detailed exam-
ination of topographic maps shows a single species forms after deposition, in
contrast with the formation of hydrides found during deposition of Vanadium
under similar conditions.

Spectroscopy using -Bi,Pd-coated tips reveals the presence of a single exci-
tation inside the superconducting gap, appearing at different energies in different
atoms (Fig.6.3 b). An extensive analysis performed over a set of 103 atoms using
the same microscopic tip reveals a broad distribution of excitation energies in
the range between ~1.15 and 1.38 mV. The energies of the peaks where obtained
from a fit of the electron and hole components to a Lorentzian curve. In Fig.6.3
c) the energies of the excitation in the different adatoms are shown in a scatter
plot, where the X and Y values of each point are given by the energy of the elec-
tron and hole components of the state, respectively. The vast majority of points
lie within the energy-symmetric area defined by a dashed line, with some of the
spectra showing slightly different energies for the electron and hole components.
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Figure 6.3: Excitation spectra of Mn on 3-Bi,Pd. a) Topography map showing Mn
adatoms (red), Bi impurities (white) and vacancies (dark squares). I and II indicate the
type of atom by their excitation spectra (Vpins=1V, 1t=10 pA) b) YSR excitations of Mn
atoms from both groups, showing a YSR excitation as a peak at different energies (V,=3
mV, [,=300 pA, Vrms=100 ©V). ¢) Distribution of peak energies extracted from 103 spec-
tra measured on a 80x80 nm area with the same microscopic tip. A dashed line indicates
the energy-symmetric values. An histogram below shows the accumulated number of
peaks in the positive side of the spectra in 0.125,V bins. Blue and red circles indicate the
extent categories I and II.
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An histogram in the bottom part of Fig.6.3 c) groups the observed energies
in 0.125-mV bins, where the energies tend to accumulate into two groups around
1.27mV and 1.34 mV (labeled I and II). A visual comparison of individual spectra
shows that the excitations in atoms of the first group have a negative differential
conductance(NDC) component (dips below zero conductance next to the peaks),
absent in atoms of the second kind. NDC is a well-known artifact associated
to the convolution of sharp delta-like features with the DOS of superconducting
tips. Ruby and coworkers related the presence of NDC to the tunneling strength,
showing that a transition from the linear to the sub-linear tunneling regime re-
sults in the disappearance of NDC.*> In our case all the spectra were measured
under the same conditions, what excludes the possibility of being caused by dif-
fering tunneling strengths. A possible explanation for the the presence of NDC in
only one of the groups would be a different peak width. As we said before, NDC
results from the convolution of sharp delta-like features with the DOS of the tip.
As a consequence, an increased resonance width fades the negative conductance
contribution from the tip derivative. In view of this, we tentatively attribute the
NDC in type I atoms to a smaller excitation width.

Turning back to the number of excitations of Mn on (-Bi,Pd, we note the
presence of a single excitation is in stark contrast with the [Ar]3d°4s? electronic
configuration of the transition metal, from which a 5=5/2 in the free-gas state
configuration derives. Paramagnetic impurities with more than one non-degenerate
half-occupied d-orbital are known to induce a YSR state per half-occupied local-
ized orbital.'*"> As we showed in Chapter 5, each non-degenerate orbital acts as
an independent quasiparticle scatterer, reflecting the symmetries of the orbital
in the spatial distribution of the YSR wavefunction. This is not the case for Mn,
where YSR states appear homogeneously distributed over the surface of the atom
and peak intensity vanishes at the atom edges. Several effects could cause this
behavior. First of all, Mn may lose its S=5/2 character when deposited on the sur-
face. Still, assuming an S=1/2 configuration, the YSR wavefunction should show
a characteristic spatial distribution associated to the remaining half-occupied d-
orbital that is absent in our measurements. A second possibility would involve
the presence of several degenerate YSR states at close energies. In this case, the
integrated contribution from 5 degenerate d-orbitals sums up into a spherical
shape,” in agreement with the spatial distribution of the observed YSR state.

Additional signatures of multiple degenerate d-orbitals come from the ob-
servation of extra peaks at different energies in a small subset of Mn atoms of
the second kind measured with higher-resolution tips. In Fig.6.4 we show these
additional excitations as measured in the adatoms indicated in b). In atom A,
the additional excitation v appears almost at the energy of the coherence peaks.
However, the peaks show an asymmetry not shared by the main excitation f,
thus indicating that it corresponds to a YSR excitation. In atom B the additional
excitation o appears at energies below . In c) we show the spatial distribution
of peaks o and 3, where they appear strictly localized inside the atom. Addi-
tional in-gap states may appear as a result of vibrational modes™ or magnetic
anisotropy”’. Spectroscopy at higher bias values shows no signatures of vibra-
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Figure 6.4: Detail of a second excitation. a) Comparison of the excitation spectra of two
Mn adatoms showing the main YSR state (5) and an additional excitation at different
energies (a, 7). (Vo=3 mV, [,=300 pA, Vrms=50 1V). b) Topographic map showing the
area where the spectra were measured. A white square indicates the approximate mea-
surement area in c) (Vpias=3 mV, ;=35 pA). ¢) Spatial distribution of peaks o and 3 as
extracted from a 32x32 pixel grid (V,=3 mV, I,=1 nA, Vrms=100 V).

tional or spin excitations, implying that half-occupied near-degenerate d-orbitals
must cause the additional peaks.

We work on the assumption that Mn preserves its S=5/2 after deposition and
that changes in the relative energies of the different states cause the broad distri-
bution of peak energies. In Fig.6.5 we show a fit of the experimental spectra to a
phenomenological 5-nearly-degenerate-orbitals model. We model YSR states as
lorentzian peaks with varying intensities and the resulting model is convoluted
with the tip DOS and thermally broadened using the Fermi-Dirac distribution.
We calculate the DOS of the tip and the equivalent temperature of the measure-
ment from fits to spectra measured on the bare surface (see d). (a) and (b) cor-
respond to type II atoms measured with high-resolution tips and (c) to a type
I Mn adatom. The model effectively captures the spectral linewidths and peak
symmetries. Particularly, we find a single orbital model does not reproduce the
NDC dips, providing indirect confirmation of the presence of several peaks. The
model also captures the asymmetries found in the electron and hole components
in some of the adatoms. Impurities and defects would cause changes in the rel-
ative intensities of the peaks on the crystal or slight variations in the adsoprtion
configuration. Confirmation of the electronic configuration of Mn adatoms on f-
Bi,Pd and this hypothesis would require Density-Functional Theory calculations.
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Figure 6.5: Phenomenological 5-orbital model. a) Fit of the excitation spectra of a type-
IT Mn adatom using the parameters of the red curve in d). b) Fit of the excitation spectra
of a type-II Mn adatom using using the parameters of the red curve in d). ¢) Fit of the
excitation spectra of a type-I Mn adatom using the parameters of the blue curve in d).d)
Fit of spectra on the bare surface using the tips in a), b), and c). The parameters of the fit
are shown on top.

6.3 Magnetic Coupling in dimers

As a previous step to the construction of chains, we used lateral manipula-
tion to assemble Mn dimers in different configurations. The use of lateral manip-
ulation results crucial at this stage, as it provides essential information about the
stability of the dimer and confirms the chemical identity of the constituent atoms.
In this section, we identify the characteristic excitations of the different configu-
rations and find signatures of different degrees of magnetic coupling. At the end
of this chapter, we present additional results on V and Fe dimers as examples of
ferromagnetic coupling.

LATERAL MANIPULATION OF MN ADATOMS

Lateral manipulation of Mn adatoms was found to be completely repro-
ducible using Mn-coated (-Bi,Pd tips and junction resistances of ~300 k(2. In
Fig.6.6 we show a typical manipulation curve. The tip is held at a constant cur-
rent setpoint while moved laterally at 300 pm/s. When the tip approaches the
atom, Mn is attracted to the tip and jumps into the next hollow site. Then the
tip passes above the atom and Mn follows the trajectory of the tip until the de-
sired position is reached. The curve corresponds to the pulling type of lateral
manipulation.”
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Figure 6.6: Lateral manipulation of Mn adatoms. a) Tip position recorded during lateral
manipulation. Adatom displacements appear as abrupt changes in tip height. Dashed
lines represent 0.336 A steps. b) Controlled manipulation of Mn adatoms.

The chemical composition of the tip plays an important role in the manipu-
lation of Mn adatoms. Bare 3-Bi,Pd tips were less reliable than Mn-coated ones,
with manipulation attempts usually resulting in the adatom becoming attached
to the tip apex. After several Mn adatoms are attached to the tip, stable manip-
ulation is achieved. There is a downside of this coating procedure: supercon-
ducting tips that provide stable manipulation cannot be used for spectroscopic
measurements because YSR states form in the tip apex” and thus the tip needs
to be prepared again after manipulation. This prevents the use of superconduct-
ing tips for the analysis of the atom-by-atom evolution of YSR states in chains,
limiting the energy resolution of such measurements.

AFM COUPLING AT 1 ATOMIC DISTANCE

The minimum inter-impurity distance allowed by the square lattice of (-
Bi,Pd for atoms sitting in the hollow site corresponds to one atomic distance (1,0),
where Mn adatoms are separated by 3.36 A. Fig.6.7 a) shows a dimer constructed
by placing two atoms in this configuration. The dimer, on the left, appears as
an elongated structure where the constituent atoms cannot be individually re-
solved, a usual behavior in closed-packed dimers. A comparison with a nearby
Mn adatom shows that the apparent height of Mn is preserved in the dimer. Spec-
troscopy on the dimer shows a peak at the approximate energy of the substrate
coherence peaks (Fig.6.7 b) regardless of the tip position on the dimer. This be-
havior is interpreted as the result of AFM coupling. In this configuration the
total magnetic moment of the dimer is zero, an expected configuration for Mn,
molecules’? that has also been observed in closed-packed Mn structures with
even number of atoms on thin insulating layers.”**” A similar AFM behavior was
observed for Cr dimers on -Bi,Pd in this configuration.'® One would expect then
the peak to completely submerge into the continuum, but the potential scattering
term in non-paramagnetic impurities still induces YSR states very close to A,”%
what accounts for the slightly different spectrum found on the bare surface and
the dimer.
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Figure 6.7: Antiferromagnetic coupling at 3.36 A. a) Mn dimer in the (1,0) configura-
tion appears as an elongated structure with the apparent height of isolated adatoms. A
Mn adatom is shown on the right side for comparison. Dots indicate the approximate
position of Bi atoms underneath. (Vp;as=3 mV, [=300 pA). b) Top: Comparison of the
excitation spectra of a dimer and an isolated Mn adatom. Bottom: Stacked set of spectra
measured along a line centered in the dimer. The approximate position on the dimer is
indicated in the center. (V=3 mV, [,=300 pA, Vrms=25 11V).

AFM chains are potential candidates for the formation of topological chains,
although SOC and an external in-plane external Zeeman field are required in or-
der for Majorana modes to develop in these systems.'" Besides Majorana physics,
this type of coupling presents interesting even-odd number effects’!"! that could
unveil new information about the effect of superconductivity on the intrinsic
properties of magnetic structures. Unfortunately, we found Mn adatoms in this
configuration are not the best candidates for the construction of such systems.
Although the formation of a dimer probed to be reliable and easy to achieve, the
resulting structures were extremely unstable against the addition of a third atom.
In Fig.6.8 a) we show the formation of a triangular cluster upon the addition of
a third atom. This observation seemed to contradict the apparent stability of the
dimer.

In order to understand the origin of the instability, we compare our observa-
tion with the behavior of similar Cr dimers on 3-Bi,Pd.!® In that case, adatoms
separated by one atomic distance get attracted to each other, resulting in displace-
ment from the hollow adsorption site and the displacement of Bi atoms below. We
propose the same behavior takes place with Mn. In our case, when the third Mn
adatom reaches the hollow site, it finds a perturbed lattice and is attracted to the
nearby Mn, making the whole configuration unstable. Although this instability
impedes the formation of uniform magnetic chains, enhanced lateral precision
could potentially allow for the construction of Peierls-like dimerized chains.
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Figure 6.8: Formation of clusters upon addition of a third atom. a) Topographic maps
showing the construction of a dimer and the system after attempting to add a third atom
(Vpias=1V, It=10 pA). b) Proposed model of atomic positions in a).

AFM COUPLING IN THE v/2 CONFIGURATION

Moving on to the next available inter-atomic distance, we construct Mn dimers
in the (1,1) (or v/2) configuration, where the adatoms are separated by 4.75 A
(Fig.6.9 a). This distance is within the range of different magnetic interactions
(namely superexchange, RKKY, and YSR-mediated AFM coupling), making it a
strong candidate for the construction of chains. Unfortunately, this type of dimer
proved to be extremely unstable, requiring one of the constituent atoms to be
placed next to an intrinsic Bi impurity in order to prevent the formation of a clus-
ter during manipulation. In chapter 4, we discussed the origin and the position
of Bi impurities in the lattice. As Bi impurities adhere to vacancy sites, the lattice
underneath is in a perturbed configuration, which probably contributes to the
stabilization of Mn adatoms in their vicinity.
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Figure 6.9: Spectroscopic characteristics of a constructed v/2 dimer. a)Topographic map
showing a dimer next to a substitutional impurity (Vyi,s=100 mV, I;=10 pA). b) Top: ex-
citation spectra of each one of the constituent atoms. Bottom: series of stacked spectra
taken along the white line shown in a) (V,=3 mV, I,=300 pA, Vrys=50 1:V).
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Spectroscopy on the dimer shows the presence of a single YSR excitation at
similar energies in both atoms (Fig.6.9 b). A slight decrease of peak intensity in
the middle point of the dimer shows that the excitation is localized in the atoms.
The presence of a single excitation and the fact that the excitation appears at the
energies usually found for isolated impurities allows us to discard ferromag-
netic coupling, in contrast with the ferromagnetic ordering found for Cr atoms
in this configuration'®. There is still a remarkable coincidence of peak energies in
both adatoms, which is interpreted as a signature of antiferromagnetic coupling.
Antiferromagnetically-coupled magnetic impurities have YSR states with oppo-
site spin alignment, which forbids the wavefunction hybridization that causes
bonding and anti-bonding states. As a result, the states are strongly localized on
top of the impurities. The total magnetic moment of the dimer must be non-zero,
in contrast to the full vanishing of the magnetic moment found in the (1,0) case.

To confirm the non-significance of the Bi impurity, we analyze dimers in this
configuration formed during evaporation. Fig.6.10 shows one of those dimers.
Spectra measured at equivalent positions on each one of the atoms shows they
both share the same YSR excitation energy and peak asymmetry, consistent with
what we saw in the presence of the intrinsic Bi impurity. This measurement was
performed with a higher-resolution tip than the assembled dimer and confirmed
no peak splitting is observed in this configuration. The mere existence of v/2
dimers among the as-deposited adatoms proves there may be a way to construct
dimers in this configuration using lateral manipulation. Still, while measuring a
set of spectra on top of the atoms, the dimer collapsed, showing this dimer may
have been in a metastable equilibrium position. Construction of longer chains
requires complete control of atom positioning and stability of the constituents, a
property not found in this case.

-Atip Atip
— Bare Surf. |
M Atom #1 |
M Atom #2 |

N
1

dI/dV (arb. units)
—_

)

-2 -1 0 1 2
Bias voltage (mV)

Figure 6.10: Spectroscopic characteristics on an as-deposited /2 dimer. a)Topographic
map showing the dimer formed during deposition (V=3 mV, [;=300 pA). b) Excitation
spectra of each one of the constituent atoms, showing both share the same excitation
energy. (Vo=3mV, [,=300 pA, Vrms=25 uV).
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FM COUPLING IN THE v/5 CONFIGURATION

The last example of magnetic coupling found in Mn dimers corresponds to
the (1,2) (or v/5) configuration, with Mn adatoms separated by 7.51 A. This type
of dimer can be easily constructed due to the relatively large distance between the
constituent atoms, which makes it a suitable option for the construction of chains.
Fig.6.11 a) shows the construction of a dimer in this configuration by lateral ma-
nipulation of adatom 2 (1 is left unperturbed). The excitations of the constituent
atoms before manipulation and of atom 1 after the dimer is formed are shown in
b), where a significant change in the energy of the YSR states can be observed.
Focusing first on atom 1, we see the energy of the state shift towards lower val-
ues, with the hole component shifting from -1.33 mV to 1.08. The adatom was
not displaced from its original position during manipulation, suggesting the en-
ergy shift is due to an interaction with atom 2. The second atom shows different
behavior. Before manipulation, the electron and hole components of the YSR ex-
citation appeared at different energies, a behavior attributed to the presence of
several almost-degenerate d-orbitals with different spectral weights on their elec-
tron and hole components. However, when the atom is brought to the proximity
of atom 1 the excitation appears at symmetric energies, indicating that now most
of the spectral weight has moved to a particular orbital in both the electron and
hole components.
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Figure 6.11: Ferromagnetic coupling at 7.51 A. a) Mn dimer in the v/5 configuration from
the constituent (left) to the final product (right) (Vp;as=1V, Ii=10 pA). b) Excitation spectra
of each one of the constituent atoms and the dimer. (V=3 mV, 1,=300 pA, Vrms=50 ©V).
¢) Stacked set of spectra measured on top of the dimer along the (1,2) direction.
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In view of the apparent shift of the YSR states to lower energies and the
symmetric energies of the electron and hole components, we tentatively attribute
this effect to ferromagnetic coupling. In this case, the interaction between the
adatoms would align the spin of both impurities in the same direction, leaving
them in the same magnetic configuration and shifting their YSR energies to the
same value. Peak splitting, absent in this dimer, is usually regarded as one of the
signatures of FM coupling in magnetic dimers on superconductors. However,
peak splitting results from the formation of even and odd states of overlapping
YSR wavefunctions. In Mn, the YSRs wavefunction is strongly localized in the
atom site, which prevents the formation of hybridized states at the actual inter-
impurity distance. Additionally, the absence of extended YSR states allows us
to discard YSR-mediated AFM coupling, and thus impurities must be coupled
through RKKY interaction. Knowledge of whether RKKY results in FM or AFM
at this distance, which would provide experimental verification of this hypoth-
esis, cannot be directly inferred from our measurements. This leaves the confir-
mation of the FM sign of the interaction in these dimers as an open question for
future experiments using either Spin-polarized STM at lower temperatures'” or
Radio-Frequency STM.'*

6.4 Mn chains

In the last section, we showed the possible dimer configurations in which
signatures of magnetic coupling could be observed. We have found that two
atomic arrangements cannot be used for the construction of chains because they
are unstable against the addition of a third adatom or because they correspond
to unstable configurations. In this section, we construct chains in the remaining
coupled configuration and evaluate a configuration that showed no clear sign of
coupling in dimers: the (2,0) configuration.

Mng CHAIN ALONG THE (100) DIRECTION

The construction of a manganese chain along the crystallographic direction
was motivated by the observation of the strong anisotropy of the Fermi surface of
3-BiyPd along M. Although no coupling was observed in dimers, we elucidated
that, because of this anisotropy, RKKY interaction may extend more along the
crystallographic directions'**"'% and, despite the absence of coupling in dimers,
show effects at larger spacings. Furthermore, the complicated band structure of
B-Bi,Pd and the presence of intra and inter-band components make predictions
about the long-range evolution of RKKY interaction complicated,'”” providing
additional motivation for the evaluation of this configuration.

The assembled chain and the area around it are shown in Fig.6.12 a), with the
approximate position of the atoms with respect to the Bi lattice marked on top.
Mn adatoms in this configuration are separated by 6.72 A. A pair of embedded
Mn impurities can be seen on the left and bottom-left sides of the image and,
above the chain, a Mn adatom separated by approximately 3.5 nm.
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Figure 6.12: Chain of 9 Mn atoms assembled along the (100) direction. a)Topographic
map of the chain showing the approximate positions of the underlying Bi atoms. (Vpi,s=3
mV, [;=45 pA). b) Stacked set of spectra showing the YSR states corresponding to each
atom in the chain. (V,=3 mV, I,=1 nA, Vrms=50 pV). ¢) Top: dI/dV maps extracted from
a 40x10 set of spectra measured in a 3.3x6.8 nm area. Bottom: Spectra measured in atoms
1,3 and 9 indicating the energies of the maps above. (V,=3 mV, I,=1 nA, Vrms=50 11V)
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In order to characterize the YSR excitations, a superconducting 5-Bi,Pd was
prepared after the chain was assembled. In Fig.6.12 b), we show a set of stacked
spectra measured with a superconducting along the atoms in the chain. The X-
axis corresponds to the atom position in the chain, as defined in the topographic
map. The minimum YSR energy appears at the edges of the chain and progres-
sively shifts towards the quasiparticle continuum inside the chain. Starting from
the left side of the plot, we appreciate a fast energy shift towards the quasiparticle
continuum in the first 3 atoms. After the abrupt change, the energies of subse-
quent atoms progressively approach the energy of the atom at the edge. Changes
between adatoms lie in the 50 ; range, with the minimum energy found in atoms
1 and 9 (1.33 mV and 1.34 mV, respectively) and the maximum in atom 3 (1.40
mV). Disregarding atom 3, the average YSR excitation energy for atoms inside
the chain is 1.37 mV, and all the energies are above the ones of edge atoms. To
understand the possible origin of the different energies, we compare the YSR ex-
citations in the chain with the statistics shown before. Different tips are used for
each measurement so, in order to compare the energies, we calculate the differ-
ence between Ay, + Aggmpie as measured on the bare surface in each set. We find
during the chain measurement this value is 30 1V higher, so that value needs to
be subtracted from YSR excitations in the chain for the comparison to be effective.
Doing so, we find all the atoms fall into the type-II category, with edge atoms in
the lower limit and atom 3 falling slightly above of the statistical limit.

The spatial distribution of the YSR states at different energies is shown in
Fig.6.12 c), where the energy cuts are chosen at the slopes of the peaks (+1.191
and +1.432 mV) and on top of the edge atoms peak (£1.312 mV) in order to max-
imize the contrast between atoms at the edge and inside the chain. The different
behavior of atom 3 becomes evident from the maps at +1.312, where this atom
can be distinguished by its lower conductance. Otherwise, adatoms inside the
chain show a homogeneous behavior that is only perturbed at the edges of the
chain. This could be an indicator of the development of a weak AFM interaction,
responsible for the similar excitation energies found along the inner atoms. This
hypothesis is strengthened by conductance maps, where we observe wavefunc-
tion overlapping without the associated peak splitting. The negligible effect of
the perturbation in atom 3 on atoms 2 and 4 would imply that this AFM inter-
action does not take place between immediate neighbors, in agreement with the
absence of coupling in dimers. Although it is tempting to assume that edge atoms
show a different excitation because they are subject to this interaction only from
one of their sides, as the interaction does not happen between first neighbors this
effect would also apply for atoms 2 and 8, an effect not observed in the experi-
ment. Furthermore, confinment effects cannot be discarded as a possible source
of edge states at the end of chain.'” To clarify this question and complete the
chain picture, we propose additional measurements in shorter and longer chains,
focusing in the energies of edge states and the analysis of the inner atoms with
higher-resolution superconducting tips.

In conclusion, the excitation spectra of chains along the (100) showed this
configuration could hold potential as a candidate for an AFM chain. However,
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the different behavior found in one of the atoms still needs to be clarified. Addi-
tionally, we have proposed confinement effects as a plausible origin of the energy
shift at the edges of the chain, a question that still requires confirmation from ad-
ditional measurements.

EVOLUTION OF YSR EXCITATIONS IN A Mn;3 CHAIN

The observation of signatures of ferromagnetic ordering in Mn dimers in the
/5 configuration motivated the construction of the 13-atom Mn chain in Fig.6.13.
The shape of the constituent atoms can be distinguished due to the relatively
large distance between atoms (7.51 A). The atoms are labeled from left to right by
their position in the chain.

In Fig.6.13 b) we show the excitations in atoms 3 and 11 and a spectrum on
the bare surface as measured with a metallic tip. At the working temperature of
1.3 K, the thermal-broadened DOS of the tip shows the YSR excitations overlap-
ping with the quasiparticle continuum instead of as individual peaks, resembling
a smaller superconducting gap. The innermost part of this apparent gap corre-
sponds to the slope of the peaks. Comparing the spectra in atoms 3 and 11, we
can identify a lower-energy excitation in the former and assymetry between the
electron and hole components. Fig.6.13 c), a set of spectra measured along the
chain shows the evolution of YSR states along the chain, where a non-standard
colormap has been used to enhance the position of the YSR states slope. The
edges of the image correspond to the bare surface. Following the yellow line, the
position of the slopes of YSR states gives an approximate idea of the energy dif-
ference between the excitations in each atom. We distinguish variations in YSR
energies along the chain, in accordance with the statistical distribution of energies
found in isolated atoms.

To discern between statistical variations, confinement, and coupling effects
in the energy of YSR excitations, we compare the energies of the peaks at differ-
ent stages of the chain asembly. We focus on three intermediate cases (5, 8 and 11
atoms) and the final 13-atom chain. Fig.6.14 a) shows the same chain at the dif-
ferent stages considered, where atoms are indexed by their position in the final
chain in order to track their evolution.

Given the low energy resolution of metallic tips at our working temperature,
we evaluate the energies of YSR states from the position of the midpoint of the
slope. The width of a YSR peak is determined by the lifetime of the state and the
thermal distribution of electrons around the Fermi level of the tip.*> At 1.3K the
latter is significantly larger, thus allowing us to consider the peak width is mainly
given by thermal broadening, which is the same for every atom. Assuming the
height of YSR peaks is constant along the chain, a change in the energy of the
peak will cause the same change in the energy of the middle point of a peak slope.
Using this procedure, we extract the approximate energy of the excitation from a
tit of the slope to a third degree polynomial, as depicted in Fig.6.14 b). Although
the procedure is mostly limited to the approximation of energy changes in YSR

74



energies, using this procedure to calculate Aggi,pq we obtain 0.748 mV, a good
approximation to the experimental value.

The distribution of peak energies at each stage as extracted using the afore-
mentioned procedure is plotted in Fig.6.14 c). The evolution of peak energies
along the chains shows a marked oscillatory behavior, which is preserved upon
positioning of additional adatoms. The oscillation period is approximately 2 A,
as estimated from the maxima and minima in curves III and IV. Such a period-
icity is compatible with an asymmetric exchange interaction.'”'!! In the limit of
close-by impurities, and particularly in nested Fermi surfaces, spin susceptibility
is not significantly modified by the superconducting transition''?, so we expect
these interactions to still apply to our system. Furthermore, even FM-ordered
chains in 3D superconductors may develop spiral spin textures in the presence of
superconducting correlations,'” so we expect magnetic order in the chain to be
non-parallel.

An intriguing property of the chains is the preservation of the oscillatory be-
havior upon addition of extra atoms. Particularly, we observe that, not taking
into account edges atoms, the phase of the modulation does not change when the
length is increased. We do not know exactly know which could be the mechanism
responsible for this. Confinement effects can be disregarded because changes
in length would have an associated period change. Although surface inhomo-
geneities cannot be discarded, we observe that, as the length of the chain in-
creases, the energy difference between maximum and minimum energies in the
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Figure 6.13: Chain of 13 Mn atoms constructed along the (120) direction. a)Topographic
map of the chain. (V=200 mV, ;=100 pA). b) YSR excitations in atoms 3 and 11, as mea-
sured with a metallic tip. (V,=3 mV, [,=300 pA, Vrms=50 ©V). ¢) Set of stacked spectra
measured along the chain. Same parameters as b).
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oscillation increases accordingly. This implies that some emerging phenomenon
is enhancing this difference. This question is left open, but we propose the ob-
served length-dependence may be motivated by the stabilization of the order
inside the chain.

The excitation energy of states at the end of the chain show termination ef-
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Figure 6.14: YSR excitations for different chain lengths. a) Topographic maps at the Mn
chain at the different stages. The different maps correspond to the Mns, Mng, Mn;; and
Mn;3 stages and edge atoms are labeled at each step by their position in the 13-atom case
(Vpias=200 mV, 1;=100 pA). b) Fitting procedure used for extracting the change in YSR
excitation energy A-ep. ¢) Energy of YSR states at the different stages of construction.
Colors indicate the stage (see a). Dashed lines indicate edge atoms at each stage. d)
Evolution of YSR states in atoms 2, 4, 7 and 12. The different colors indicate the stage of
the chain (see a and c) Labeled plots indicate the atom was one of the edges of the chain
in that stage.
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fects at every step of the chain construction. In Fig.6.14 d) we show the excitation
spectra of edge atoms at the different stages of the chain. We observe edge atoms
always have higher energies when they are at the edge than when they are among
the inner atoms. Additionally, we see that energy modulations tend to break-
down at the edges, but when additional atoms are added the periodicity of the
modulations in those atoms is recovered. This effect could be attributed to a con-
finement effect, where states at the edge may influence the energy of YSR states.
We would expect those effects to have an associated signature inside the chain
not observed in the experiment, but this picture cannot be discarded without fur-
ther measurements. Another possible cause for this termination-effect would be
the stabilization of a magnetic order in the chain edges, but this is a question that
would also needs further examination.

The overall energy of the chain shifts towards e as the length is increased.
We observe this shift is more noticeable when the chain length increases from 11
to 13 atoms. Focusing on atom 10, an inner atom during the whole construction,
we see its energy shifts very little during the first stages, but when the chain goes
from 11 to 13, it shifts approximately 0.1 meV. Although this may not seem like a
great variation, it implies that addition of two atoms to the chain results in a shift
of approximately 13%As.gi,p4, @ remarkable energy decrease. If the trend is pre-
served, chains of ~20 atoms would already start showing Fermi-level crossings,
from which quantum phase transitions and many other interesting effects may
derive.

Summarizing, we have approximated the energies of YSR states in a Mny;
along the (120) direction and found an oscillatory behavior of YSR modulations
and a overall shift to lower energies with increasing chain length. Although is it
is difficult to elucidate the exact mechanism causing these effects, we anticipate
that increasing the chain length Fermi-level crossings may take place.

6.5 Ferromagnetic Coupling in Other Transition Metals

FM COUPLING IN FE DIMERS

Fe appears as the paradigmatic example of ferromagnetism in many single-
atom experiments.'®!"*11° Tts [Ar]3d®4s? electron configuration confers the ele-
ment a strong magnetic character and a S=2 free-atom spin. As-deposited Fe
atoms appear on the surface of 3-Bi,Pd as 150 pm protrusions (Fig.6.15 a), accom-
panied by some dimers formed during evaporation (recognizable as the elon-
gated structures indicated by arrows in the image). A close-up examination of
topographic images reveals that the lattice underneath Fe adatoms is slightly per-
turbed (cross-shaped dark areas along the crystallographic directions), as found
for intrinsic Bi impurities. Evaporation below 13 K makes the diffusion of Fe to
vacancy sites very unlikely, which may indicate that Fe distorts the lattice below.

Despite their S=2 free-atom spin, Fe adatoms show no YSR excitations within
the limited energetic range provided by the 3-Bi,Pd tips used during the experi-
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ment. Strong hybridization with the substrate may reduce the magnetic moment
of the impurity, making it lose its magnetic character.'’® Contrarily to isolated
adatoms, the Fe dimers formed during evaporation show a YSR excitation close
to 0 energy (Ayp in our experiments). This unexpected behavior must be caused
by ferromagnetic coupling between the impurities, inducing an orbital rearrange-
ment and a non-zero magnetic moment. The low energy of the excitation indi-
cates a strong coupling between the superconductor and the dimer, a desired
property for Majorana chains. Unluckily, during the time of this work, we were
not able to find a reproducible procedure for the controlled manipulation of Fe
atoms. Given the strong coupling observed in dimers, Fe may be more strongly
bound to the substrate than Mn, which may prevent the lateral manipulation
of the adatoms. Other manipulation procedures could be used in the future to
solve this issue, making Fe a strong candidate for the construction of topological
chains.
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Figure 6.15: Spectroscopic characteristics of Fe on 3-BiPd. a)Topographic map show-
ing the different species found after deposition (Vpias=5 mV, Ii=1 nA). b) Excitation spec-
tra of the different species. I and II correspond to the dimer-like species and were mea-
sured on the adatoms indicated in the topography map (V,=5 mV, I,=500 pA, Vrms=75

uV).

FM COUPLING IN V DIMERS

The spectroscopic characteristics of isolated V adatoms on -Bi,Pd were ex-
tensively discussed in chapter 5. One of the fascinating properties of these adatoms
is the large extension of their YSR wavefunction, which makes it an interesting
candidate for the formation of YSR bands. To investigate this possibility, we con-
struct the (2,0) dimer in Fig.6.16 a), with V adatoms separated by 6.72 A. The
position of the underlying Bi atoms is indicated on top of the dimer.

We obtain the excitation spectrum of this configuration from an averaged set
of 30x60 spectra measured on the area in a). In Fig.6.16 b) we show the resulting
in-gap states on top of the spectrum of an isolated atom averaged using the same
procedure. Instead of the three peaks found in isolated V atoms, in the (2,0) dimer
we identify four peaks (labeled ¢, 3, v and 4 from lower to higher energy). a and
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Figure 6.16: YSR excitation spectra of a 2 u.c. V dimer. a) STM topography of the 2 u.c.
V dimer (Vyips=-3 mV, I;=300 pA). b) Series of stacked spectra along the black line in a)
(Vo=-3mV, [,=300 pA, Vrms=25 11V). ¢) Conductance maps extracted as energy cuts of a
grid of spectra at A; (0.94 mV) and A; (1.05 mV) (V,=-3 mV, [,=300 pA, Vrms=50 p.V).

B appear in the vicinity of the first peak found in isolated atoms, and v and ¢ in
the vicinity of the second.
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A set of spectra in Fig.6.16 c) shows the spatial distribution of the states along
the dimer.The three lowest-energy peaks, a, 8 and ~, show an extended state
over the impurities with either minima or maxima at the center. The electron
component of peak v is mostly hindered by the coherence peaks and its hole
component shows a small peak centered in the top atom. The counterpart of v
in the second atom appears to have shifted to higher energies, merging with the
coherence peaks.

To confirm that the low energy states are distributed along the dimer, we ex-
tract constant-energy dI/dV maps from the set of 30x60 spectra used to calculate
the averaged density of states. In Fig.6.16 d) we show the maps at the energies of
the peaks. The complicated structure of the maps prevents the identification of
even an odd components at the different energies. However, they demonstrate
the hybridization of extended states in V dimers and, from the emergence of an
additional state, we conclude that at least two states correspond to the even an
odd components of a FM-coupled pair.

6.6 Conclusions

In this chapter we have analyzed the excitation spectra of Mn adatoms in dif-
ferent configurations. From the analysis of the excitations in isolated atoms, we
have identified a broad range of YSR energies. Combining the strong localization
of YSR states in atoms and their spherical shape we have proposed the presence
of multiple degenerate d-orbitals as the origin of the broad range of energies. Fur-
thermore, we have shown signatures of additional peaks in a small subset of Mn
adatoms, in agreement with the proposed model.

Using lateral manipulation, we have constructed dimers in different config-
urations, finding signatures of AFM coupling in atoms separated by 3.4 A and 4.8
A, and a possible FM order in atoms separated by 7.5 A. We have proposed addi-
tional experiments to confirm these findings. Moreover, during the construction
of the dimers we have found that (1,0) dimers cannot be used to construct longer
chains and that v/2 dimers are in a metastable configuration.

We have then moved to longer structures, were we have shown indicators
of a weak AFM coupling in a 9-atom chain along the (100) direction and of a
possible emerging magnetic ordering along the (210) direction. Particularly, the
evolution of YSR states in a Mn;3 in the (210) shows the system could be driven
through a quantum phase transition if more atoms were added to it.

Finally, from the excitation spectra of as-assembled Fe dimers and constructed
V dimers, we have shown Fe and V are promising transition metals for the topo-
logical chains in 3-Bi,Pd.
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Chapter Seven

Lifting the Degeneracy of Vibrational
Modes in Vanadium Hydrides

Vibrational spectroscopy provides a powerful mechanism to distinguish dif-
ferent chemical species at the atomic scale. When combined with super-
conducting tips and substrates, minute spectroscopic features can be distin-
guished in the vibrational spectra.

In this chapter, we use Inelastic Electron Tunneling Spectroscopy (IETS) to
characterize the vibrational modes of Vanadium hydrides on the surface of -
Bi,Pd. With the help of isotopic substitution we distinguish between internal
and external vibrational modes of the molecules. The enhanced resolution ob-
tained with superconducting tips allows us to identify a lifted degeneracy in
the vibron spectra of the molecule. Combination of this observation with the
topographic characteristics of the molecules allow us to identify the vibra-
tional modes and propose a candidate symmetry-breaking mechanism. In the
last section, we study the effect of hydrogenation on the YSR excitation spec-
tra of V adatoms and find H induces substantial changes beyond the expected
change in d-orbital occupation.
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7.1 Vanadium Hydrides on 3-Bi,Pd

Deposition of Vanadium on the surface of 5-Bi,Pdpresented the two different
V-related adsorption species shown in Fig.7.1 a), b). Only an approximate 12%
of the adsorbates correspond to pristine V (bottom), recognizable as 140 pm pro-
trusions with the properties discussed in chapter 5. The most significant fraction
of the evaporation corresponds to Vanadium hydrides, recognizable as 80-pm-
high ring-shaped items in the image. Most of these hydrides are geometrically
uniform (top), but a small percentage (<10%) shows varying degrees of asym-
metry (middle), resembling a rotated or tilted version of the former. Hydrides
form during cryogenic evaporation of transition metals (TM) in UHV environ-
ments' 7118 ‘mainly as a result of the excellent performance of 3d-series ele-
ments as catalysts for H, dissociation at low temperatures''”. Upon dissociation,
highly-reactive H combines with V to form hydrides.

Irreversible transformation of Vanadium hydrides to pristine V can be in-
duced by the electrostatic potential between the tip and the sample'?’'?!. H is
removed from the molecules when a Vy,,s threshold is reached during a constant-
current bias sweep (Fig.7.1 c). The tip position registers dehydrogenation as an
abrupt 60-pm height change after which pristine V is obtained. Additionally,
large areas can be H-depleted scanning at Vi,,s=+1 V [;=100 pA. This methodol-
ogy can be applied to selectively remove H from individual hydrides provided
that Vy,ias does not reach much higher values than the threshold voltage (Fig.7.1
d). If high-Vy,s pulses (~2 V) are applied, areas of approximately 10 to 20 nm?
around the pulse position are depleted of H.

-30 -25 -20 -15
Bias voltage (mV)

82



7.2 Spectroscopy of Hydrides

STS measurements on flat V hydrides show two pairs of energy-symmetric
peaks associated to the onset of inelastic tunneling at energies +¢; and +e, (Fig.7.2
a). Inelastic steps appear as peaks as a result of the convolution of the step with
the DOS of the superconducting 3-Bi,Pdtip. As both tip and sample are super-
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Figure 7.1: Vanadium Hydrides. a) Different species found upon V evaporation. Top:
Hydride, Middle: Asymmetric Hydride, Bottom: Pristine V. (Vp;as=-3 mV, [;=900 pA) b)
Profiles along the species in a). c) Irreversible dehydrogenation during constant-current
bias sweeps at different setpoint currents. d) Selective dehydrogenation.
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Figure 7.2: Inelastic excitations in V Hydrides.a) Inelastic excitations at energies €;=17.9
meV and €=23.9 meV measured with a §-Bi;Pdtip in a non-tilted V hydride (red).
A spectra on pristine V is shown for comparison (green). (Viips=-30 mV, ;=300 pA,
Vims=125 pV). b) Conductance maps at the energies of €; and e, showing the spatial
distribution of the excitations along the hydride. Inset shows the topography of the area.
(It=500 pA, Vims=250 1V)
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conducting, the absolute values of the inelastic excitations are calculated as Eey.
= ¢ - (Aup+Asample) . The corrected energies of the excitations are E;y=16.3 meV
and E=,4=22.3 meV. Both excitations are localized at the center of the molecule
(Fig.7.2 b). The energies of ¢; and ¢, are compatible with low-frequency vibra-
tional modes and well above typical values found for spin excitations on metallic
substrates (<10 meV)'#~'*. This points towards a vibrational origin of the excita-
tions.

To confirm the vibrational origin of inelastic excitations, we substitute Hy-
drogen by Deuterium by exposing pristine V adatoms to 39 Langmuir D,. The
different mass of the isotope changes the energies of vibrational modes and can
be used to confirm the vibrational nature of the excitations*. Exposure to molec-
ular D forms a small number of molecules with topographic characteristics sim-
ilar to V hydrides (Fig.7.3 a). These molecules show a pair of energy-symmetric
excitations at corrected energies E;p=11.9 meV and E=,p=21.9 meV7.3, lower than
the values found for hydrides and thus acknowledging a vibrational origin.

The energy shift of vibrational modes caused by isotopic substitution allows
us to discern between internal and external (frustrated) vibrational modes of the
molecule. Molecular vibrations can be modeled as an harmonic oscillator, where
the energy of the n-th level of the vibrational mode will be given by'*:

1\ 1 k

where h is Planck’s constant, £ is the spring constant and m the mass of the sys-
tem.

The mass of the oscillator m depends on whether the oscillation involves the
movement of an individual atom (internal modes) or the molecule as a whole
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Figure 7.3: Isotope substitution. a) Deuteride formed after exposure to Dy. (Vpias=-3
mV, [;=100 pA) b) Inelastic excitations at energies -e;p=-13.4 meV and -e;p=-23.4 meV
measured in a V deuteride. Equivalent measurement on a V hydride is shown for com-
parison. (Vpiag=-30 mV, ;=300 pA, Vims=125 1iV)
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(external modes). As a result, assuming the molecules contain a single H or D,
the ratio between the energies of the internal vibrations of the hydrogenated and
deuterated species will follow:

E7 2.01
Eav Mo J200 4, (7.2)
EDV myg 1.01

Accordingly, for external modes:

EHV _ [rvdmp 5295 73)

Eny my +mpyg 51.95
The ratio between the energies of the hydrogenated and deuterated species is
by means of the previous equations an indicator of the type of vibrational mode.
The experimental values and the calculated ratios between hydrogenated and
deuterated species are summarized in Table 7.2. Comparison with the calculated

ratios allow us to identify ¢; as an internal vibrational mode of the molecule and
e, as an external one, showing excellent agreement with the calculated values.

Vibrational mode | Ey | Eyg | Ratio
€1 16.3 | 119 | 1.369
€ 2231219 | 1.018

Linear diatomic molecules have 9 possible rotational modes when adsorbed
on tetrgonal crystal surfaces: 3 internal modes (stretching along the Z axis and
a two fold-degenerate rotation) and 6 external modes (In-phase and anti-phase
stretching along the Z axis, two-fold-degenerate in-phase rotations and two-fold-
degenerate anti-phase rotations). The identity of the different vibrational modes
cannot be directly inferred from their peak energies in the absence of DFT calcula-
tions or measurements using different techniques besides STM. In the following
section we will show that broken degeneracies allow us to identify the internal
mode and reduce by two the possible external modes.

7.3 Degeneracy Lifting in Tilted Molecules

Tilted V hydrides show a higher number of vibrational modes. Fig.7.4 a)
compares the spectra of a flat hydride (top) and 3 tilted hydrides, where ¢, splits
into €4 and ep. The biggest splitting of €, is accompanied by a similar splitting of
e1. This splitting occurs evenly along the molecules (Fig.7.4 b), confirming it is an
intrinsic property of tilted molecules on 3-Bi;Pdand not a site-dependent effect.

The vibron spectrum of a molecule presents degenerate modes induced by
symmetry constraints. As a consequence, if that symmetry is broken to some
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Figure 7.4: Inelastic excitations in tilted hydrides. a) Splitting of inelastic excitations in
tilted hydrides. From top to bottom, spectra on 4 different hydrides are ordered by the
degree of splitting of €. Top spectra corresponds to a non-tilted hydride for reference.
(Vpias=-30 mV, I;=300 pA, Vims=125 11V) b) Spectra measured along hydrides showing
splitting is uniform along the molecule. The position of the spectra along the molecule is
indicated on the left. (Vpips=-30 mV, [=300 pA, Vims=125 V) ) .

extent, the modes may split into multiplets. Not all the vibrational modes are
degenerate, and hence peak splitting provides a hint into the possible vibrational
modes from which €; and ¢, originate. Fig.7.4 c) shows the degenerate vibrational
modes of a linear diatomic molecule.

Assuming V hydrides are linear and contain a single H on top, the only de-
generate internal modes found in this configuration corresponds to rotations. In
this modes, H vibrates in X or Y and degeneracy can be lifted by defining in-
equivalent energetic landscapes in these directions, as it is the case for molecules
showing an apparent rotation. We conclude then that ¢; corresponds to an inter-
nal rotation and its splitted states to displacements of the top H or D atom in X
or Y. Among the 6 possible external modes of the molecule, again peak splitting
allows us to discrd the two that correspond to displacements along the Z axis.
The remaining modes share similar symmetry constraints and thus impede the
identification of the precise vibrational mode. We can, however, identify ¢, as a
rotational mode leaving open the possibility of being the in-phase or anti-phase
mode.

The broken degeneracies show that the apparent rotation reflects a non-balanced
distribution of the hydride among the surrounding Bi atoms. This distribution
results in hydrides experiencing a non-uniform crystal field that lifts the degen-
eracy of the vibrational modes and translates into the apparent rotation of the
molecules found in topographic scans. The rotation can be caused either by
a non-homogeneous surface (see section 4.2) or by the uneven distribution of
V adatoms among the 4 Bi atoms forming the hollow site. The apparent rota-
tion would hence be an indicator of the degree of assymetry experienced by the
molecules along the X and Y axes. In this picture the degree of assymetry is not
limited by any constraints and energy splitting must show a continuous distribu-
tion of values.

To evaluate the feasibility of the aformenetioned symmetry breaking picture,
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we compare the vibrational modes in a set of 19 rotated hydrides ordered by the
value of e, (Fig.7.5). Peak energy is estimated as the bias voltage at the highest
point of the peak in the spectrum and, when two peaks are not clearly resolved
(see red spectra in Fig.7.4 a), peak energy is given by the energy at the highest
point independently of peak symmetry. Energies appear in a non-discrete set of
values, indicative of a continuous variation of the symmetry-breaking parameter
compatible with the different degrees of rotation found in molecules.

€, appears to be more sensitive to the degeneracy-lifting mechanism and
hence we consider the value of ¢4 as indicative of the symmetry-breaking strength.
Splitting of ¢; seems to require a higher strength in order to show splitting. Being
an internal mode in which the atom on top vibrates, it is reasonable to believe
that this mode is less sensitive to variations in the potential landscape felt by the
atom at the bottom. ¢,, on the other hand, involves also the movement of the V
adatom sitting on top of Bi adatoms and is thus more sensitive to changes in V-Bi
distances. Subsequently, the higher strength required for the internal mode ¢; to
show splitting is in agreement with the model of atomic vibrations developed in
the previous paragraphs, confirming the feasibility of the proposed model.

Summaryzing, the apparent rotation of V hydrides reflects assymetries in the
crystal environment of the molecule. These assymetries lift the two-fold degen-
eracy of internal and external rotational vibrational modes, which are differently
affected by this broken symmetry because modes involving the V atom below
are more sensitive to changes in the crystal-field. First-principle calculations to
confirm the proposed model are being performed by Shreya Sinha and Peter Saal-
frank in the University of Postdam.
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Figure 7.5: Progressive splitting of vibrational modes. a) Peak energies extracted from a
set of 19 tilted V hydrides. Peaks are arranged by the value of ¢; and X axis just indicates a
hydride identification number. (Vii,5=-30 mV, [;=300 pA, Vims=250 11V) b) Peak splitting
calculated as the energy difference between peaks A and B of ¢; and ;.
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Figure 7.6: In-gap states in vanadium hydrides. textbfa) In-gap states measured at
equivalent positions of 5 flat V hydrides. Black arrows indicate peaks in the correspond-
ing spectrum. (Vpias=-3 mV, [;=300 pA, Vims=25 11V) b) Topography of a different set of
Vanadium hydrides showing slight rotations in flat hydrides.

7.4 Effect of Hydrogenation on in-gap states

The possibility of controlling the spin configuration of V adatoms by selec-
tive hydrogenation opens the possibility of using H as a mechanism to tune the
energies of YSR states. Spectroscopic measurements of the low-energy excita-
tions of flat Vanadium hydrides, however, reveal a great disparity between dif-
ferent molecules, a phenomenon not observed in pristine V adatoms. Fig.7.2 a)
illustrates the in-gap states of 5 flat V hydrides as measured with a superconduct-
ing [3-Bi,Pdtip. The energies of the excitations and their number change between
molecules, finding up to 5 overlapping excitations in some of the molecules. The
randomness of these excitations extends beyond the examples shown in the fig-
ure, showing different sets of excitations for virtually every molecule.

In the preceding sections we have proposed breaking of crystal symmetries
as a degeneracy-lifting mechanism for the vibrational modes of V hydrides on
B-BiPd. For YSR states, degeneracy follows from degeneracy of half-occupied
d-orbitals'*. The energy of these orbitals shares with vibrational modes a strong
dependence on the crystal environment around the molecule and hence the same
mechanism may be responsible for the disparity in peak energies found in YSR
staes. It is noteworthy to say that pristine V, despite originating from the same
hydrides and thus experiencing the same variations of the crystal environment,
does not show this complex behavior. H must hence significantly modify the
orbital structure of V in order to be accountable for the YSR excitation spectra
of hydrides. This would explain the disparity in peak energies provided that
hydrides show more variability than the one simplified rotated /non-rotated pic-
ture. To confirm this hypothesis, we show a topographic map in a high-contrast
color scale of a 6.5x6.5 nm area with different hydrides. The hydrides on the top-
right part of the image belong to the class identified as rotated hydrides and show
a clear tilting of the molecule axis. The remaining hydrides belong to the class of
flat hydrides. This high-contrast map shows that even in those hydrides the top
part is not perfectly flat, what could be the underlying reason for the disparity
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found in the YSR excitation spectra of V hydrides.

The explanation of the YSR excitation spectra in terms of these slight rota-
tions of the molecules indicates that upon H adsorption the resulting molecule
becomes extremely sensitive to inhomogenities in the crystal field of Bi atoms be-
low. Characterization of this effect would require an extensive examination of a
big number of V hydrides and thus can only by proposed as a plausible expla-
nation of the observed effect. Additional contributions to the in-gap excitation
spectrum could come from low-energy vibrational modes, that could add An-
dreev modes depending on the energies of the mode™. These vibrations must
have energies in the order of the superconducting gap and are in principle not
observed in the vibrational spectrum. They could, however, lie at energies very
close to the superconducting gap. Additional measurements would also be re-
quired to confirm this hypothesis.

7.5 Conclusions

In this chapter, we have used inelastic spectroscopy to study Vanadium Hy-
drides formed upon depositon of V on the surface of 5-Bi,Pd. Comparing the
excitation spectra obtained with different H isotopes, we have been able to con-
firm the vibronic origin of inelastic excitations in the hydrides excitations and
discern between internal and external modes.

Combining the shape of the hydrides in topographic images with high-resolution
spectroscopy using superconducting tips, we have been identified a lifted de-
generacy of the vibrational modes from an energy splitting in the order of the
thermally-broadened energy resolution of the system. Furthermore, we have
proposed a degeneracy-lifting mechanism that still needs to be confirmed by cal-
culations.

A change in the YSR excitation spectra of V atoms upon hydrogenated has
been observed, but the complex behavior of in-gap excitations has prevented us
from finding a full explanation of the effect. We anticipate a relation between the
signatures found in vibrational spectroscopy and the in-gap excitations.
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Conclusions and QOutlook

In this work, we have studied the physics of YSR states in systems that dif-
fer from the original picture devised by Yu, Shiba, and Rusinov. Through the
analysis of the number excitations and their spatial distributions, we have been
able to identify: properties of the bands in the superconducting substrate, signa-
tures of coupling in dimers and chains, and detect variations in the adsorption
configuration of vanadium hydrides.

This thesis has started with the characterization of 3-Bi,Pd samples and tips.
Both of them play an essential role in our experiments, but finding the proper
methodology for the fabrication of superconducting tips has allowed us to achieve
energetic resolutions far beyond the temperature of our microscope. The possi-
bility of preparing these tip in-situ using the procedure above sets 3-Bi,Pd apart
from most superconductors, with reports on similar resolutions only found for
Pb.

The spin-polarized bands of 3-Bi,Pd have also been one of the fundamental
ingredients in this work. We have characterized them using QPI at energies far
above the superconducting gap, confirming the spin polarization of all the bands
in this material. Furthermore, we have characterized the sources of scattering in
p-Bi,Pd, providing an essential piece of information for our subsequent lateral
manipulation experiments and, maybe, for a future understanding of the differ-
ent types of superconductivity found between bulk and MBE-grown samples.

Combining our QPI experiments with the analysis of the spatial distribution
of YSR states, we have identified the band to which vanadium couples in 5-Bi,Pd,
and derived the properties of that band. Not only that, our results establish an
equivalence between conventional QPI and scattering of Bogoliubov quasiparti-
cles in the energy range in which they have a strongly-mixed electron and hole
character. Notably, we have seen for the first time the effect of band polariza-
tion in the YSR wavefunction, corroborating through YSR states that Bogoliubov
quasiparticles have a well-defined spin and that the usual spin-selection rules in
QPI apply to in-gap states. This finding establishes a mechanism to study the
properties of the bands of superconductors with multiple bands using a band-
selective approach by choosing impurities that selectively couple to the band that
wants to be studied.
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Using lateral manipulation, we have been able to study the spectroscopic
properties of dimers and chains of Mn atoms on the surface of 3-Bi,Pd. The re-
sults obtained in that chapter put in relief the role of magnetic coupling in the
formation of YSR states in systems composed of more than one atom. We have
identified two systems in which magnetic ordering may emerge from the com-
bined interactions of several atoms, setting the foundation for future experiments
of this type in 3-Bi,Pd. One of the chains constructed in this works shows excel-
lent potential as a candidate for the study of magnetic-impurity-induced quan-
tum phase transitions in chains of atoms. As a final example, we have shown the
signature of ferromagnetic coupling in other transition metals, which can set the
starting point for other experiments of this type.

In the last part of this thesis, we have used superconducting tips to identify a
broken degeneracy in the vibrational modes of vanadium hydrides formed on the
surface of $-Bi,Pd during the evaporation of V atoms. We have first used the iso-
tope effect to distinguish internal and external rotational modes of the molecule.
Using the enhanced resolution provided by superconducting tips, we have iden-
tified a peak splitting in molecules with an apparent rotation and related it to the
rotation vibrational modes of the molecules. From the combined analysis of to-
pographic images and high-resolution spectroscopy, we have proposed a model
that accounts for the observed effect. Using this model, we can explain the com-
plex behavior of YSR states in these molecules. We anticipate that variations in
the adsorption configuration of small molecules may result in similar in-gap ex-
citations as the one observed for these hydrides.

In conclusion, this thesis gives a broader idea of the physics of YSR states,
of their relationship with Bogoliubov quasiparticles and the scattering picture of
the YSR wavefunction. The experiments on chains of atoms provide a deepers
understanding of magnetic coupling in superconductors and the ingredients for
the development of new states in these systems. We hope future works expand
the ideas formulated in this work and that our findings help other researchers
in the development of the proposed topological quantum computing platforms
using magnetic impurities in superconductors.
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Resumen Extendido

En esta Tesis se estudia la interacciéon de impurezas magnéticas con mate-
riales superconductores a escala atémica por medio de la Microscopia de Efecto
Ttnel. Para evaluar los diferentes factores que influyen en esta interaccién, se
evaporan atomos de diferentes metales de transicién en la superficie de cristales
de 3-Bi,Pd, una aleacién de Bismuto y Paladio que presenta superconductividad
por debajo de 5.4 K. Las muestras estudiadas se preparan en condiciones de ultra
alto vacio y se estudian a 1.3 Kelvin.

El caricter antagonico de la superconductividad y el magnetismo da lu-
gar a fendmenos tnicos. En el limite atémico, la combinacién de 4tomos mag-
néticos con superconductores da lugar a nuevos estados que no existen en el
resto de materiales: los estados de Yu-Shiba-Rusinov (YSR). Estos estados na-
cen del delicado equilibrio entre las correlaciones superconductoras y los mints-
culos campos magnéticos producidos por atomos de metales de transicién. Sus
propiedades les imprimen un carécter ligeramente diferente al de los electrones,
lo que en los ultimos afios ha suscitado interés en utilizarlos como componentes
para desarrollar plataformas en las que realizar operaciones de computacién cuédn-
tica.

Las propiedades fundamentales de los estados YSR se describieron tedrica-
mente por primera vez en los afios 60, pero la tecnologia no permitié observar-
los experimentalmente hasta la invencién del STM. Desde entonces, el nivel de
comprension sobre los mecanismos que gobiernan la formacién de éstos estos
ha aumentado de manera exponencial. A través de los afios se ha descubierto
que muchas de las propiedades de los 4tomos y del material supercondcutor se
manifiestan en la funcién de onda de los estados YSR. La motivacién principal
de esta Tesis es utilizar esta transferencia de propiedades para entender mejor
los superconductores y los mecanismos de acople entre &tomos magnéticos. Para
ello, se utilizan técnicas de manipulacién atémica y espectroscopia de muy alta
resolucién con puntas de STM superconductoras.

En la primera parte de esta tesis, se hace un recorrido histérico de los de-
scubrimientos relacionados con la interaciéon de los campos magnéticos con su-
perconductores, pasando luego a la descripcién de los primeros modelos de in-
teraccion de impurezas magnéticas con superconductores y a las predicciones
recientes que relacion los estados de YSR con la computacién cudntica.
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Después de la introduccién histoérica, la teoria BCS es derivada de manera
informal como motivacién para la introduccién de las cuasiparticulas de Bogoli-
ubov. Estas cuasiparticulas describen las excitaciones de los superconductores y
son la base fundamental sobre la que se sustenta la teoria de los estados YSR.
Una vez descritas las propiedades fundamentales de las cuasiparticulas de Bo-
goliubov, se sigue con la formulacién bdsica de los estados YSR y su funcién para
comprender qué es lo que los hace distintos de otros estados de la materia. De
las propiedades descritas en esta seccion surgen todos los efectos observados a lo
largo de este trabajo.

En la siguiente parte, se describe el principio de funcionamiento del STM,
con la descripcién de la espectroscopia con puntas superconductoras. Esta téc-
nica permite mejorar la resolucién energética del STM y es usada a lo largo de
este trabajo en la mayoria de las medidas experimentales. En este capitulo se de-
criben las razones por las que se logra esa mejora. Seguidamente se decriben los
principios bésicos de la manipulacién atémica, asi como el funcionamiento del
equipo utilizado en esta tesis.

En el cuarto capitulo se explican los métodos de preparaciéon de muestras
de 3-Bi,Pd. La eleccién de este material para este trabajo viene motivada por la
compleja estructura de bandas de este material, caracterizada por varias bandas
polarizadas en espin. En este capitulo se describen estas bandas en profundidad
y se revisan los tltimos descubrimientos relacionados con el 5-Bi,Pd. Ademas,
se explica el procedimiento utilizado para fabricar puntas superconductoras de
B-Bi,Pd, ensefiando ejemplos de la mejora en resolucién. En la dltima parte se es-
tudia el gap superconductor del 5-Bi,Pd usando puntas de este mismo material,
y se compara con medidas recientes en films de este mismo material, mostrando
las diferencias espectroscépicas entre estos tltimos y las muestras usadas en esta
Tesis.
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Figure 1: Caracteristicas de los cristales de 3-Bi,Pd. a) Superficie de 5-Bi;Pd medida
utilizando el STM. Diferentes tipos de defectos aparecen en la superficie. b)Medida es-
pectroscépica del gap superconductor del 5-Bi,Pd utilizando puntas del mismo material.
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En el quinto capitulo se caracterizan las propiedades de las bandas polar-
izadas en espin del 3-Bi,Pd usando la interferencia de cuasiparticulas. En primer
lugar, se explica la relacion entre la estructura de bandas y la interferencia de
cuasiparticulas, describiendo con un modelo simple cémo la forma de las bandas
y su dimensionalidad definen las propiedades de los patrones de interferencia
de cuasiparticulas alrededor de impurezas. Seguidamente, se identifican las im-
purezas no magnéticas intrinsecas de las muestras de §-Bi,Pd, causantes de la
interferencia de cuasiparticulas en este material. Los patrones de interferencia de
cuasiparticulas medidos experimentalmente son analizados utilizando transfor-
madas de Fourier para identificar los procesos de scattering entre las bandas del
B-Bi,Pd. Comparando medidas de la estructura de bandas con nuestros resul-
tados de procesos de scattering, econtramos que la polarizaciéon de espin helical
de las bandas impide los procesos de scattering dentro de la propia banda. Sin
embargo, los procesos entre distintas bandas que conservan el espin si apare-
cen en nuestras medidas, demostrando la polarizacion de las bandas en nuestros
cristales de (3-Bi,Pd.

Figure 2: Interferencia de cuasiparticulas en 3-BiyPd. a) Superficie de 8-Bi,Pd medida
utilizando el STM. b) Mapa de las variacon de la densidad de estados en la misma zona.
¢) Ampliacion de la imédgen b), mostrando los patrones de interferencia de cuasiparticulas
como modulaciones alrededor de las impurezas.

En el siguiente capitulo, se estudia la distribucién espacial de la funcién de
onda de los estados YSR. Para ello, se evaporan 4tomos de vanadio sobre la su-
perficie de 5-Bi,Pd. Este metal de transicién induce tres estados YSR que se ex-
tienden varios nanémetros alrededor de la impureza, un fenémeno poco comun.
Examinando la forma de esta funciéon de onda, descubrimos que el vanadio se
acopla solamente con una de las bandas del 5-Bi,Pd. Esto se consigue com-
parando las medidas de interferencia de cuasiparticulas del capitulo anterior con
medidas de alta resolucién de los estados YSR. Los procesos de scattering de la
banda aparecen en la funcién de onda del estado YSR, lo que nos permite es-
tablecer una relacién entre la interferencia de cuasiparticulas y los estados YSR.
Ademés, el estudio de la funcién de onda s6lo nos muestra las propiedades de la
banda a la que se acopla el V, lo que nos permite proponer este tipo de medida
como un mecanismo para estudiar de manera aislada las bandas de materiales
superconductores con multiples bandas.
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Figure 3: Estados de YSR inducidos por el vanadio en la superficie de 5-Bi,Pd. a) Sefial
espectrscopica de los estados YSR. Cada uno de los picos +A, £B y +C representan
la presencia de un estado YSR. b) Funcién de onda de los estados YSR. Midiendo la
distribucién de la densidad de estados a la energia de los picos asociados a los YSR,
podemos medir la funcién de onda del estado YSR. En la imagen principal, los estados
YSR aparecen como cruces alrededor de las impurezas. En la imagen pequefia se muestra
la topografia de la zona. Los puntos blancos son d4tomos de vanadio.

El séptimo capitulo de esta Tesis se centra en las interacciones magnéticas
entre &tomos de manganeso y en cémo estas interacciones modifican la funcién
de onda de los estados YSR. En primer lugar, se evaporan atomos de Mn en la
superficie de 3-Bi,Pd. Utilizando puntas superconductoras, se caracterizan los
estados YSR en estos d&tomos, encontrando una gran variabilidad de valores que
es atribuida a la presencia de varios orbitales paramagnéticos degenerados. Una
vez se han caracterizado los atomos aislados, se utiliza la punta del STM para des-
plazar los atomos y formar dimeros en diferentes configuraciones. Analizando
los estados YSR en estos dimeros, se identifican las sefiales caracteristicas de
acople ferromagnético y antiferromagnético entre los 4&tomos que los constituyen.
Comparando los diferentes casos, se establece una relacion entre la distancia que
separa los 4tomos en el dimero y el tipo de acople que presenta. La segunda
parte de este capitulo se centra en estructuras mas complejas, construyendo dos
cadenas de atomos en distintas configuraciones para estudiar la evolucién de los
estados YSR en estos sistemas. Se observan dos comportamientos diferentes de-
pendiendo de la distancia entre 4&tomos en la cadena. En una de ellas los estados
YSR indican la formacién de orden antiferromagnético dentro de la cadena y un
comportamiento ligeramente diferente en los extremos. En el segundo caso se es-
tudia la evolucién de los estados YSR cuando la cadena esta formada por 5, 8, 11
y 13 dtomos. Los estados YSR de esta cadena evolucionan mostrando una mod-
ulacién de sus energias que se hace mas fuerte conforme aumenta la longitud de
la cadena, ademads de efectos diferentes en los bordes.

El octavo y altimo capitulo experimental de este trabajo estudia las excita-
ciones vibracionales de hidruros de vanadio utilizando puntas superconductoras.
Estos hidruros se forman en la superficie de 3-Bi,Pd durante la evaporacion de
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Figure 4: Construcciéon de una cadena de dtomos de Mn en 3-BiPd. De izquierda a
derecha y de arriba abajo, se muestran las distintas etapas de la construccién de una
cadena de dtomos. Los dtomos se van afiadiendo a los extremos utilizando la punta del
STM. Los ntimeros de los 4tomos representan su posicion en la cadena final.

vanadio. Los 4tomos acttian como catalizadores de la discociacién de hidrégeno
molecular presente en la cdimara de medida, quedando el hidrégeno atémico ad-
herido a los atomos de V. Utilizando el efecto isotépico, comparamos las vibra-
ciones de los hidruros con las de la especie deuterada para distinguir los modos
internos y externos de vibracién de la molécula. La alta resolucién obtenida con
puntas superconductoras nos permite detectar la rotura de una degeneraciéon en
moléculas que parecen rotadas, lo que nos ayuda a identificar los distintos mo-
dos rotacionales. En la tltima seccion se analiza la espectroscopia de los estados
YSR en estas moléculas, encontrando un comportamiento muy diferente al de los
atomos de V no hidrogenados.

Como idea principal de la Tesis, se extrae la conclusién de que los estados
YSR son una buena herramienta para caracterizar las propiedades de los super-
conductores y de las impurezas magnéticas. Con los resultados obtenidos en esta
Tesis se espera avanzar en el conocimiento de los estados YSR, y en particular,
los resultados obtenidos en los capitulos seis y siete establecen una metodologia
con la que estudiar superconductores e impurezas magnéticas, respectivamente.
De los experimentos realizados en este trabajo surgen propuestas para futuros
trabajos en los que se utilizard el concocimiento generado durante esta Tesis para
avanzar hacia el modelo de computacién cudntica predicho para los estado YSR.
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