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Topological phases in electronic structures contain a new type of topology, called fragile, which can
arise, for example, when an elementary band representation (atomic limit band) splits into a particular set of
bands. For the first time, we obtain a complete classification of the fragile topological phases, which can be
diagnosed by symmetry eigenvalues, to find an incredibly rich structure that far surpasses that of stable or
strong topological states. We find and enumerate hundreds of thousands of different fragile topological
phases diagnosed by symmetry eigenvalues, and we link the mathematical structure of these phases to that
of affine monoids in mathematics. Furthermore, for the first time, we predict and calculate (hundreds of
realistic) materials where fragile topological bands appear, and we showcase the very best ones.
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I. INTRODUCTION

Since the birth of topological insulators (TIs) [1–9],
researchers have found topological states of matter to be a
theoretically and experimentally versatile field where new
phenomena are uncovered every year [10–12]. From
topological semimetals [13–22] to topological crystalline
insulators with symmorphic and nonsymmorphic sym-
metries [23–29] to higher-order topological insulators
(HOTIs) [30–36], the field of topological electronic phases
of matter keeps evolving. As researchers steadily theoreti-
cally solve and experimentally find materials for several
topological phases, new further-unknown types of topo-
logical phases arise.
Recent substantial progress in the field has led to the

development of techniques [37–45] that can be used for a
high-throughput discovery of topological materials, the
beginning of which has been undertaken in Refs. [46–49].
Topological quantum chemistry (TQC) [37,40,41,50] and
the associated Bilbao Crystallographic Server (BCS)
[37,40,51] have provided a classification of all the atomic
limits—whose bases are the so-called elementary band

representations (EBRs)—that exist in the 230 nonmagnetic
space groups (SGs). TQC defines topological phases as the
phases not adiabatically continuable to a sum of EBRs.
This definition leads to different large series of topological
states. The first series includes the so-called eigenvalue-
stable (strong, weak, and crystalline) topological states,
whose characters at high symmetry points cannot be
expressed as a linear combination (sum or difference) of
characters of EBRs. These states have been fully classified,
and progress towards material high-throughput has been
made [37,38,43,44,46–48], with several partial catalogues
of topological materials that already existed. The second
series are the so-called fragile states of matter, which we
call eigenvalue fragile phases (EFPs); they cannot be
written purely as a sum of characters (traces of representa-
tions) of EBRs, but they can be written as sums and
differences of characters of EBRs. Last, there exist stable or
fragile states that are not characterized by characters or
irreducible representations (irreps); they are characterized
by the flow of Berry phases. These fragile phases currently
lack classifications, and they lack any material examples.
A schematic of the classifications is shown in Fig. 1.
Fragile states show up in the examples of TQC [37,56],

although their full potential has only been identified after
Refs. [38,42,54,55,57–62]. References [55–59] discovered
a small number of models of EFP by applying the methods
of TQC, but neither a general, complete (or even partial)
classification, nor any material examples for these phases,
is known. This fact leaves us in the unenviable situation of
being far from a theoretical understanding of a so-far purely
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theoretical phase of matter. In this work, we perform, for
the first time, three separate tasks. (1) We provide an
elegant, mathematical framework to fully classify and
diagnose all the EFPs. (2) We apply this formalism to
the spin-orbit-coupling (SOC) doubled groups with time-
reversal symmetry (TRS) and classify all the 340590 EFPs
that can exist—a much richer structure than in stable or
strong topological phases. (3) We provide examples of 100
fragile bands in different real materials, some of which are
extremely well isolated in energy from other bands. Our
framework is closely related to the mathematical theories of
polyhedra and affine monoids, bringing highly esoteric
mathematical concepts into real material structures. (See
the Appendix F for a mathematical definition.) Thus, we
call our method the polyhedron method. To underscore the
importance of fragile topology, the low-lying states of
twisted bilayer graphene (TBG), a wonder material engi-
neered of two twisted layers of graphene [63–68], are
predicted to exhibit a fragile topology [55,58,59,69,70].

II. EFPS IN VIEWPOINT OF TQC

To obtain the mathematical structure of EFPs, we first
review their definition from the viewpoint of TQC. A band
structure is partially indexed by its decomposition into irreps
at the high symmetry momenta [37–39]. Such a decom-
position is described by a “symmetry data vector,” where
entries give the multiplicities of the irreps in the decom-
position. To be specific, wewrite the symmetry data vector as

B ¼ ðm1K1
; m2K1

;…; m1K2
; m2K2

; � � �ÞT: ð1Þ

Here, K1, K2, � � � are a known set of sufficient high
symmetry momenta (maximal k-vectors in Ref. [40]),
and miK is the multiplicity of the ith irrep of the little
group at K. (Different maximal k-vectors can have different
irreps.) For example, for a one-dimensional system with
only inversion symmetry, the symmetry data vector is
written as B¼ðmþ0

;m−0
;mþπ

;m−π
Þ, where the four entries

represent the multiplicities of the inversion even (+) or odd
(-) irrep at k ¼ 0, π, respectively. The symmetry data vector
of a gapped band structure necessarily satisfies a set of rules
called “compatibility relations” (available for all SGs on the
BCS [37–41,51]), which dictate if a given band structure
can exist in the Brillouin zone (BZ). In the 1D example,
the compatibility relation is trivial, and it enforces an equal
band number at k ¼ 0, π: mþ0

þm−0
¼ mþπ

þm−π . We
always assume that the symmetry data vector satisfies the
compatibility relations. For the symmetry data to be
consistent with a trivial insulator, it should be induced
by local orbitals forming representations of the SG in real
space. Such trivial insulators are labeled as band repre-
sentations (BRs); their symmetry data vectors are defined
as “trivial.” The generators of BRs are the EBRs [71,72].
In the 1D example, there are four EBRs, induced by the

even (þ)/odd (−) orbital at x ¼ 0= 1
2
, respectively. They are

ebr1 ¼ ð1; 0; 1; 0ÞT , ebr2¼ð0;1;0;1ÞT , ebr3 ¼ ð1; 0; 0; 1ÞT ,
and ebr4 ¼ ð0; 1; 1; 0ÞT , respectively. In general, we can
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FIG. 1. The classification of topological bands, where the shaded area represents the contents of the present work. All the band
structures are classified into three categories: stable topological bands, fragile topological bands, and atomic (trivial) bands. The stable or
fragile topological bands are further classified into two subcategories: those indicated by symmetry eigenvalues and those not indicated
by symmetry eigenvalues. The atomic bands are also classified into two subcategories depending on whether the Wannier functions are
located at the positions of atoms. The topological states that are not eigenvalue indicated are usually identified by the Wilson loop
method [30,52–55], but the general framework to calculate their topological invariants is still unknown. The eigenvalue-indicated stable
topological states are classified by the TQC [37] and other theories [38,50]. The present work finishes the classification of EFPs.
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define the EBR matrix as EBR ¼ ðebr1; ebr2; � � �Þ, where
the ith column of the EBR matrix ebri is the ith EBR of the
corresponding SG. A symmetry data vector B is trivial if
and only if there exist p1; p2; � � � ∈ N (N stands for the non-
negative integers) such that B ¼ p1ebr1 þ p2ebr2 þ � � �, or,
equivalently,

∃p ¼ ðp1; p2;…ÞT ∈ NNEBR s:t: B ¼ EBR · p: ð2Þ

Here, NEBR is the number of EBRs in the SG. Crucially,
the EBRs may not be linearly independent: Given B, the
corresponding p may not be unique.
Because bands are only partially defined by symmetry

data vectors, not all trivial symmetry data vectors imply
trivial insulators (topological insulators in space group P1
have trivial symmetry data vectors). Hence, nontrivial
symmetry data are a sufficient but not necessary condition
for a band to be topologically nontrivial.
For any symmetry data vector B satisfying compatibility

relations, there always exists p ∈ QNEBR (rational number)
such that B ¼ EBR · p (for a proof, see Ref. [38] and also,
in more detail, Ref. [73]). Because of this property, non-
trivial symmetry data vectors can be further classified into
two cases, both included in the TQC formalism [37,42]:
(i) B cannot be written as an integer combination of EBRs
but can only be written as a fractional rational combination
of EBRs; (ii) B can be written as an integer combination of
EBRs, and at least one of the coefficients is necessarily
negative. Case (i) is characterized by topological indices—
symmetry-based indicators [38,44] or EBR equivalence
classes [37]—and implies robust topology [38,43,44]. Case
(ii), on the other hand, implies fragile topology [42,54–57],
and no classification, indices, or material examples are
known for it. We provide a full classification and 100
material examples below. A symmetry data vector in case
(ii) can be generally written as B ¼ P

i piebri −
P

j qjebrj,
with pi, qj ∈ N and piqi ¼ 0 for all i. (However, not all
vectors written in such a form represent fragile phases. For
example, if ebr1 þ ebr2 ¼ ebr3, then ebr3 − ebr2 ¼ ebr1 is
not fragile.) The topologically nontrivial restriction is that
B does not decompose to a sum of EBRs. Once coupled to
an atomic insulator BR

P
j qjebrj, the total band structure,

i.e.,
P

i piebri, represents a trivial symmetry data vector,
removing the topology imposed by symmetry eigenvalues;
thus, it is “fragile.”
We now introduce a convenient parametrization of the

symmetry data. We can always write the Smith decom-
position of the EBR matrix as EBR ¼ LΛR, with L
(correspondingly R) an NB × NB (correspondingly NEBR×
NEBR) unimodular integer matrices, NB the length of the
symmetry data vector, and Λ an NB × NEBR matrix with
diagonal integer entries Λij ¼ δijλi for i ¼ 1; 2 � � �NB,
j ¼ 1; 2 � � �NEBR, where λi > 0 for r ¼ 1 � � � r and
λi¼0 for i>r, with r the EBR matrix rank (Appendix A).

For B ¼ EBR · p, for some p ∈ QNEBR , we can equivalently
write the symmetry data vector as

Bi ¼
Xr
j¼1

Lijλjyj; ð3Þ

where y is defined as yj ¼ ðRpÞj (j ¼ 1 � � � r). While, in
general, the map from p to y is many-to-one mapping
due to linear dependence of EBRs, the map from y to B is
one-to-one mapping: If y and y0 map to the same B,
(
P

j Lijλjyj ¼
P

j Lijλjy0j), multiplying L−1 on both sides
gives y ¼ y0. Table S1 in Ref. [74] tabulates the para-
metrizations in all SGs.
As the symmetry data vector B entries represent the

multiplicities of the irreps, they should be integer non-
negative valued for any physical band structure, a condition
which is not automatically guaranteed by the parametriza-
tion in Eq. (3). What conditions should the y vector satisfy
so that B is (1) non-negative (zero and strictly positive) and
(2) an integer? For condition (2), since the L matrix is
unimodular, B is an integer vector iff λiyi (i ¼ 1 � � � r) are
all integers, or yi ¼ ci=λi, where ci ¼ ðL−1BÞi ∈ Z. For the
trivial and the nontrivial fragile [case (ii)] symmetry data
vectors, both of which can be written as integer combina-
tions of EBRs, p∈ZNEBR , the corresponding yi¼ðRpÞi
vector must be an integer. A fractional y, where ci≠0modλi
for some i, corresponds to a symmetry data vector B in
the nontrivial case (i). In fact, ci ¼ ðL−1BÞi mod λi are the
symmetry-based indicators [38,43,44] or, equivalently, the
distinct EBR equivalence classes of Ref. [37]. In this
article, we take the y vector to always be an integer and
consider trivial and nontrivial fragile [case (ii)] symmetry
data vectors B.
All the EFPs [nontrivial case (ii)] have trivial symmetry-

based indicators. Instead, the EFPs are diagnosed by the
fragile indices. We prove that all band structures with time-
reversal symmetry and SOC have only two kinds of fragile
indices: a Z2 type (modulo 2) and an inequality type
(Appendix C). We give examples of both of these cases.

III. EXAMPLES OF FRAGILE INDICES

A. Example of Z2-type fragile indices

We consider SG 199 (I213). SG 199 has three EBRs, as
shown in Fig. 2. Note that ebr1 and ebr3 split into
disconnected branches. According to Ref. [37], in each
of the split EBRs, at least one branch is topological. For
example, the upper branch in ebr1 is not an EBR and hence
must be topological. Since it can be written as ebr3 − ebr2,
it at least has a fragile topology.
Now, we apply a complete analysis on the EFPs in SG

199. Since there are only three EBRs, the EBR matrix has
three columns. Arranging the irreps in the order Γ̄5, Γ̄6Γ̄7,
H̄5, H̄6H̄7, P̄4, P̄5, P̄6, P̄7, we can write the EBR matrix as
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EBR ¼

0
BBBBBBBBBBBBB@

0 2 2

2 1 2

0 2 2

2 1 2

2 0 1

0 1 1

0 1 1

2 2 3

1
CCCCCCCCCCCCCA

: ð4Þ

Here, we have omitted the N point because N has only one
type of irrep. The Smith decomposition of the EBR ¼ LΛR
matrix is

0
BBBBBBBBBBBBB@

2 0 1 0 0 0 0 0

−1 1 0 0 0 0 0 0

2 0 0 1 0 0 0 0

−1 1 0 0 1 0 0 0

−2 1 0 0 0 1 0 0

1 0 0 0 0 0 1 0

1 0 0 0 0 0 0 1

0 1 0 0 0 0 0 0

1
CCCCCCCCCCCCCA

0
BBBBBBBBBBBBB@

1 0 0

0 1 0

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

1
CCCCCCCCCCCCCA

×

0
B@

0 1 1

2 2 3

−1 −1 −1

1
CA: ð5Þ

The Λ matrix has only two nonzero elements, meaning
r ¼ 2, so the symmetry data are parametrized by a two-
component integer vector y ¼ ðy1; y2ÞT. From Eq. (3), the
symmetry data vector is then given by

B ¼ ð2y1;−y1 þ y2; 2y1;−y1 þ y2;−2y1 þ y2; y1; y1; y2ÞT:
ð6Þ

To ensure B ≥ 0, the y vector should satisfy y2 ≥ 2y1 ≥ 0.
Therefore, the physical symmetry data vectors, i.e., B’s,
belong to the set of integer points Ȳ in the 2D cone (open
triangle), Y ¼ fy ∈ R2jy2 ≥ 2y1 ≥ 0g, defined as

Ȳ ¼ Z2 ∩ Y ¼ fy ∈ Z2jy2 ≥ 2y1 ≥ 0g ð7Þ

and shown in Fig. 3(a). The trivial symmetry data vectors can
bewritten as sums of EBRs, i.e.,B ¼ EBR · p forp ∈ NNEBR.
They are represented by the y vectors belonging to

X̄ ¼ fy ∈ Zrjyi ¼ ðRpÞip ∈ NNEBRg: ð8Þ

(a) (b)

FIG. 2. (a) BZ of SG 199 (I213). (b) The EBRs of SG 199. The dots and lines represent high symmetry points and the high symmetry
lines connecting the high symmetry points, respectively. The symbols of the irreps, e.g., Γ6Γ7, are defined on the REPRESENTATIONS DSG

tool of the BCS [37,40,51].

(a)

y
1

y
1

y
2

y
2

(b)

FIG. 3. (a) EFPs in SG 199 (I213). The shaded area represents
the cone Y, the black points represent the trivial points in Ȳ, the
red points represent the EFPs, and the grey points correspond to
unphysical symmetry data. The three bold vectors ð0; 2ÞT ,
ð1; 2ÞT , ð1; 3ÞT are the generators of trivial points. (b) The Hilbert
bases of Ȳ. The two bold vectors, i.e., ð0; 1ÞT , ð1; 2ÞT , generate all
the points in Ȳ. Here, ð0; 1ÞT is nontrivial and corresponds to a
fragile root, and ð1; 2ÞT is trivial and corresponds to an EBR.
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In the case of Eq. (5), we can write the trivial points as

X̄ ¼ fp1ð0; 2ÞT þ p2ð1; 2ÞT þ p3ð1; 3ÞT jp1;2;3 ∈ Ng; ð9Þ
i.e., the black points in Fig. 3(a), generated by non-negativep
combinations of the three vectors ð0; 2ÞT , ð1; 2ÞT , ð1; 3ÞT .
One can find that ð0; 2ÞT , ð1; 2ÞT , ð1; 3ÞT correspond to the
ebr1, ebr2, and ebr3 shown in Fig. 2, respectively. We deduce
that the nontrivial fragile symmetry data vectors, or the EFPs,
are represented by the points in Ȳ − X̄; these are the red points
in Fig. 3(a).
We provide the explicit index for EFPs in SG 199.

Consider the subset y1 ¼ 0 of Ȳ. Only one generator, i.e.,
ð0; 2ÞT , satisfies this constraint. All the trivial points in
the y1 ¼ 0 subset of Ȳ are generated by it. The points
ð0; 2pþ 1ÞT (p ∈ N) cannot be reached by non-negative
combinations p of EBRs and are nontrivial (fragile). Thus,
one fragile criterion of SG 199 is given by

y1 ¼ 0; and y2 ¼ 1 mod 2; ð10Þ
where y2 mod 2 is theZ2 index and y1 ¼ 0 is the condition
for the EFP to be diagnosable. Are there any other fragile
indices (for other points in Ȳ)? For y2 even (remembering
y2 ≥ 2y1), we can rewrite y as y ¼ y1ð1; 2ÞT þ ð1

2
y2 −

y1Þð0; 2ÞT and reach all points in this subspace of Ȳ; for
y2 odd and y1 ≥ 1, Eq. (7) implies y2 ≥ 2y1 þ 1, and we
can rewrite y as y ¼ ð1; 3ÞT þ ðy1 − 1Þð1; 2ÞT þ ð1

2
y2 − 1

2
−

y1Þð0; 2ÞT and reach all points in this subspace of Ȳ. In both
cases, we find that the points are trivial. Hence, only y2 odd
and y1 ¼ 0 are fragile, and Eq. (10) is the only fragile index
in SG 199. In Fig. 3, we present a diagrammatic illustration
of the points in Ȳ and points in X̄, from which one
immediately obtains Eq. (10). A (Hilbert) basis for all
points in Ȳ will be provided later.

B. Example of inequality-type fragile indices

We consider SG 70 (Fddd). The Smith decomposition of
the EBR ¼ LΛR matrix is
0
BBBBBB@

−2 −1 −1 0 1

2 3 1 0 0

0 1 0 0 1

−1 2 0 0 0

1 0 0 1 0

1
CCCCCCA

0
BBBBBB@

1 0 0 0 0

0 1 0 0 0

0 0 4 0 0

0 0 0 0 0

0 0 0 0 0

1
CCCCCCA

×

0
BBBBBB@

1 1 3 3 1

1 2 2 2 2

−1 −2 −2 −3 −1
0 0 0 0 1

0 0 1 0 0

1
CCCCCCA
; ð11Þ

where the corresponding TRS and double-group irreps are
Γ̄5, Γ̄6, T̄3T̄4, L̄2L̄2, L̄3L̄3, respectively. Irreps at the

maximal k-vectors Y and Z (not shown) are determined
by the irreps at Γ using TRS and compatibility relations
(see Refs. [37–41,51]).
The Λ matrix has only three nonzero elements

(r ¼ 3), so the symmetry data are parametrized by a
three-component integer vector y ¼ ðy1; y2; y3ÞT. By
requiring the symmetry data vector B ≥ 0, we obtain a
set of inequalities for y defining a 3D cone

Y ¼ fy ∈ R3j2y2 ≥ y1 ≥ 0;−2y1
− y2 ≥ 4y3 ≥ −2y1 − 3y2g: ð12Þ

The physical symmetry data vectors B’s are represented by
integer points in Y, i.e., Ȳ ¼ Z3 ∩ Y. Each inequality in
Eq. (12) specifies a plane in R3: The plane separates the
points that do or do not satisfy the inequality. The cone Y is
cut out by four such planes specified by the four inequal-
ities in Eq. (12). As shown in Eq. (3a), these planes cross
each other at four rays contained in this cone. We obtain
the directions of the four rays as r1 ¼ ð0; 4;−1ÞT , r2 ¼
ð0; 4;−3ÞT , r3 ¼ ð8; 4;−7ÞT , r4 ¼ ð8; 4;−5ÞT . For exam-
ple, the planes y1 ¼ 0 and −2y1 − y2 ¼ 4y3 intersect each
other on the line t · r1, t ∈ R; the planes y1 ¼ 0 and 2y2 ¼
y1 intersect on the line t · ð0; 0; 1Þ, t ∈ R, which (except for
t ¼ 0, a point that is already included in the other ray t · r1)
does not satisfy the second inequality in Eq. (12), and hence
does not provide a separate ray.
The trivial points in Y (and Ȳ) are given by Eq. (8). For

simplicity, we first consider points in the cone,

X ¼ fy ∈ Rrjyi ¼ ðRpÞip ∈ RNEBRþ g: ð13Þ

In the general case, Zr ∩ X is a superset of X̄ (their
difference being the noninteger p > 0, such that
y ∈ Zr). Because of the definition of X, and since r ¼ 3
in Eq. (13) for SG 70, it seems that (the first three rows of)
each column of R corresponds to a generator of X.
However, in Eq. (11), (the first three rows of) the first
column of R, i.e., ð1; 1;−1ÞT , can be spanned by the second
and third columns as 1

4
ð1; 2;−2ÞT þ 1

4
ð3; 2;−2ÞT ; thus, X is

generated by the last four columns of R. (There exists a
linear dependence between the four vectors defined by the
first three rows of each of the last four columns of R, but it
involves negative coefficients; hence, the vectors are
linearly independent in X.) As shown in Fig. 4(a), each
of the four generators corresponds to a ray of X:
r01 ¼ ð2; 4;−2ÞT , r02 ¼ ð2; 4;−4ÞT , r03 ¼ ð6; 4;−6ÞT , r04 ¼
ð6; 4;−4ÞT [the rays are chosen as twice the generators for
aesthetical purposes in Fig. 4(a)]. Using elementary vector
algebra, as explained in Appendix B, one finds the inequal-
ities defining X,

X ¼ fy ∈ R3j3y2 ≥ 2y1 ≥ y2;−2y1
− y2 ≥ 4y3 ≥ −2y1 − 3y2g: ð14Þ
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Illustrated in Fig. 4(a), X is, as it should be, a subset of Y.
The first (last) two defining inequalities of X are tighter
than (identical to) the first (last) two of Y, respectively. For
a point in Y to be outside the trivial X, at least one of the
first two inequalities of X should be violated, i.e.,

2y1 − 3y2 > 0 or y2 − 2y1 > 0: ð15Þ
Equation (15) gives two inequality-type fragile indices for
SG 70, which can also be obtained in a diagrammatic
method. From Fig. 4(a), we see that the boundaries
separating X and Y, i.e., Or01r

0
2 and Or03r

0
4, are parallel

to the y3 axis, whereO stands for the origin. (Notice that all
r1 − r2; r3 − r4, r01 − r02; r

0
3 − r04 are parallel to y3.) We

project the cones to the y1y2 plane to obtain Fig. 4(b),
from which we immediately obtain Eq. (15).
Since, in general, Zr ∩ X is a superset of X̄, in principle,

there can be nontrivial points in Zr ∩ X − X̄. For example,
for SG 199, X [defined by Eq. (13)] is spanned by the rays
ð0; 1ÞT and ð1; 2ÞT and is hence identical to Y [Fig. 4(a)].
Thus, Eq. (10) identifies points in Z2 ∩ X − X̄. However,
for SG 70, there is no such point in Z3 ∩ X − X̄. We verify
this case by explicitly listing the integer points in X and by
applying a general technique that we introduce in
Appendix C to calculate Zr ∩ X − X̄.

IV. POLYHEDRON METHOD

We have outlined the polyhedron method through the
two previous examples. Now, we summarize its general
principle.

A. Polyhedron description of symmetry data vectors

In Eq. (3), we parametrized the symmetry data as
B ¼ P

jðLΛÞjyj, where ðLΛÞj represents the jth column
of ðLΛÞ. Now, we define a polyhedral cone as

Y ¼
�
y ∈ Rrj

X
j

ðLΛÞjyj ≥ 0

�
: ð16Þ

The physical symmetry data vectors B ∈ N are faith-
fully represented by integer points Ȳ ¼ Zr ∩ Y. Using
Theorem 4 in Appendix F, Y can be represented by its
rays and lines as

Y ¼ fRay · pþ Line · qjp ∈ Rmþ; q ∈ Rng; ð17Þ

where Ray ¼ ðRay1;Ray2; � � �Þ is an r ×m matrix and
Line ¼ ðLine1;Line2; � � �Þ is an r × n matrix. The differ-
ence between rays and lines is that rays have directions but
lines do not. Correspondingly, the coefficients on rays
(pi’s) are non-negative, but the coefficients on lines (qj’s)
can be either non-negative or negative. For example, in
Fig. 3, Y has two rays, ð0; 1ÞT and ð1; 2ÞT , but no lines.
A polyhedral cone is called pointed if it does not contain
lines. Now, we show that, for any space group, Y is a
pointed polyhedral cone. Choosing p ¼ 0 and arbitrary q,
due to Eq. (16), we have LΛ∶;1∶rLine · q ≥ 0, as well as
LΛ∶;1∶rLine · q ≤ 0 since we can replace q with −q, and
thus ∀ q ∈ Rn, LΛ∶;1∶rLine · q ¼ 0. As LΛ∶;1∶r is a rank-r
matrix, there must be Line ¼ 0. In this paper, Eq. (16) is
called the H-representation of polyhedron, and Eq. (17) is
called the V-representation. The algorithm to determine the
V-representation from the H-representation and vice versa
is available in many mathematics packages such as the
SageMath package [75].
The trivial B vectors, which decompose into positive

sums of EBRs, are given as X̄ [Eq. (8)]. Note that X̄ is a
subset of Ȳ; thus, fragile symmetry data vectors are
generated from points in Ȳ − X̄. To classify them, we
introduce an auxiliary polyhedral cone X [Eq. (13)], which
can be thought of as an extension of X̄ to allow non-
negative real (not only integer) combination coefficients pi.
The nontrivial points can then be divided into two parts:
Ȳ − Zr ∩ X andZr ∩ X − X̄. Points in Ȳ − Zr ∩ X ¼ Zr ∩
ðY − XÞ correspond to symmetry data vectors B that cannot
be written as non-negative combinations of the EBRs, even
if the combination coefficients pi are allowed to be rational
numbers. Points in Zr ∩ X − X̄, on the other hand, corre-
spond to symmetry data that can be written as non-negative
rational combinations of EBRs but cannot be written as
non-negative integer combinations of EBRs. (Refer to
Appendix B 1 for more examples of X and Y.)
Points in Zr ∩ ðY − XÞ are outside X and therefore

violate the inequalities of X. Thus, in general, points in
Zr ∩ ðY − XÞ are diagnosed by the inequality-type indices,
as in SG 70. On the other hand, points in Zr ∩ X − X̄ are
always near the boundary of X and are diagnosed by the
Z2-type indices. In the following, we discuss these two
types of indices in detail.

B. Inequality-type fragile indices

Now, let us work out the inequality-type fragile criteria
for Zr ∩ ðY − XÞ. First, we assume the H-representation

y
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1
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r
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r
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r
4

r
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FIG. 4. (a) The cones Y and X for SG 70 (Fddd). The blue and
yellow regions represent Y and X, respectively. The ray vectors
for Y=X are r1;2;3;4=r01;2;3;4, respectively, given in the main text.
(b) The projections of Y and X in the y1y2 plane. The black points
correspond to trivial symmetry data vectors B, the red points
correspond to EFPs, and the grey points are unphysical.

SONG, ELCORO, XU, REGNAULT, and BERNEVIG PHYS. REV. X 10, 031001 (2020)

031001-6



of X as X ¼ fy ∈ RrjAy ≥ 0; Bx ¼ 0g, where A ∈
Qn×r B ∈ Qm×r, r is the rank of EBR, and n, m are some
positive integers. (See Theorem 4 for the general form
of the H-representation.) Now, we show that B must be
zero. Since the first r row of R has the rank r, X is an
r-dimensional object. The presence of nonzero B implies
constraints on the points in X and hence a lower dimension
of X. Thus, B has to be zero, and the H-representation of X
can always be written as

X ¼ fx ∈ RrjAx ≥ 0g: ð18Þ

For a point y in Zr ∩ ðY − XÞ, there should be some row in
A, denoted as a, such that ay < 0, so y ∉ X. Therefore, in
principle, each row of A gives an inequality-type fragile
index −ay, and −ay > 0 implies the fragile phase. One
needs to check whether ay < 0 is allowed in Y: If it is not
allowed, there is no need to introduce the corresponding
fragile index. The method (with an example) to remove
such unallowed criteria is given in Appendix C 1.

C. Z2-type fragile indices

As proved in Appendix C, points in Zr ∩ X − X̄ are
always near the boundary of X—the distances from these
points to the boundary are always 0 or 1—and thus belong
to some lower-dimensional subpolyhedron of X. Integer
sums [per Eq. (8)] of the generators of X̄ belonging to
this lower-dimensional subspace may not reach every
integer point in this subspace. For example, in SG 199,
all the points in Zr ∩ X − X̄ also belong to the subcone
fy ∈ Z2jy1 ¼ 0; y2 ≥ 0g. The only X̄ generator in this
subcone is ð0; 2ÞT . Thus, ð0; y2Þ cannot be generated if
y2 is odd, and Zr ∩ X − X̄ ¼ fy ∈ Z2jy1 ¼ 0; y2 ≥ 0;
y2 mod 2 ¼ 1g. As detailed in Appendix C, points in Zr ∩
X − X̄ can always be characterized by the decomposition
coefficients of the X̄ generators that are restricted in some
lower-dimensional subspace. If these coefficients are frac-
tional, the corresponding symmetry data vectors B are
nontrivial. Because of these fractional coefficients, in
principle, such a diagnosis involves the modulo operation
[see Eq. (10)]. We find that only the modulo 2 operation is
involved [see Eq. (10)], and we call these indices Z2-type
indices.

D. Fragile indices in all SGs

In Table I, we summarize the numbers of inequality-type
and Z2-type indices in all SGs; in Table S2 of Ref. [74], we
explicitly tabulate all the fragile indices.
The mathematics of EFPs is much richer than that of

robust topology. The latter usually forms a group. For
example, in the absence of TRS, according to the Chern
number, the band insulators form an additive group Z
[76–78]; in the presence of TRS (and without any other
symmetries), according to the Z2 invariant, the band

insulators form a Z2 group [1–3]. However, neither Ȳ
nor X̄ form a group. Instead, Ȳ and X̄ are semigroups: A
general element, except the identity, does not have an
inverse. To be specific, both Ȳ and X̄ can be written as
M ¼ fr1p1 þ r2p2 þ � � � rnpnjp1 � � �pn ∈ Ng, for some n,
and r1p1 þ r2p2 þ � � � rnpn ¼ 0 ⇒ p ¼ 0, where ri’s are
the generators that are no longer constrained to be the
columns of R. (See Appendix B for the proof that Ȳ can be
written in this form.) For example, in SG 199, Ȳ can be
written as fp1ð0; 1ÞT þ p2ð1; 2ÞT jp1;2 ∈ Ng (see Fig. 3).
Here,M is a positive affine monoid in mathematics, and we
make use of monoid properties to obtain the EFP roots.

V. EFP ROOTS

We find that the EFPs and the trivial states are always
generated by a finite set of generators. [Ȳ in SG 199 is
generated by ð0; 1ÞT and ð1; 2ÞT ; see Fig. 3(b)]. We call the
nontrivial states in the generators of Ȳ the EFP roots.
(Trivial states in the generators of Ȳ are EBRs.) By
definition, an EFP can always be written as a sum of
EFP roots plus some EBRs. Thus, the EFP roots can be
thought of as the nonredundant representatives of the EFPs.
We worked out all the EFP roots in all SGs in the presence
of the TRS and the SOC, as tabulated in Table S3 of
Ref. [74]. The numbers of EFP roots in all SGs are
summarized in Table I. As discussed in Appendix B, as
a positive affine monoid, Ȳ is generated by the Hilbert
bases: All of the elements Ȳ can be written as a sum of
Hilbert bases with positive coefficients, and none of the
Hilbert bases can be written as a sum of other elements with
positive coefficients. The Hilbert bases form a unique
minimal set of generators of Ȳ. For a given SG, we first
calculate the Hilbert bases and then identify the topological
nontrivial ones as the EFP roots. There are two commonly
used algorithms to get the Hilbert bases—the Normaliz
algorithm [79] and the Hemmecke algorithm [80]. In this
work, we mainly use the Hemmecke algorithm. In Table I,
we tabulate the numbers of EBRs and EFP roots in the
Hilbert bases in all SGs.
We now present some examples of the roots for two

known fragile phases. First, we look at the SG 2 (P1̄). Here,
Γ, R, T, U, V, X, Y, and Z stand for the TRS momenta
(0,0,0), ðπ; π; πÞ, ð0; π; πÞ, ðπ; 0; πÞ, ðπ; π; 0Þ, ðπ; 0; 0Þ,
ð0; π; 0Þ, and ð0; 0; πÞ, respectively. We find 1136 EFP
roots in SG 2 (Table I). (We finally find that, upon
coordinate rotation and gauge transformation, only three
fragile roots are independent. See Table S8 of the supple-
mental material of Ref. [73].) Two of the roots are given by

2Γ̄2Γ̄2 þ 2R̄3R̄3 þ 2T̄3T̄3 þ 2Ū3Ū3

þ 2V̄3V̄3 þ 2X̄3X̄3 þ 2Ȳ3Ȳ3 þ 2Z̄2Z̄2 ð19Þ

and
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4Γ̄2Γ̄2 þ 4R̄3R̄3 þ 4T̄3T̄3 þ 4Ū3Ū3

þ 4V̄3V̄3 þ 4X̄3X̄3 þ 4Ȳ3Ȳ3 þ 4Z̄3Z̄3: ð20Þ

The subscript 2 (3) means that the corresponding Kramer
pair is odd (even) under inversion. Because of the Fu-Kane
formula [81], Eq. (19) is the double of a centrosymmetric
weak TI with the index ð0; 001Þ. In Ref. [82], it has been
shown that the double of a 2D centrosymmetric TI remains
nontrivial since its entanglement spectrum is gapless.
Equation (19) can be thought of as a stacking of centro-
symmetric double 2D TIs in the 001 direction. On the other
hand, Eq. (20) is 4 times a 3D centrosymmetric TI. In
Refs. [32,35,43,44], it was shown that the double of a 3D
centrosymmetric TI is an inversion-protected topological
crystalline insulator HOTI. Equation (20) shows that the
double of a HOTI is a fragile phase.
Second, we look at SG 183 (P6mm)—the SG of gra-

phene.As discussed inRefs. [55–58], in the presence ofC2T
symmetry [ðC2TÞ2 ¼ 1], a two-band system can host a

fragile topology, and the topological invariant is given as
the two-band Wilson loop winding. References [55–57]
have made use of TQC and similar methods to analyze the
fragile phases in graphene. We relate the analysis of
Refs. [55,56] to our classification in which SG 183 has
only three EFP roots: Γ̄7 þ K̄6 þ M̄5, Γ̄8 þ K̄4 þ K̄5 þ M̄5,
and Γ̄9 þ K̄4 þ K̄5 þ M̄5. Here, Γ, K, and M stand for the
high symmetry momenta (0,0,0), ½ð2π=3Þ; ð2π=3Þ; 0�, and
ðπ; 0; 0Þ, respectively. Because of compatibility relations,
the irreps in the kz ¼ π plane are completely determined by
the irreps in the kz ¼ 0 plane. The irreps are defined in
Table II. For the first root, theC3 representationmatrices atΓ
andK can bewritten as−σ0 and e−iðπ=3Þσz , respectively. And,
for the second and third roots, theC3 representationmatrices
at Γ and K can be written as e−iðπ=3Þσz and −σ0, respectively.
Because of the correspondence betweenC3 eigenvalues and
Wilson loop winding in Refs. [55,56], one can find that the
Wilson loop winding in all three cases is 3n� 1 for n some
integer, showing the topological nature of the state.

TABLE I. Sizes of Hilbert bases and numbers of fragile indices in SGs with time-reversal symmetry and significant SOC. SGs that do
not have fragile indices are not tabulated. Here, “r” represents the rank of the EBR matrix. The terms “ebr” and “root” represent the
numbers of EBRs and fragile roots in the Hilbert bases of Ȳ, respectively, and, “ieq” and “Z2” represent the numbers of inequality-type
indices and Z2-type indices, respectively.

Basis Index Basis Index Basis Index Basis Index

r SG ebr Root ieq Z2 r SG ebr Root ieq Z2 r SG ebr Root ieq Z2 r SG ebr Root ieq Z2

2 199 1 1 0 1 4 218 2 6 6 0 6 69 10 52 24 0 8 148 8 140 24 0
208 1 1 0 1 219 2 6 6 0 71 10 132 28 0 166 8 140 24 0
210 1 1 0 1 220 5 5 4 4 85 10 16 24 0 193 9 975 30 24
214 1 1 0 1 5 11 9 8 8 0 125 10 16 24 0 200 8 64 24 0

3 70 5 10 2 0 13 9 8 8 0 129 10 16 24 0 224 11 90 40 0
150 2 2 1 3 14 8 8 8 0 132 10 92 24 0 226 11 334 28 0
157 2 2 1 3 15 9 60 12 0 163 8 68 12 4 227 13 464 26 0
159 4 2 1 1 49 9 8 8 0 165 6 40 12 12 9 2 16 1136 240 0
173 4 2 1 1 51 9 8 8 0 190 9 51 10 0 10 16 1136 240 0
182 4 2 1 1 53 8 8 8 0 201 10 8 12 0 47 16 1136 240 0
185 2 2 1 3 55 8 8 8 0 203 10 84 16 0 87 14 1188 56 0
186 4 2 1 1 58 8 8 8 0 205 8 6 2 0 139 14 1188 56 0

4 63 7 4 4 0 66 9 60 12 0 206 8 13 4 4 147 8 668 56 16
64 6 4 4 0 67 9 8 8 0 215 5 16 16 0 162 8 668 56 16
72 7 4 4 0 74 9 60 12 0 216 9 36 14 0 164 8 668 56 16

121 6 4 4 0 81 8 8 8 0 222 7 22 12 0 176 12 3070 54 0
126 6 8 4 0 82 8 8 8 0 7 12 12 224 56 0 192 11 723 30 24
130 7 8 4 0 86 8 16 8 0 65 12 224 56 0 194 12 3070 54 0
135 7 8 4 0 88 8 78 12 0 84 12 700 56 0 10 174 15 615 108 0
137 6 8 4 0 111 8 8 8 0 128 11 128 12 0 187 15 615 108 0
138 7 8 4 0 115 8 8 8 0 131 12 700 56 0 11 225 14 3208 34 0
143 6 6 3 5 119 8 8 8 0 140 12 220 24 0 229 14 868 88 0
149 6 6 3 5 134 8 16 8 0 188 12 102 18 28 13 83 20 58840 240 0
156 6 6 3 5 136 8 44 12 0 189 10 49 20 0 123 20 58840 240 0
158 6 6 3 5 141 8 78 12 0 202 8 48 12 0 14 175 17 72598 228 0
168 3 3 2 3 167 6 10 4 0 204 8 24 16 0 191 17 72598 228 0
177 3 3 2 3 217 3 8 8 0 223 4 57 28 16 221 20 51308 116 0
183 3 3 2 3 228 5 7 8 4 8 124 14 252 24 0
184 3 3 2 3 230 5 19 4 4 127 12 328 24 0
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VI. MATERIALS

Armed with our new complete classification, we set out
to discover examples of topological bands in existing
materials. This task is particularly challenging, as one
recent catalogue of high-throughput topological materials
[46] searched and found that no materials are topologically
fragile at the Fermi level due to the fact that there are
usually enough occupied EBR to turn any fragile set of
bands into trivial ones. Hence, we have to settle for finding
fragile sets of bands hopefully close to the Fermi level.
We have performed thousands of ab initio calculations
and have produced a list of 100 good materials that
exhibit fragile topological bands close to the Fermi level
(Table III). We showcase some of them in Fig. 5: CsAu3S2,

TABLE II. Character tables of irreps at high symmetry mo-
menta in SG P6mm (with TRS). The little co-groups at Γ, K, and
M are C6v, C3v, and C2v respectively. Here, C6, C3, C2 represent
the sixfold, threefold, and twofold rotations, and σd and σv
represent the two classes of mirrors.

Γ̄7 Γ̄8 Γ̄9 K̄4 K̄5 K̄6 M̄5

E 2 2 2 E 1 1 2 E 2
2C6 0 −

ffiffiffi
3

p ffiffiffi
3

p
2C3 −1 −1 1 C2 0

2C3 −2 1 1 3σv −i i 0 σd 0
C2 0 0 0 σv 0
3σd 0 0 0
3σv 0 0 0

TABLE III. Fragile bands in materials. In the first three columns, we tabulate the chemical formulas, the space group numbers, and the
ICSD numbers of the materials. The fourth column gives the number of fragile branches in the band structure of the corresponding
material. In the fifth to tenth columns, the information of the fragile branch closest to the Fermi level is tabulated. The column “Bands”
gives the band indices of the fragile branch. Here, we refer to the highest occupied band as the zeroth band and the lowest empty band as
the first band, etc. The column “Irreps” gives the irreps formed by the fragile bands at high symmetry momenta. The column Δl (Δu) is
the indirect gap between the fragile bands and the lower (upper) bands, and Δ0

l (Δ0
u) is the direct gap between the fragile bands and the

lower (upper) bands.

Formula SG ICSD NF Bands Irreps Δl (eV) Δu (eV) Δ0
l (eV) Δ0

u (eV)

CsðAu3S2Þ 164 82540 2 −3–0 Ā4Ā5 þ Ā8 þ Γ̄4Γ̄5 þ Γ̄8 þ H̄4H̄5 þ H̄6 þ
K̄4K̄5 þ K̄6 þ 2L̄5L̄6 þ 2M̄5M̄6

0.0946 1.7424 0.0946 1.7424

RbNiF3 194 15090 3 −3–4 Ā4Ā5 þ Ā6 þ 2Γ̄10 þ Γ̄11 þ Γ̄12 þ 2H̄8 þ 2H̄9 þ
2K̄8 þ 2K̄9 þ 2L̄3L̄4 þ 4M̄6

0.1416 0.0121 0.2149 0.0336

Rb6Ni6F18 194 410391 1 −3–4 Ā4Ā5 þ Ā6 þ 2Γ̄10 þ Γ̄11 þ Γ̄12 þ 2H̄8 þ 2H̄9 þ
2K̄8 þ 2K̄9 þ 2L̄3L̄4 þ 4M̄6

0.1561 0.012 0.2329 0.0121

Bi2ðRu2O7Þ 227 166566 2 −15–0 Γ̄6 þ Γ̄7 þ 3Γ̄10 þ 4X̄5 þ 3L̄6L̄7 þ 5L̄9 þ
2W̄3W̄4 þ 2W̄5W̄6 þ 4W̄7

0.5048 0.0065 0.771 0.0865

Bi2O3 164 186365 1 1–2 Ā8 þ Γ̄8 þ H̄4H̄5 þ K̄4K̄5 þ L̄3L̄4 þ M̄3M̄4 0.4934 0.0 1.1165 0.2286
Pb4Se4 225 238502 1 −3–0 Γ̄11 þ X̄8 þ X̄9 þ L̄4L̄5 þ L̄9 þ 2W̄7 0.0 0.3062 0.2209 0.3085
PbSe 225 248492 1 −3–0 Γ̄11 þ X̄8 þ X̄9 þ L̄4L̄5 þ L̄9 þ 2W̄7 0.0 0.224 0.2056 0.224
PbSe 225 62195 1 −3–0 Γ̄11 þ X̄8 þ X̄9 þ L̄6L̄7 þ L̄8 þ 2W̄6 0.0 0.1305 0.212 0.1305
BiScO3 221 181115 1 −15–0 Γ̄8 þ Γ̄9 þ 3Γ̄11 þ 2R̄9 þ 3R̄11 þ 3M̄6 þ 3M̄7 þ

2M̄8 þ 3X̄6 þ 3X̄7 þ X̄8 þ X̄9

0.0 0.6693 0.1211 0.8368

Ge 227 44841 1 −3–4 Γ̄8 þ Γ̄9 þ Γ̄10 þ 2X̄5 þ L̄4L̄5 þ L̄8 þ 2L̄9 þ
W̄3W̄4 þ W̄5W̄6 þ 2W̄7

0.0 0.0 0.2548 0.0874

MgCl2 166 26157 1 −3–0 Γ̄6Γ̄7 þ Γ̄9 þ T̄6T̄7 þ T̄9 þ 2F̄3F̄4 þ 2L̄3L̄4 0.0 5.9915 0.085 6.1919
LiCdAs 216 609966 2 −1–2 Γ̄8 þ 2X̄7 þ L̄4L̄5 þ L̄6 þ 2W̄6 þ W̄7 þ W̄8 0.0 0.0 0.1502 0.0849
Bi2ðRu2O7Þ 227 161102 2 −15–0 Γ̄6 þ Γ̄7 þ 3Γ̄10 þ 4X̄5 þ 3L̄4L̄5 þ 5L̄8 þ

2W̄3W̄4 þ 2W̄5W̄6 þ 4W̄7

0.5238 0.0 0.7923 0.0842

PbTe 225 648615 1 −3–0 Γ̄11 þ X̄8 þ X̄9 þ L̄4L̄5 þ L̄9 þ 2W̄7 0.0 0.2613 0.0836 0.3544
BiðScO3Þ 221 158759 1 −15–0 Γ̄8 þ Γ̄9 þ 3Γ̄11 þ 2R̄6 þ 3R̄10 þ 3M̄6 þ 3M̄7 þ

2M̄9 þ X̄6 þ X̄7 þ 3X̄8 þ 3X̄9

0.0 0.422 0.0765 0.6957

AlSiTe3 147 75001 4 −1–0 Ā7Ā7 þ Γ̄4Γ̄4 þ H̄5H̄6 þ K̄5K̄6 þ L̄2L̄2 þ M̄3M̄3 0.0 0.6883 0.0669 0.8923
CuIn 194 180112 1 1–8 Ā4Ā5 þ Ā6 þ Γ̄7 þ Γ̄8 þ Γ̄9 þ Γ̄10 þ 2H̄6H̄7 þ

2H̄8 þ 2K̄7 þ K̄8 þ K̄9 þ 2L̄3L̄4 þ 3M̄5 þ M̄6

0.0 0.0 0.131 0.0669

PtO2 164 24922 4 1–2 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄6 þ K̄6 þ L̄3L̄4 þ M̄3M̄4 1.5328 0.0 1.757 0.0619
Hf3Al3C5 194 161587 3 −1–6 Ā4Ā5 þ Ā6 þ 2Γ̄7 þ Γ̄8 þ Γ̄9 þ H̄4H̄5 þ

H̄6H̄7 þ H̄8 þ H̄9 þ 2K̄7 þ K̄8 þ K̄9 þ
2L̄3L̄4 þ 4M̄6

0.0 0.0 0.0594 0.1486

(Table continued)
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TABLE III. (Continued)

Formula SG ICSD NF Bands Irreps Δl (eV) Δu (eV) Δ0
l (eV) Δ0

u (eV)

SrAl2Si2 164 419886 3 −3–0 Ā4Ā5 þ Ā8 þ Γ̄6Γ̄7 þ Γ̄9 þ H̄4H̄5 þ H̄6 þ
K̄4K̄5 þ K̄6 þ 2L̄5L̄6 þ 2M̄3M̄4

0.0 0.0 0.0559 0.3243

SnAs 225 611424 1 −2–1 Γ̄11 þ X̄8 þ X̄9 þ L̄6L̄7 þ L̄8 þ 2W̄6 0.0 0.0 0.0518 0.1985
Bi2ðOs2O7Þ 227 161105 1 −15–0 Γ̄6 þ Γ̄7 þ 3Γ̄10 þ 4X̄5 þ 3L̄4L̄5 þ 5L̄8 þ

2W̄3W̄4 þ 2W̄5W̄6 þ 4W̄7

0.8702 0.0 0.9833 0.0512

BaZrðPO4Þ2 164 173842 9 1–2 Ā9 þ Γ̄8 þ H̄4H̄5 þ K̄4K̄5 þ L̄5L̄6 þ M̄3M̄4 3.905 0.0 3.9474 0.0502
SnS 225 52107 1 −3–0 Γ̄11 þ X̄8 þ X̄9 þ L̄6L̄7 þ L̄8 þ 2W̄6 0.0 0.1121 0.0484 0.1328
NbSbSi 129 646436 1 −5–2 2Ā5 þ Γ̄8 þ 3Γ̄9 þ 2M̄5 þ Z̄8 þ 3Z̄9 þ 2R̄3R̄4 þ

2X̄3X̄4

0.0 0.0 0.0465 0.0639

Na2BaMgP2O8 147 262716 10 1–2 Ā8Ā9 þ Γ̄5Γ̄6 þ H̄4H̄4 þ K̄4K̄4 þ L̄2L̄2 þ M̄3M̄3 5.2768 0.0 5.312 0.0458
BiTeI 156 79364 5 −1–0 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄5 þ H̄6 þ K̄5 þ K̄6 þ L̄3L̄4 þ

M̄3M̄4

0.0 0.0447 0.0879 0.0447

ZrðMoO4Þ2 164 59999 10 1–2 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄6 þ K̄6 þ L̄3L̄4 þ M̄3M̄4 3.1215 0.0 3.135 0.0431
MoGe2 139 76139 1 −3–2 2Γ̄6 þ Γ̄9 þ M̄6 þ M̄7 þ M̄8 þ 2P̄6 þ P̄7 þ

2X̄5 þ X̄6 þ 3N̄3N̄4

0.0 0.0 0.0389 0.0832

PbMg2 225 151361 1 −1–6 Γ̄10 þ Γ̄11 þ X̄6 þ X̄7 þ X̄8 þ X̄9 þ L̄4L̄5 þ
L̄6L̄7 þ 2L̄8 þ 3W̄6 þ W̄7

0.0 0.0 0.1356 0.0338

NiðOHÞ2 164 28101 4 −1–0 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄6 þ K̄6 þ L̄3L̄4 þ M̄3M̄4 0.4417 0.0 0.494 0.0336
KScðMoO4Þ2 164 28019 7 1–2 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄6 þ K̄6 þ L̄3L̄4 þ M̄3M̄4 2.9384 0.0 2.9384 0.0331
PbS 225 250762 1 −3–0 Γ̄11 þ X̄8 þ X̄9 þ L̄4L̄5 þ L̄9 þ 2W̄7 0.0 0.1131 0.0328 0.1131
SrSi2Al2 164 609338 3 −3–0 Ā4Ā5 þ Ā8 þ Γ̄6Γ̄7 þ Γ̄9 þ H̄4H̄5 þ H̄6 þ

K̄4K̄5 þ K̄6 þ 2L̄5L̄6 þ 2M̄3M̄4

0.0 0.0 0.0327 0.3753

PtB 194 615210 1 −1–10 Ā4Ā5 þ 2Ā6 þ Γ̄7 þ Γ̄8 þ Γ̄10 þ Γ̄11 þ 2Γ̄12 þ
H̄4H̄5 þ 2H̄6H̄7 þ 2H̄8 þ H̄9 þ 3K̄7 þ K̄8 þ

2K̄9 þ 3L̄3L̄4 þ 6M̄5

0.0 0.0 0.0321 0.2012

CaGaGeH 156 173567 1 −1–0 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄4 þ H̄6 þ K̄4 þ K̄6 þ L̄3L̄4 þ
M̄3M̄4

0.0 0.4363 0.0314 0.7898

MgCl2 164 17063 2 −3–0 Ā6Ā7 þ Ā9 þ Γ̄6Γ̄7 þ Γ̄9 þ H̄4H̄5 þ H̄6 þ
K̄4K̄5 þ K̄6 þ 2L̄3L̄4 þ 2M̄3M̄4

0.0 5.5186 0.0299 5.5186

Mg2Al2Se5 164 41928 7 −1–0 Ā4Ā5 þ Γ̄6Γ̄7 þ H̄6 þ K̄6 þ L̄3L̄4 þ M̄5M̄6 0.0 0.7281 0.0292 0.7281
K3VðVO4Þ2 164 100782 7 −1–0 Ā6Ā7 þ Γ̄4Γ̄5 þ H̄6 þ K̄6 þ L̄5L̄6 þ M̄3M̄4 2.1516 0.0 2.1663 0.0289
PtS2 164 41375 4 1–2 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄6 þ K̄6 þ L̄3L̄4 þ M̄3M̄4 0.4445 0.0 1.1335 0.0278
PbS 225 62190 1 −3–0 Γ̄11 þ X̄8 þ X̄9 þ L̄6L̄7 þ L̄8 þ 2W̄6 0.0 0.0277 0.0338 0.0277
CdðOHÞ2 164 165225 4 −1–0 Ā8 þ Γ̄8 þ H̄4H̄5 þ K̄4K̄5 þ L̄3L̄4 þ M̄3M̄4 0.0 1.747 0.0262 1.9915
Mg2Pb 225 642745 1 −1–6 Γ̄10 þ Γ̄11 þ X̄6 þ X̄7 þ X̄8 þ X̄9 þ L̄4L̄5 þ

L̄6L̄7 þ 2L̄8 þ 3W̄6 þ W̄7

0.0 0.0 0.2433 0.0259

KðAgðCNÞ2Þ 163 30275 2 −3–0 Ā4Ā4 þ Γ̄4Γ̄5 þ Γ̄6Γ̄7 þ H̄4H̄5 þ H̄6 þ K̄4K̄5 þ
K̄6 þ L̄2L̄2 þ M̄3M̄4 þ M̄5M̄6

0.0 3.1161 0.0251 3.1161

SnP 225 77786 1 −2–1 Γ̄11 þ X̄8 þ X̄9 þ L̄6L̄7 þ L̄8 þ 2W̄6 0.0 0.0 0.0251 0.2046
Mg2OðOHÞ2 164 95472 1 −1–0 Ā6Ā7 þ Γ̄6Γ̄7 þ H̄6 þ K̄6 þ L̄5L̄6 þ M̄5M̄6 0.0 3.6627 0.0242 3.6627
Cu4O3 141 100566 1 −7–0 2Γ̄6 þ 2Γ̄7 þ 2M̄5 þ 2P̄3P̄6 þ 2P̄7 þ 2X̄3X̄4 þ

N̄3N̄4 þ 3N̄5N̄6

0.0 0.0 0.0466 0.0242

BaSr2MgðSiO4Þ2 164 247861 4 1–2 Ā9 þ Γ̄8 þ H̄4H̄5 þ K̄4K̄5 þ L̄5L̄6 þ M̄3M̄4 5.0528 0.0 5.1228 0.0236
CuI 156 84217 5 −1–0 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄4 þ H̄5 þ K̄4 þ K̄5 þ L̄3L̄4 þ

M̄3M̄4

0.0 1.367 0.0234 1.367

Ag2O 164 20368 5 −1–0 Ā6Ā7 þ Γ̄6Γ̄7 þ H̄6 þ K̄6 þ L̄5L̄6 þ M̄5M̄6 0.0 0.0 0.0542 0.0233
Nb3Au2 139 54403 1 0–3 Γ̄6 þ Γ̄9 þ M̄7 þ M̄8 þ 2P̄7 þ X̄5 þ X̄6 þ 2N̄5N̄6 0.0 0.0 0.0212 0.0369
W2Zr 227 653435 1 −15–4 Γ̄7 þ Γ̄8 þ 2Γ̄10 þ 2Γ̄11 þ 5X̄5 þ L̄4L̄5 þ

3L̄6L̄7 þ 2L̄8 þ 4L̄9 þ 3W̄3W̄4 þ 2W̄5W̄6 þ
5W̄7

0.0 0.0 0.021 0.0702

(Table continued)
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TABLE III. (Continued)

Formula SG ICSD NF Bands Irreps Δl (eV) Δu (eV) Δ0
l (eV) Δ0

u (eV)

ZrW2 227 151401 1 −15–4 Γ̄7 þ Γ̄8 þ 2Γ̄10 þ 2Γ̄11 þ 5X̄5 þ L̄4L̄5 þ
3L̄6L̄7 þ 2L̄8 þ 4L̄9 þ 3W̄3W̄4 þ 2W̄5W̄6 þ

5W̄7

0.0 0.0 0.021 0.0702

MgSiN2 166 186509 1 −3–0 Γ̄6Γ̄7 þ Γ̄9 þ T̄4T̄5 þ T̄8 þ 2F̄3F̄4 þ 2L̄5L̄6 0.0 4.2025 0.0206 5.0508
BaðAg2S2Þ 164 50183 5 1–2 Ā8 þ Γ̄8 þ H̄4H̄5 þ K̄4K̄5 þ L̄3L̄4 þ M̄3M̄4 0.9298 0.0 0.9298 0.0201
In2Se3 164 602266 5 1–2 Ā8 þ Γ̄8 þ H̄4H̄5 þ K̄4K̄5 þ L̄3L̄4 þ M̄3M̄4 0.0 0.0 0.4934 0.0199
PbTe 225 153711 1 −3–0 Γ̄11 þ X̄8 þ X̄9 þ L̄6L̄7 þ L̄8 þ 2W̄6 0.0 0.0199 0.0597 0.0199
RbYTe2 194 419996 3 −3–0 Ā4Ā5 þ 2Γ̄10 þ H̄8 þ H̄9 þ K̄8 þ K̄9 þ L̄3L̄4 þ

2M̄6

0.0 0.9207 0.0196 1.604

W2Zr 227 106218 1 −15–4 Γ̄7 þ Γ̄8 þ 2Γ̄10 þ 2Γ̄11 þ 5X̄5 þ 3L̄4L̄5 þ
L̄6L̄7 þ 4L̄8 þ 2L̄9 þ 2W̄3W̄4 þ 3W̄5W̄6 þ

5W̄7

0.0 0.0 0.0191 0.0676

Li2CuSn2 141 426084 1 −1–6 2Γ̄6 þ 2Γ̄7 þ 2M̄5 þ 2P̄3P̄6 þ 2P̄7 þ 2X̄3X̄4 þ
N̄3N̄4 þ 3N̄5N̄6

0.0 0.0 0.0182 0.0336

BaGaGeH 156 246820 1 −1–0 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄4 þ H̄5 þ K̄4 þ K̄5 þ L̄3L̄4 þ
M̄3M̄4

0.0 0.0179 0.0335 0.0179

Ni3Sn2S2 166 646379 1 1–4 Γ̄4Γ̄5 þ Γ̄8 þ T̄4T̄5 þ T̄8 þ 2F̄5F̄6 þ 2L̄5L̄6 0.0 0.0 0.0175 0.0501
CaBe2P2 164 616191 1 −3–0 Ā4Ā5 þ Ā8 þ Γ̄6Γ̄7 þ Γ̄9 þ H̄4H̄5 þ H̄6 þ

K̄4K̄5 þ K̄6 þ 2L̄5L̄6 þ 2M̄3M̄4

0.0 0.8824 0.0171 1.5635

Ni3Sn2S2 166 402458 1 1–4 Γ̄4Γ̄5 þ Γ̄8 þ T̄6T̄7 þ T̄9 þ 2F̄5F̄6 þ 2L̄3L̄4 0.0 0.0 0.017 0.0496
Li2NiO2 164 71421 3 −1–0 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄6 þ K̄6 þ L̄3L̄4 þ M̄3M̄4 0.5262 0.0 0.5298 0.0169
BaGaGeH 156 173573 1 −1–0 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄4 þ H̄6 þ K̄4 þ K̄6 þ L̄3L̄4 þ

M̄3M̄4

0.0 0.0186 0.0167 0.0186

Au2Nb3 139 58559 1 0–3 Γ̄6 þ Γ̄9 þ M̄7 þ M̄8 þ 2P̄7 þ X̄5 þ X̄6 þ 2N̄5N̄6 0.0 0.0 0.0152 0.0275
BaSrðFe4O8Þ 162 1838 10 1–2 Ā6Ā7 þ Γ̄6Γ̄7 þ H̄6 þ K̄6 þ L̄5L̄6 þ M̄5M̄6 0.0 0.0 0.0152 0.0534
CaAl2Si2 164 20278 2 −3–0 Ā4Ā5 þ Ā8 þ Γ̄6Γ̄7 þ Γ̄9 þ H̄4H̄5 þ H̄6 þ

K̄4K̄5 þ K̄6 þ 2L̄5L̄6 þ 2M̄3M̄4

0.0 0.0 0.0126 0.5233

Cr2Ta 227 626854 1 −9–2 Γ̄7 þ Γ̄8 þ Γ̄10 þ Γ̄11 þ 3X̄5 þ 2L̄4L̄5 þ 3L̄8 þ
L̄9 þ W̄3W̄4 þ 2W̄5W̄6 þ 3W̄7

0.0 0.0 0.0125 0.0857

CdTlTe2 164 620548 3 −4–1 Ā4Ā5 þ Ā6Ā7 þ Ā9 þ Γ̄4Γ̄5 þ Γ̄6Γ̄7 þ Γ̄8 þ
H̄4H̄5 þ 2H̄6 þ K̄4K̄5 þ 2K̄6 þ L̄3L̄4 þ

2L̄5L̄6 þ 2M̄3M̄4 þ M̄5M̄6

0.0 0.0 0.0123 0.9159

BaðSb2O6Þ 162 74541 5 −1–0 Ā6Ā7 þ Γ̄6Γ̄7 þ H̄6 þ K̄6 þ L̄5L̄6 þ M̄5M̄6 0.0 3.3497 0.0119 3.4314
CaðAl12Si4O27Þ 147 91233 6 1–2 Ā5Ā6 þ Γ̄5Γ̄6 þ H̄4H̄4 þ K̄4K̄4 þ L̄3L̄3 þ M̄3M̄3 5.4299 0.0 5.5036 0.0119
Au3In2 164 612019 2 0–1 Ā9 þ Γ̄8 þ H̄4H̄5 þ K̄4K̄5 þ L̄5L̄6 þ M̄3M̄4 0.0 0.0 0.0116 0.1515
TlðMo6O17Þ 164 62699 9 0–1 Ā8 þ Γ̄8 þ H̄4H̄5 þ K̄4K̄5 þ L̄3L̄4 þ M̄3M̄4 0.0 0.0 0.0188 0.0115
NbSe2 164 76576 6 0–1 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄6 þ K̄6 þ L̄3L̄4 þ M̄3M̄4 0.0 0.0 0.011 0.0667
CdLi2Ge 225 52803 2 −1–2 Γ̄11 þ X̄8 þ X̄9 þ L̄6L̄7 þ L̄8 þ 2W̄6 0.0 0.0 0.0109 0.1314
SrðAs2O6Þ 162 420296 3 −1–0 Ā6Ā7 þ Γ̄4Γ̄5 þ H̄6 þ K̄6 þ L̄5L̄6 þ M̄3M̄4 0.0 3.9384 0.0106 4.2275
MgðCr2O4Þ 227 167459 1 −7–0 Γ̄6 þ Γ̄7 þ Γ̄10 þ 2X̄5 þ L̄6L̄7 þ L̄8 þ 2L̄9 þ

2W̄5W̄6 þ 2W̄7

0.0 0.0 0.0132 0.0101

YRe2 194 150517 1 −15–0 2Ā4Ā5 þ 2Ā6 þ 2Γ̄7 þ Γ̄8 þ 2Γ̄10 þ Γ̄11 þ
2Γ̄12 þ 2H̄6H̄7 þ 4H̄8 þ 2H̄9 þ 2K̄7 þ 4K̄8 þ

2K̄9 þ 4L̄3L̄4 þ 3M̄5 þ 5M̄6

0.0 0.0 0.0099 0.0238

HfMo2 227 638607 1 −11–8 Γ̄7 þ Γ̄8 þ 2Γ̄10 þ 2Γ̄11 þ 5X̄5 þ 3L̄4L̄5 þ
L̄6L̄7 þ 4L̄8 þ 2L̄9 þ 2W̄3W̄4 þ 3W̄5W̄6 þ

5W̄7

0.0 0.0 0.0168 0.0097

Ba3Si6O12N2 147 421322 3 −1–0 Ā8Ā9 þ Γ̄8Γ̄9 þ H̄4H̄4 þ K̄4K̄4 þ L̄2L̄2 þ M̄2M̄2 0.0 4.766 0.0095 5.0373
MgCr2O4 227 290599 1 −7–0 Γ̄6 þ Γ̄7 þ Γ̄10 þ 2X̄5 þ L̄6L̄7 þ L̄8 þ 2L̄9 þ

2W̄5W̄6 þ 2W̄7

0.0 0.0 0.013 0.0095

Al3Pd2 164 58117 1 0–1 Ā6Ā7 þ Γ̄4Γ̄5 þ H̄6 þ K̄6 þ L̄5L̄6 þ M̄3M̄4 0.0 0.0 0.0093 0.1289
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Bi2Ru2O7, RbNiF3, and AlSiTe3 have a fragile band right
at or immediately below the Fermi level, well separated in
the whole k space sampled, from both the conduction and
the valence bands. We compute our new fragile indices of
these materials and confirm them to be topological. This
study is the first time fragile topological bands have been
predicted in crystalline systems. The (relatively) flat fragile
bands in RbNiF3 may have interesting interacting physics
since the bandwidths are smaller than the on-site Hubbard
interaction of Ni, which is usually 8–10 eV.
Fragile topological bands have in-gap boundary states (the

“filling anomaly” [83]) if the boundary cuts through empty
Wyckoff positions that have nonzero coefficients in the EBR
decomposition. Here, we take AlSiTe3 as an example to
show such in-gap states. The SG 147 P3̄ has four types of
maximal Wyckoff positions—1að000Þ, 1bð00 1

2
Þ, 3eð1

2
00Þ×

ð0 1
2
0Þð1

2
1
2
0Þ, 3fð1

2
0 1
2
Þð0 1

2
1
2
Þð1

2
1
2
1
2
Þ—and three types of

nonmaximal Wyckoff positions—2cð0; 0; zÞð0; 0; −zÞ,
2dð1

3
;2
3
;zÞð2

3
;1
3
;−zÞ, 6gðx;y;zÞð−y;x−y;zÞð−xþy;−x;zÞ×

ð−x;−y;−zÞðy;−xþy;−zÞðx−y;x;−zÞ. The Al, Si, and
Te atoms occupy the 2d, 2c, and 6g positions, respectively.

The BZ of SG 147 P3̄, as shown in Fig. 5(f), has six high
symmetry momenta: Γ, K, M, A, H, and L. The irreps
formed by the fragile band shown in Fig. 5(d) are

Γ̄4Γ̄4 þ K̄5K̄6 þ M̄3M̄3 þ Ā7Ā7 þ H̄5H̄6 þ L2L2: ð21Þ

These irreps decompose into EBRs as

ð1Ēg
2ĒgÞb↑SG ⊕ ð1Ēu

2ĒuÞb↑SG
⊕ ðĒuĒuÞb↑SG⊖ð1Ē2ĒÞ2d↑SG; ð22Þ

where ðρÞw↑SG represent the EBR induced from the irrep ρ
of the site symmetry group of the Wyckoff position w.
Therefore, the fragile band is equivalent (in terms of irreps)
to a combination of three Wannier functions at the b position
and “−1” Wannier functions at the 2d position. We have
checked that the trivial bands below the fragile band do not
cancel the Wannier functions at 1b. Now, we consider a
surface terminating at the b position [as shown in Fig. 5(f)].
Since the three Wannier states cannot be symmetrically

TABLE III. (Continued)

Formula SG ICSD NF Bands Irreps Δl (eV) Δu (eV) Δ0
l (eV) Δ0

u (eV)

Zr3Al3C5 194 159412 2 −1–6 Ā4Ā5 þ Ā6 þ 2Γ̄7 þ Γ̄8 þ Γ̄9 þ H̄4H̄5 þ
H̄6H̄7 þ H̄8 þ H̄9 þ 2K̄7 þ K̄8 þ K̄9 þ

2L̄3L̄4 þ 4M̄6

0.0 0.0 0.017 0.0093

CaðAs2O6Þ 162 81064 1 −1–0 Ā6Ā7 þ Γ̄4Γ̄5 þ H̄6 þ K̄6 þ L̄5L̄6 þ M̄3M̄4 0.0 3.9469 0.0093 4.2667
CaSi2 166 248517 1 1–4 Γ̄6Γ̄7 þ Γ̄9 þ T̄6T̄7 þ T̄9 þ 2F̄3F̄4 þ 2L̄3L̄4 0.0 0.0 0.0153 0.0092
CuV2S4 227 628953 1 −5–6 Γ̄7 þ Γ̄8 þ Γ̄10 þ Γ̄11 þ 3X̄5 þ 2L̄6L̄7 þ L̄8 þ

3L̄9 þ 2W̄3W̄4 þ W̄5W̄6 þ 3W̄7

0.0 0.0 0.0105 0.009

SiC 156 43827 10 −1–0 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄4 þ H̄6 þ K̄4 þ K̄6 þ L̄3L̄4 þ
M̄3M̄4

0.0 1.6239 0.0087 2.733

CsSnI3 127 69995 1 1–12 3Ā6Ā7 þ Γ̄6 þ 3Γ̄7 þ Γ̄8 þ Γ̄9 þ 3M̄8M̄9 þ
2Z̄6 þ 4Z̄7 þ 3R̄3R̄4 þ 3X̄3X̄4

0.1877 0.0 0.1877 0.0086

ZnCr2S4 227 42019 2 −11–0 Γ̄7 þ Γ̄8 þ Γ̄10 þ Γ̄11 þ 3X̄5 þ 2L̄6L̄7 þ L̄8 þ
3L̄9 þ 2W̄3W̄4 þ W̄5W̄6 þ 3W̄7

0.0 0.0 0.0083 0.0099

LiSrðAlF6Þ 163 68905 1 1–4 Ā5Ā6 þ 2Γ̄8 þ H̄4H̄5 þ H̄6 þ K̄4K̄5 þ K̄6 þ
L̄2L̄2 þ 2M̄3M̄4

7.6262 0.0 7.6405 0.0083

Ba2NiOsO6 164 16406 11 −1–0 Ā6Ā7 þ Γ̄4Γ̄5 þ H̄6 þ K̄6 þ L̄5L̄6 þ M̄3M̄4 0.0 0.0 0.0079 0.0096
BaSrFe4O8 162 37011 11 −1–0 Ā9 þ Γ̄9 þ H̄4H̄5 þ K̄4K̄5 þ L̄5L̄6 þ M̄5M̄6 0.0 0.0 0.0299 0.0079
SiC 156 107204 2 −1–0 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄5 þ H̄6 þ K̄5 þ K̄6 þ L̄3L̄4 þ

M̄3M̄4

0.0 1.7191 0.0079 2.8422

BC7 156 181953 3 0–1 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄4 þ H̄6 þ K̄4 þ K̄6 þ L̄3L̄4 þ
M̄3M̄4

0.0 2.7989 0.0077 3.7572

Sn2ðTa2O7Þ 227 27119 4 −11–0 Γ̄7 þ Γ̄8 þ Γ̄10 þ Γ̄11 þ 3X̄5 þ 2L̄6L̄7 þ L̄8 þ
3L̄9 þ 2W̄3W̄4 þ W̄5W̄6 þ 3W̄7

0.0 0.8308 0.0077 0.8798

FeðCr2O4Þ 227 183963 2 1–8 Γ̄6 þ Γ̄7 þ Γ̄10 þ 2X̄5 þ L̄4L̄5 þ 3L̄9 þ W̄3W̄4 þ
W̄5W̄6 þ 2W̄7

0.0 0.0 0.0085 0.0075

ZnðCr2S4Þ 227 166481 1 −11–0 Γ̄7 þ Γ̄8 þ Γ̄10 þ Γ̄11 þ 3X̄5 þ 2L̄6L̄7 þ L̄8 þ
3L̄9 þ 2W̄3W̄4 þ W̄5W̄6 þ 3W̄7

0.0 0.0 0.0075 0.0141

BC5 156 180770 3 0–1 Ā4Ā5 þ Γ̄4Γ̄5 þ H̄5 þ H̄6 þ K̄5 þ K̄6 þ L̄3L̄4 þ
M̄3M̄4

0.0 2.9665 0.0074 4.2867
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divided into the two sides, there must be in-gap states on the
surface. We confirm the existence of such in-gap states by a
first-principle calculation of a slab [Fig. 5(e)].
We hope new experiments and predictions of responses

in fragile states will follow our exciting discovery of
fragile bands.

VII. DISCUSSION

In this section, we discuss two examples related to our
classification. The first is the TBG [55,58,59,69,70], and
the second is Fu’s topological crystalline insulator [24].
TBG can be successfully diagnosed through our frame-
work, while Fu’s model is beyond the symmetry eigenvalue
classification. Nevertheless, we develop a generalized
symmetry eigenvalue criterion for Fu’s state.

A. Twisted bilayer graphene

TBG has an approximate valley-U(1) symmetry [63],
and the single-valley Hamiltonian has the magnetic SG
P60202 (#177.151 in BNS notation). The irreps of P60202
are tabulated in Table IV. The nearly flat bands around the
Fermi level form the irreps [55]

Γ1 þ Γ2 þM1 þM2 þ K2K3: ð23Þ

Reference [55] found that these irreps cannot be obtained as
a difference of EBRs and proved that bands having these
irreps have C2T-protected Wilson loop winding, with the
winding number 3n� 1 (n ∈ Z). Another EFP having
Wilson loop winding given in the supplemental material of
Ref. [55] is

Γ3 þM1 þM2 þ 2K1: ð24Þ

We apply the polyhedron method (Sec. IV) to the
magnetic SG P60202 and obtain the complete eigenvalue
criteria for the EFPs. The details of the calculations are

(a)  CsAu 3S2 (c)  RbNiF3

(b)  Bi2Ru2O7 (d)  AlSiTe3

(e)  Surface state of AlSiTe 3

(f) 

FIG. 5. Fragile bands in materials. (a) The band structure of CsAu3S2 (ICSD ¼ 82540) in SG 164 (P3̄m1). (b) Bi2Ru2O7

(ICSD ¼ 166566) in SG 227 (Fd3̄m). (c) RbNiF3 (ICSD ¼ 15090) in SG 194 (P63=mmc). (d) AlSiTe2 (ICSD ¼ 75001) in SG 147
(P3̄). (e) Top surface state of AlSiTe3. (f) The crystal structure of AlSiTe3 and the bulk or surface BZ. The red arrow shows the position
of the surface termination. Here, the fragile bands are colored red, and the upper and lower bands are colored black; the Fermi levels are
represented by the horizontal dotted lines. More information about the fragile bands, such as irreps and gaps from lower and upper bands
as well as 100 more band structures with fragile topology, can be found in Ref. [74].

TABLE IV. Character table of irreps at high symmetry mo-
menta in magnetic space group P60202 (#177.151 in BNS
settings) [51]. For the little group of Γ, E, C3, and C0

2 represent
the conjugation classes generated from identity, C3z, and C2x,
respectively. The number before each conjugate class represents
the number of operations in this class. Conjugate class symbols at
M and K are defined in similar ways.

Γ1 Γ2 Γ3 M1 M2 K1 K2K3

E 1 1 2 E 1 1 E 1 2
2C3 1 1 −1 C0

2 1 −1 C3 1 −1
3C0

2 1 −1 0 C−1
3

1 −1
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given in Appendix D. Here, we briefly describe the results.
We obtain a single inequality-type criterion

2mðK2K3Þ < mðΓ3Þ ð25Þ

and a single Z2-type criterion

mðΓ1Þ þmðΓ2Þ þ 2mðΓ3Þ − 2mðK2K3Þ ¼ 0;

mðΓ2Þ ¼ 1 mod 2: ð26Þ

The EFP (23) is diagnosed by the Z2-type criterion, and the
other EFP (24) is diagnosed by the inequality-type cri-
terion. We emphasize that Eqs. (25) and (26) go beyond the
two-band eigenvalue criteria derived in Ref. [55] because
they apply to many-band systems. Applying the method
introduced in Sec. V, we find that P60202 has only two EFP
roots, and the two roots are just Eqs. (23) and (24).

B. Fu’s topological crystalline insulator and a
generalized symmetry eigenvalue criterion

Fu’s state is spinless and is protected by C4 rotation
and TRS. The topological invariant is well defined only
if the Hilbert space is restricted to px;y orbitals. Corres-
pondingly, the topological surface state is stable only if
the model consists of px;y orbitals. Therefore, this state
has the defining character of fragile topology. Recently,
Alexandradinata et al. proved that the topology of Fu’s
model is indeed fragile [84].
This model has an accidental inversion symmetry. In

Appendix E 1, we show that the fragile topology cannot be
diagnosed through the C4 and inversion eigenvalues.
Nevertheless, we develop a “generalized symmetry eigen-
value criterion” for this state (Appendix E 3). Usually, the
diagnosis of topology involves additional symmetries. For
example, diagnosis of a strong topological insulator, which
is protected by TRS, involves inversion symmetry. We find
that the additional symmetries diagnosing Fu’s state are
inversion and C2x rotation. With these additional sym-
metries, a Z2 invariant can be defined in terms of the
symmetry eigenvalues. However, the Z2 nontrivial phase is
indeed a topological nodal ring semimetal, where the nodal
rings are stabilized by inversion (and/or Mz). After the
inversion is broken, the nodal rings are gapped. If the
inversion symmetry is broken in such a way that no gap
closing happens at the high symmetry points, the insulating
phase obtained has the topology of Fu’s model. Since the
additional symmetries for diagnosis enforce the topological
state to be a semimetal, we call this eigenvalue criterion
“generalized.”

VIII. SUMMARY

In this paper, we have obtained three major goals in the
field of topological phases. For the first time, we have
entirely mathematically classified the fragile topological

states indicated by symmetry eigenvalues—EFPs. We
found an extremely rich structure of these phases, linked
to the mathematical classification of affine monoids, which
surpasses the richness of stable topological phases. Then,
for the first time, we have provided examples of fragile
bands in more than 100 realistic materials, showcasing
some of the best, well-separated sets of bands. Our work
finishes an important subfield of topological states of
matter. It would be remarkably interesting to find a clear
experimental consequence of the well-separated fragile sets
of bands we have discovered. One such fragile band is the
wonder material of twisted bilayer graphene.
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APPENDIX A: DIAGNOSIS FOR FRAGILE
PHASES: THE INEQUALITY METHOD

Fragile topological states [37,42,57], also referred to as
fragile phases in this paper, are defined to be non-
Wannierizable insulating states, where the Wannier
obstruction can be removed by coupling the state to a
particular set of trivial (Wannierizable) bands. (A band
structure is Wannierizable if a set of symmetric Wannier
functions can be constructed from the bands.) In other
words, if the number of Wannier functions is fixed to be the
number of bands, the fragile phase is not Wannierizable;
however, if more Wannier functions are allowed, the fragile
bands can be realized as a subset of the bands constructed
from all the Wannier functions; the bands outside of this
subset are completely trivial (Wannierizable). Physically,
the bands outside the subset correspond to the trivial bands
that are added to remove the Wannier obstruction. In this
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paper, we restrict ourselves to the fragile phases that can be
diagnosed from symmetry eigenvalues. These fragile
phases cannot be diagnosed from the indicators introduced
in Refs. [38,43–45], but they can be written in terms of
EBRs [37,54,55,57–59].
Thus, we need a new framework to understand the

symmetry data vector (B) of fragile phases. Generally
speaking, if the symmetry eigenvalues have the following
property,

∃p ∈ ZNEBR ; s:t:B ¼ EBR · p and

∀p ∈ NNEBR ; B ≠ EBR · p; ðA1Þ

then we say that the corresponding band structure has at
least a fragile topology diagnosable by the symmetry

eigenvalues or EBRs. (It could also have robust or strong
topology undiagnosable by symmetry eigenvalues.) In
other words, the symmetry data vector B of a fragile phase
cannot be written as a sum of EBRs but only as a difference
of two sums of EBRs, i.e., B ¼ P

i piEBRi −
P

i qjEBRj,
where pi; qj ≥ 0 and piqi ¼ 0 for all i. Hereafter, we use Ai

to represent the ith column of the matrix A. Then, adding
the BR written as

P
i qiEBRi to the fragile phase makes the

total symmetry data vector completely trivial.

1. An example: SG 150

To familiarize ourselves with the symmetry data of
fragile phases, here we take an example SG 150 (P321)
in the presence of SOC and TRS. The EBR matrix is
given by

EBR ¼

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

0 1 2 0

1 0 0 2

0 1 2 0

1 0 0 2

0 1 0 1

0 1 0 1

1 0 2 1

0 1 0 1

0 1 0 1

1 0 2 1

0 1 0 1

0 1 0 1

1 0 2 1

0 1 0 1

0 1 0 1

1 0 2 1

1 1 2 2

1 1 2 2

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

¼

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1 0 −1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

1 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

1 −1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0

1 −1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

1 −1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

1 −1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

1 −1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

×

0
BBB@

1 1 2 2

1 0 2 1

1 0 0 2

0 0 −1 0

1
CCCA; ðA2Þ

where the Smith decomposition LΛR is given after the
second equal sign. Here, each column of the matrix EBR
represents an EBR, and the irreps represented by the rows
of the EBR matrix are Ā4Ā5, Ā6, Γ̄4Γ̄5, Γ̄6, H̄4, H̄5, H̄6,
HA4, HA5, HA6, K̄4, K̄5, K̄6, KA4, KA5, KA6, L̄3L̄4,
M̄3M̄4, in the notation of the Bilbao Crystallographic
Server (BCS) [40,51]. (One can find the definitions of

these irreps through the Irreducible representations of the
Double Space Groups tool of the BCS [40].) Since the
diagonal elements of Λ are either 1 or 0, there is no
indicator in this SG. As described in Refs. [37,38,40,73],
the space of compatibility-relation-allowed symmetry data
can be generated from the first r columns of the L matrix,
with r the rank of Λ (here, r ¼ 3). In other words, we can
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always write the symmetry data vector as B ¼ EBR · p ¼
LΛR · p. Thus, we can introduce the parameter’s yi ¼
ðRpÞi (i ¼ 1; 2 � � � r) and write the symmetry data as

B ¼
X3
i¼1

ðLΛÞiyi ¼ ðy1 − y3; y3; y1 − y3; y3; y1 − y2;

y1 − y2; y2; y1 − y2; y1 − y2; y2; y1 − y2; y1 − y2;

y2; y1 − y2; y1 − y2; y2; y1; y1ÞT: ðA3Þ

For the number of irreps to be non-negative, i.e., B ≥ 0,
the following inequalities should be satisfied

y1 ≥ y3 ≥ 0; y1 ≥ y2 ≥ 0: ðA4Þ

Therefore, only the y’s that satisfy Eq. (A4) correspond to
physical band structures. In the following, we use y to
represent the band structures.
Now,we decompose the symmetry data vector in Eq. (A3)

as a combination of EBRs, i.e.,B ¼ P
i piEBRi [Eq. (A1)].

On one hand, as yi ¼ ðR · pÞi (i ¼ 1, 2, 3) and Λ ¼
diagð1110Þ [Eq. (A2)], we can always write p as p ¼
y1R−1

1 þ y2R−1
2 þ y3R−1

3 . (R−1
i is the ith column of the

matrix R−1.) On the other hand, if p is a solution of yi ¼
ðRpÞi (i ¼ 1, 2, 3), pþ kR−1

4 is also a solution, where k
is a free parameter, because ðRR−1

4 Þ1;2;3 ¼ 0. Therefore, the
general solution of the equation B ¼ EBR · p or yi ¼
ðΛRpÞi (i ¼ 1, 2, 3) takes the form of

p ¼ y1R−1
1 þ y2R−1

2 þ y3R−1
3 þ kR−1

4 : ðA5Þ

Substituting the R matrix into Eq. (A5), we obtain

p ¼ ð2y2 − y3 − 4k; y1 − y3 − 2k; k;−y2 þ y3 þ 2kÞT:
ðA6Þ

For p to be an integer, the vector k needs to be an integer
because p3 ¼ k. For a given y vector, if there exists some
integer k such that each element of p is non-negative, then
the corresponding symmetry data vector can be written as a
sum of positive EBRs, so it can be a trivial phase;
otherwise, the corresponding band structure necessarily
has a fragile topology. Therefore, we conclude that the
equivalent condition for symmetry data associated with y to
be trivial is

∃ k ∈ Z; s:t: 2y2 − y3 − 4k ≥ 0; y1 − y3 − 2k ≥ 0;

k ≥ 0; −y2 þ y3 þ 2k ≥ 0: ðA7Þ

Solving the inequalities in Eq. (A7), we rewrite the trivial
condition as

∃ k ∈ Z; s:t: max

�
0;
1

2
y2 −

1

2
y3

�

≤ k ≤ min

�
1

2
y2 −

1

4
y3;

1

2
y1 −

1

2
y3

�
: ðA8Þ

There are two possible cases where Eq. (A8) has no
solution: In case I, Eq. (A8) has no solution even where
k is allowed to be a rational number; in case II, Eq. (A8) has
rational solutions but no integer solution. The two cases
correspond to the inequality-type index and the Z2-type
index defined in the main text, respectively. Here, we first
consider case I. We directly see that case I happens when
any of the following four inequalities is satisfied: (A) 0 >
1
2
y2 − 1

4
y3, (B)

1
2
y2 − 1

2
y3 >

1
2
y2 − 1

4
y3, (C) 0 > 1

2
y1 − 1

2
y3,

or (D) 1
2
y2 − 1

2
y3 > 1

2
y1 − 1

2
y3. For example, if 0 > 1

2
y2 −

1
4
y3 (A), Eq. (A8) implies 0 ≤ k < 0, which has no

solution. Actually, inequalities (B), (C), and (D) cannot
be satisfied by real band structures because they conflict
with B ≥ 0 [Eq. (A4)]. Therefore, the only possibility left is
(A), for which we get the fragile criterion

y3 − 2y2 > 0: ðA9Þ

In this paper, we refer to y3 − 2y2 as an inequality-type
fragile index. A key difference between the inequality-type
index for a fragile phase and the symmetry-based indicator
for a stable or strong phase is that the latter can become
trivial upon stacking whereas the former cannot. For
example, the double of the generator state of a Z2 indicator
becomes a trivial state, whereas stacking of any positive
number of the inequality-type fragile phase, for example,
the y3 − 2y2 ¼ 1 state, is still a fragile phase because the
inequality is still satisfied.
Now, we consider case II, where Eq. (A8) has solutions

only if k is allowed to be a rational number. Case II happens
if the interval set by Eq. (A8) is nonzero but does not
contain any integer. We notice that the solution of Eq. (A8)
can be written as the intersection of the following three
intervals:

0 ≤ k ≤ min

�
1

2
y2 −

1

4
y3;

1

2
y1 −

1

2
y3

�
; ðA10Þ

1

2
y2 −

1

2
y3 ≤ k ≤

1

2
y2 −

1

4
y3; ðA11Þ

1

2
y2 −

1

2
y3 ≤ k ≤

1

2
y1 −

1

2
y3: ðA12Þ

If Eq. (A10) has solutions, the solutions must include the
lower bound 0, which violates our request that the interval
does not contain integers. Thus, Eq. (A10) does not
produce new indices. Therefore, we only need to consider
the case where Eq. (A11) or (A12) has fractional solutions
but no integer solution. In order for Eq. (A11) not to have
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an integer solution, we set y2 − y3 to be an odd integer such
that the lower bound 1

2
y2 − 1

2
y3 is fractional, and, at the

same time, we set the interval to be smaller than 1
2
, i.e.,

0 ≤ 1
2
y2 − 1

4
y3 − ð1

2
y2 − 1

2
y3Þ < 1

2
. Considering that y’s are

integers, this condition can be realized when (A) y2 −
y3 ¼ 1 mod 2 and 1

2
y2 − 1

4
y3 − ð1

2
y2 − 1

2
y3Þ ¼ 0, or

(B) y2 − y3 ¼ 1 mod 2 and 1
2
y2 − 1

4
y3 − ð1

2
y2 − 1

2
y3Þ ¼ 1

4
.

In order for Eq. (A12) not to have an integer solution, we
set y2 − y3 to be an odd integer such that the lower bound
1
2
y2 − 1

2
y3 is fractional, and, at the same time, we set the

interval to be smaller than 1
2
, i.e., 0 ≤ 1

2
y1 − 1

2
y3 −

ð1
2
y2 − 1

2
y3Þ < 1

2
. Considering that y’s are integers, this

condition can be realized when (C) y2 − y3 ¼ 1 mod 2 and
1
2
y1 − 1

2
y3 − ð1

2
y2 − 1

2
y3Þ ¼ 0. Since all three cases—A, B,

and C—are not inconsistent with Eq. (A4), all of them can
be realized by some physical band structures. Therefore, we
obtain fragile criteria for the three cases as

y3 ¼ 0 and δ1 ¼ y2 − y3 ¼ 1 mod 2; ðA13Þ

y3 ¼ 1 and δ2 ¼ y2 − y3 ¼ 1 mod 2; ðA14Þ

y1 − y2 ¼ 0 and δ3 ¼ y2 − y3 ¼ 1 mod 2: ðA15Þ

In this paper, we refer to δ1;2;3 as Z2-type fragile indices,
which are similar to the symmetry-based indicators in the
sense that they will also become trivial upon stacking. For
example, the double of the state y ¼ ð1; 1; 0Þ, where y3 ¼ 0
and δ1 ¼ 1, is a trivial state because it reads 2y ¼ ð2; 2; 0Þ
and has trivial indices.

2. Inequality method to get the fragile criteria

The above method can be generalized to any SG. In this
paper, we refer to this method as the inequality method.
Here, we present a summary of the inequality method.
First, making use of the Smith decomposition of the
EBR matrix (EBR ¼ LΛR), we parametrize the symmetry
data as B ¼ P

r
i¼1ðLΛÞiyi, with r the rank of Λ and y ¼

ðy1 � � � yrÞT an integer vector, such that B has vanishing
indicators. For the numbers of irreps to be non-negative,
we need

B ¼
Xr
i¼1

ðLΛÞiyi ≥ 0: ðA16Þ

Second, we decompose the symmetry data vector associ-
ated with y as a combination of EBRs, i.e., B ¼ EBR · p or
yi ¼ ðRpÞi (i ¼ 1 � � � r), where p ¼ ðp1 � � �pNEBR

ÞT is the
combination coefficient. Clearly, the decomposition

B ¼
Xr
i¼1

ðLΛÞiyi þ
XNEBR−r

i¼1

ðLΛÞrþiki; ðA17Þ

where ki’s are free (integer) parameters, gives the same
symmetry data vector as Eq. (A16) because Λi ¼ 0 for
i > r. Thus, the general solution of B ¼ EBR · p can be

written as p ¼ R−1
�
y
k

�
. As both R and R−1 are integer

matrices, p is an integer vector iff k is an integer vector.
Therefore, the condition for the symmetry data to be trivial
is equivalent to the existence of integer solutions of k for
the inequalities p ≥ 0 subject to the constraints B ≥ 0
[Eq. (A16)]: If there exists k such that p ≥ 0, then the
symmetry data can be written as a sum of EBRs. Now, we
describe the solution of p ≥ 0. At the first step, we consider
k1 as a variable and k2 � � � kNEBR−1 and y as fixed parameters.
Then, the solution of p ≥ 0 takes the form

max
h
fð−1Þ1 ðk2 � � � yrÞ; fð−2Þ1 ðk2 � � � yrÞ; � � �

i
≤ k1

≤ min
h
fð1Þ1 ðk2 � � � yrÞ; fð2Þ1 ðk2 � � � yrÞ; � � �

i
: ðA18Þ

Here, f’s are linear functions of k and y with rational

coefficients. In the second step, by requiring fðiÞ1 ≤ fðjÞ1 ,
where i < 0 and j > 0, such that k1 has a nontrivial
solution, we obtain a set of constraints about
k2 � � � kNEBR−r and y. Solving these constraints by regarding
k2 as the variable and k3 � � � kNEBR−1 and y as fixed
parameters, we obtain the solution

max
h
fð−1Þ2 ðk3 � � � yrÞ; fð−2Þ2 ðk3 � � � yrÞ; � � �

i
≤ k2

≤ min
h
fð1Þ2 ðk3 � � � yrÞ; fð2Þ2 ðk3 � � � yrÞ; � � �

i
: ðA19Þ

At the ðNEBR − rÞth step, solving the constraints that
guarantee kNEBR−r−1 to have a nontrivial solution by
considering kNEBR−r as a variable and y as a fixed parameter,
we obtain the solution

max
h
hð−1Þ0 ðy1 � � � yrÞ; hð−2Þ0 ðy1 � � � yrÞ; � � �

i
≤ kNEBR−r

≤ min
h
hð1Þ0 ðy1 � � � yrÞ; hð2Þ0 ðy1 � � � yrÞ; � � �

i
: ðA20Þ

Here, h’s are linear functions of y with rational coefficients.
In the next step, we regard y1 as the variable and y2 � � � yr as
fixed parameters. By requiring kNEBR−r to have a nontrivial
solution, we obtain the constraints satisfied by y1 as

max
h
hð−1Þ1 ðy2 � � � yrÞ; hð−2Þ1 ðy2 � � � yrÞ; � � �

i
≤ y1

≤ min
h
hð1Þ1 ðy2 � � � yrÞ; hð2Þ1 ðy2 � � � yrÞ; � � �

i
: ðA21Þ

Following the procedure, we can successfully obtain the
constraints satisfied by y2 � � � yr as
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max
h
hð−1Þ2 ðy3 � � � yrÞ; hð−2Þ2 ðy3 � � � yrÞ; � � �

i
≤ y2

≤ min
h
hð1Þ2 ðy3 � � � yrÞ; hð2Þ2 ðy3 � � � yrÞ; � � �

i
; ðA22Þ

max
h
hð−1Þr−1 ðyrÞ; hð−2Þr−1 ðyrÞ; � � �

i
≤ yr−1

≤ min
h
hð1Þr−1ðyrÞ; hð2Þr−1ðyrÞ; � � �

i
: ðA23Þ

Equations (A18)–(A23) can be thought of as an
algorithm, where the (nþ 1)th step is obtained by requir-
ing that the nth step has a nontrivial (rational) solution.
Therefore, to ensure that k1 � � � kNEBR

has a nontrivial
(rational) solution, we need only the constraints in

Eqs. (A21)–(A23) to be satisfied. In other words, if hðiÞl >

hðjÞl for any i < 0, j > 0 (l ¼ 0; 1 � � � r), the constraints
Eqs. (A21)–(A23) are violated; this result would imply the
nonexistence of k satisfying Eqs. (A18)–(A20). Hence, we
can define the inequality-type indices as hðiÞl − hðjÞl (i < 0,
j > 0, l ¼ 0; 1 � � � r), the positive values of which imply
that Eqs. (A18)–(A20) do not have a solution and hence
k1 � � � kNEBR−r does not have a solution; hence, they imply a
fragile topology. In practice, we need to check whether

hðiÞl − hðjÞl > 0 is consistent with the positivity of B
[Eq. A16]. If not, then there is no need to introduce such
an index, as it cannot be realized by a real band structure.
As discussed in the paragraph below Eq. (A8), in the

example of SG 150, hðiÞl and hðjÞl pairs set four possible
inequality-type indices, but only one of them is consistent
with Eq. (A16). By this method, we can obtain all the
inequality-type fragile indices, in principle. However, we
emphasize that the computational time of solving p ≥ 0 in
the form of Eqs. (A18)–(A21) and (A23) increases
exponentially with the number of variables. Therefore,
it is very hard to solve SGs where r is very large using the
inequality method; several of these groups are solved
in Ref. [73].
Finding Zn¼2;3���-type fragile indices is more compli-

cated: One needs to check whether the solution of k
contains integer points. For simplicity, let us first check
whether the kNEBR−r component has integer solutions. For a

given y ¼ ðy1 � � � yrÞT , if there exist fractional hðiÞ0 and hðjÞ0

(i < 0, j > 0), then the conditions for kNEBR−r to have no

integer solutions are (i) hðiÞ0 ∈ Q − Z (noninteger rational)

and (ii) hðjÞ0 < ⌈hðiÞ0 ⌉ such that hðiÞ0 ≤ kNEBR−r ≤ hðjÞ0 <

⌈hðiÞ0 ⌉ has no integer solution sitting between a noninteger
rational and the smallest integer larger than or equal to this
noninteger rational. Here, ⌈x⌉ represents the smallest
integer larger than or equal to x. Now, let us write the
conditions (i) and (ii) more explicitly to get the Zn-type

indices. As hðiÞ0 is a rational linear function of y, there exists

a minimal integer κ such that κhðiÞ0 ∈ Z for arbitrary y ∈ Zr.
Therefore, for given y, condition (i) is equivalent to

δ ¼ κhðiÞ0 ðyÞ ≠ 0 mod κ: ðA24Þ

When Eq. (A24) is satisfied, ⌈hðiÞ0 ⌉ can be written as

hðiÞ0 þ 1 − 1
κ ðκhðiÞ0 mod κÞ, and thus condition (ii) is equiv-

alent to

hðjÞ0 − hðiÞ0 < 1 −
1

κ
ðκhðiÞ0 mod κÞ: ðA25Þ

In the example of SG 150, picking hðiÞ0 as 1
2
y2 − 1

2
y3, h

ðjÞ
0 as

1
2
y2 − 1

4
y3, and κ ¼ 2, Eqs. (A24) and (A25) are given as

δ ¼ y2 − y3 ¼ 1 mod 2 and 1
4
y3 <

1
2
, respectively, which

implies Eqs. (A13) and (A14).
So far, we have derived the Zn-type fragile indices given

by the kNEBR−r component. Now, we consider the Zn-type
fragile indices given by the kNEBR−r−1 component. We can
rederive Eqs. (A18)–(A20) in a different order of k com-
ponents, where the last-solved component is kNEBR−r−1.
Then, following Eqs. (A24) and (A25), we can derive
the Zn-type fragile criteria given by kNEBR−r−1. In
Appendix A 3, we present an example of interchanging
the order of kNEBR−r and kNEBR−r−1. By setting each ki as the
last-solved component, we can get all the Zn-type fragile
criteria given by individual k components. We present a
case-by-case study of this method in Ref. [73].

3. Another example: SG 143

Here, we present the calculation of fragile indices in SG
143 (P3) as a nontrivial example of the Zn-type indices.
The Smith decomposition of the EBR matrix is given by
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EBR ¼

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1 0 0 −1 0 0 0 0 1 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0

1 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0

2 −1 −1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

2 −1 −1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0

2 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

×

0
BBBBBBBBB@

1 1 1 1 1 1

2 0 0 0 1 1

0 2 0 1 0 1

0 0 0 1 1 1

−1 −1 0 0 0 0

1 0 0 0 0 0

1
CCCCCCCCCA
; ðA26Þ

where the order of irreps is Ā4Ā4, Ā5Ā6, Γ̄4Γ̄4, Γ̄5Γ̄6, H̄4,
H̄5, H̄6, HA4, HA5, HA6, K̄4, K̄5, K̄6, KA4, KA5, KA6,
L̄2L̄2, and M̄2M̄2, in the BCS notation [40,51]. The rank of
the EBR matrix is r ¼ 4, and the number of EBRs is
NEBR ¼ 6; thus, y has four components, and k has two
components. From Eq. (A26), we can directly see that the
solution of B ¼ P

r
i¼1ðLΛÞiyi ≥ 0 is

y1 ≥ y4 ≥ 0; y2 ≥ 0; y3 ≥ 0; 2y1 − y2 − y3 ≥ 0:

ðA27Þ
Relying on the discussion in Appendix A 2, we can write
the p vector as

p ¼ R−1
�
y

k

�
¼

0
BBBBBBBBB@

k2
−k1 − k2

y1 − y4 þ k1
−y2 þ y4 þ 2k2

−y3 þ y4 − 2k1 − 2k2
y2 þ y3 − y4 þ 2k1

1
CCCCCCCCCA
: ðA28Þ

Now, we solve the inequality by the method described in
Eqs. (A18)–(A23). In the first step, we take k1 as the
variable,; then, p ≥ 0 gives

− k1 − k2 ≥ 0; y1 − y4 þ k1 ≥ 0;

− y3 þ y4 − 2k1 − 2k2 ≥ 0; y2 þ y3 − y4 þ 2k1 ≥ 0:

ðA29Þ

(For now, we temporarily omit the first and fourth compo-
nents of p, i.e., k2 and −y2 þ y4 þ 2k2, where k1 is not
involved.) The four constraints in Eq. (A29) should be
satisfied at the same time, so we obtain

max

�
−
1

2
y2 −

1

2
y3 þ

1

2
y4;−y1 þ y4

�
≤ k1

≤ min

�
−k2;−k2 −

1

2
y3 þ

1

2
y4

�
: ðA30Þ

In the second step, we regard k2 as the variable and find the
constraints satisfied by k2 that guarantee (i) p1 ≥ 0, p4 ≥ 0,
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and (ii) k1 has a nontrivial solution. On one hand, for p1

and p4 to be non-negative, we have

k2 ≥ 0; −y2 þ y4 þ 2k2 ≥ 0: ðA31Þ

On the other hand, for k1 to have nontrivial solutions, we
should satisfy the inequalities

−
1

2
y2 −

1

2
y3 þ

1

2
y4 ≤ −k2

−
1

2
y2 −

1

2
y3 þ

1

2
y4 ≤ −k2 −

1

2
y3 þ

1

2
y4

− y1 þ y4 ≤ −k2

− y1 þ y4 ≤ −k2 −
1

2
y3 þ

1

2
y4: ðA32Þ

Regarding k2 as the variable, the constraints in Eqs. (A31)
and (A32) can be equivalently written as

max

�
0;
1

2
y2 −

1

2
y4

�
≤ k2

≤ min

�
1

2
y2;

1

2
y2 þ

1

2
y3 −

1

2
y4; y1 −

1

2
y3 −

1

2
y4; y1 − y4

�
:

ðA33Þ

Equation (A33) guarantees that (i)p1;4 are non-negative, and
(ii) Eq. (A30) has a nontrivial solution,which guarantees that
p2;3;5;6 are non-negative. Thus, the sufficient and necessary
condition for p to be non-negative is that Eq. (A33) has
nontrivial solutions. And, Eq. (A33) has nontrivial solutions
if and only if the two lower bounds are smaller than the four
upper bounds, i.e., the eight inequalities

y2 ≥ 0; y2þ y3− y4 ≥ 0; 2y1− y3− y4 ≥ 0; y1− y4 ≥ 0;

y4 ≥ 0; y3 ≥ 0; 2y1 − y2− y3 ≥ 0; 2y1− y2− y4 ≥ 0:

ðA34Þ

Now,we are ready towork out the fragile indices. First, we
look at the inequality type. We notice that the first, fourth,
fifth, sixth, and seventh inequalities in Eq. (A34) are identical
to the inequalities in Eq. (A27) obtained from B ≥ 0 and
hence do not bring any new index. But the second, third, and
last inequalities are not included in Eq. (A27). Therefore, we
get three inequality-type fragile criteria as the second, third,
and last inequalities in Eq. (A27) (for which k2 solutions do
not exist),

y4 − y2 − y3 > 0; ðA35Þ

y3 þ y4 − 2y1 > 0; ðA36Þ

y2 þ y4 − 2y1 > 0: ðA37Þ

Now, we look at the Zn-type indices. First, let us derive
the condition for k2 to have fractional solutions but no
integer solution. Equation (A33) can be thought of as the
intersection of the following five equations:

0 ≤ k2 ≤ min

×

�
1

2
y2;

1

2
y2 þ

1

2
y3 −

1

2
y4; y1 −

1

2
y3 −

1

2
y4; y1 − y4

�
;

ðA39Þ

1

2
y2 −

1

2
y4 ≤ k2 ≤

1

2
y2; ðA40Þ

1

2
y2 −

1

2
y4 ≤ k2 ≤

1

2
y2 þ

1

2
y3 −

1

2
y4; ðA41Þ

1

2
y2 −

1

2
y4 ≤ k2 ≤ y1 −

1

2
y3 −

1

2
y4; ðA42Þ

1

2
y2 −

1

2
y4 ≤ k2 ≤ y1 − y4: ðA43Þ

If Eq. (A39) has solutions, the solutions must contain the
integer 0, which would not be a fractional solution of k2 but
an integer solution. Similarly, if Eq. (A43) has solutions,
the solutions must contain the integer y1 − y4. Thus, neither
Eq. (A39) nor Eq. (A43) can bring new indices since the
bounds of these equations are integers, and we are looking
for the case where no integer solution exists. Therefore, we
only need to consider the cases where Eq. (A40),
Eq. (A41), or Eq. (A42) has only fractional solutions but
no integer solution. For Eq. (A40) to have no integer
solution, we set the lower bound as a half integer and set the
interval to be smaller than 1

2
, i.e., y2 − y4 ¼ 1 mod 2 and

0 ≤ 1
2
y2 − ð1

2
y2 − 1

2
y4Þ < 1

2
. Considering that y’s are inte-

gers, we can rewrite this condition as (A):

y2 − y4 ¼ 1 mod 2; y4 ¼ 0: ðA44Þ

Similarly, for Eqs. (A41) and (A42) to have no integer
solution, we get (B),

y2 − y4 ¼ 1 mod 2; y3 ¼ 0; ðA45Þ

and (C),

y2 − y4 ¼ 1 mod 2; 2y1 − y2 − y3 ¼ 0; ðA46Þ

respectively. Then, we consider the case where k2 can be an
integer but k1 cannot. The solution in Eq. (A30) can be
thought of as the intersection of the following three
solutions:
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−
1

2
y2 −

1

2
y3 þ

1

2
y4 ≤ k1 ≤ −k2; ðA47Þ

−
1

2
y2 −

1

2
y3 þ

1

2
y4 ≤ k1 ≤ −k2 −

1

2
y3 þ

1

2
y4; ðA48Þ

−y1 þ y4 ≤ k1 ≤ min

�
−k2;−k2 −

1

2
y3 þ

1

2
y4

�
: ðA49Þ

Since we are looking for noninteger solutions, Eqs. (A47)
and (A49) cannot bring new indices because, if they have
solutions, they must have integer solutions. (If there is an
integer solution, then there is always at least one way of
writing B as a sum of EBRs with non-negative coeffi-
cients.) For example, when Eq. (A47) has solutions, −k2
must be a solution; when Eq. (A49) has solutions, −y1 þ y4
must be a solution. Thus, we only need to consider the case
where Eq. (A48) has no integer solution. We set the lower
bound of Eq. (A48) as half integer, i.e., −y2 − y3 þ
y4 ¼ 1 mod 2, and set the interval to be smaller than
1
2
, i.e., −k2 − 1

2
y3 þ 1

2
y4 − ð− 1

2
y2 − 1

2
y3 þ 1

2
y4Þ ¼ −k2 þ

1
2
y2 < 1

2
for an arbitrary integer k2 allowed by

Eq. (A33). The interval smaller than 1
2
condition can be

equivalently written as 1
2
y2 − 1

2
< minðk2Þ.

Because of Eq. (A33), minðk2Þ can be either 0 or
⌈ðy2 − y4Þ=2⌉. Because of Eq. (A33), minðk2Þ can be
either 0 or ⌈ðy2 − y4Þ=2⌉: (D) If y2 − y4 ≤ 0, then
minðk2Þ ¼ 0, (E) if y2 − y4 ≥ 0 and y2 − y4 ¼ 0 mod 2,
then minðk2Þ ¼ 1

2
ðy2 − y4Þ, and (F) if y2 − y4 ≥ 0 and

y2 − y4 ¼ 1 mod 2, then minðk2Þ ¼ 1
2
ðy2 − y4Þ þ 1

2
. Case

(D) with the condition 1
2
y2 − 1

2
< minðk2Þ implies y2 < 1

and y4 ≥ 0 (y4 ≥ 0 is already contained in Eq. (A27).
Since y2 ≥ 0 [Eq. (A27)], we have y2 ¼ 0 and the fragile
criterion

−y2 − y3 þ y4 ¼ 1 mod 2; y2 ¼ 0: ðA50Þ

Case (E) with the condition 1
2
y2 − 1

2
< minðk2Þ implies

y4 < 1 and y2 ≥ y4. Since y4 ≥ 0 [Eq. (A27)], we have

y4 ¼ 0 and y2 ≥ 0 [y2 ≥ 0 is already contained in
Eq. (A27)]. Thus, the fragile criterion is

−y2 − y3 þ y4 ¼ 1 mod 2;

y2 − y4 ¼ 0 mod 2; y4 ¼ 0: ðA51Þ

Case (F) with the condition 1
2
y2 − 1

2
< minðk2Þ implies

y4 < 2 and y2 ≥ y4. Since y4 ≥ 0 [Eq. (A27)], we have
y4 ¼ 0, 1. For y4 ¼ 0, we have y2 ≥ 0, and the fragile
criterion is

−y2 − y3 þ y4 ¼ 1 mod 2;

y2 − y4 ¼ 1 mod 2; y4 ¼ 0: ðA52Þ

For y4 ¼ 1, we have y2 ≥ 1, and the fragile criterion is

−y2 − y3 þ y4 ¼ 1 mod 2;

y2 − y4 ¼ 1 mod 2; y4 ¼ 1: ðA53Þ

Therefore, Eqs. (A44)–(A46) and (A50)–(A53) are all the
Z2-type criteria in SG 143.

APPENDIX B: FRAGILE PHASES
AS AFFINE MONOIDS

1. Examples of Y and X

Here, we take Y of SG 150 as an example to show the
two representations of the polyhedral cone. Because of
Eq. (A4), the H-representation of Y can be written as

Y ¼ fy ∈ R3jy1 ≥ y2; y1 ≥ y3; y2 ≥ 0; y3 ≥ 0g: ðB1Þ

As shown in Fig. 6, the two-dimensional faces of the
polyhedral cone are the subsets of Y where a single
inequality is saturated, and the one-dimensional faces, or
the rays, of the polyhedral cone are where two of the
inequalities are saturated. To be specific, for the six pairs of
the four inequalities in Eq. (B1), we set (i) y1 ¼ y2 ¼ y3
and y1 ≥ 0, (ii) y1 ¼ y2 ¼ 0 and 0 ≥ y3 ≥ 0 (or y3 ¼ 0),
(iii) y1 ¼ y2 and y3 ¼ 0 and y2 ≥ 0, (iv) y1 ¼ y3 and
y2 ¼ 0 and y1 ≥ 0, (v) y1 ¼ y3 ¼ 0 and 0 ≥ y2 ≥ 0, and

r
1

r
2

r
3

r
4

(a) (b) (c) (d) (e)

y
1

y
2

y
3

FIG. 6. The rays and boundary planes in the polyhedral cone Y in SG 150. (a) r1 ¼ ð1; 1; 1ÞT , r2 ¼ ð1; 1; 0ÞT , r3 ¼ ð1; 0; 1ÞT ,
r4 ¼ ð1; 0; 0ÞT . (b) The y1 − y2 ¼ 0 plane; (c) the y1 − y3 ¼ 0 plane; (d) the y2 ¼ 0 plane; and (e) the y3 ¼ 0 plane.
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(vi) y2 ¼ y3 ¼ 0 and y1 ≥ 0; we find that (i), (iii), (iv), and
(vi) are rays, and (ii) and (v) are points. Therefore, the ray
matrix in the V-representation of Y is given by

Ray ¼

0
B@

1 1 1 1

1 1 0 0

1 0 1 0

1
CA: ðB2Þ

Here, we take X in SG 150 as another example to show
the two representations of the polyhedral cone. The rays of
X are given by the first r rows of each column of the R
matrix in Eq. (A2), as shown in Fig. 7(a). Because of
Theorem 4, there will be an H-representation of X. Let us
work out the H-representation. As R1∶r;∶ is a 3 × 4 matrix
[Eq. (A2)], X has four rays, where each pair sets a plane:
(i) The first two rays set the plane y2 − y3 ¼ 0, (ii) the first
and the third set y1 − y2 ¼ 0 [Fig. 7(b)], (iii) the first and
the last set y1 − y3 ¼ 0 [Fig. 7(c)], (iv) the second and the
third set y3 ¼ 0 [Fig. 7(d)], (v) the second and the last set
2y2 − y3 ¼ 0 [Fig. 7(e)], and (vi) the last two set
2y1 − 2y2 þ y3 ¼ 0. We can directly verify that (ii)–(v)
are boundaries of X, whereas (i) and (vi) are not. For
example, all points (except the origin) on the third ray and
the fourth ray satisfy y2 − y3 > 0 and y2 − y3 < 0, respec-
tively; because the points on the rays are on different sides
of the y2 − y3 ¼ 0, y2 − y3 ¼ 0 is not a boundary. On the
other hand, all the rays satisfy y1 − y2 ≥ 0; thus, y1 − y2 ¼
0 is a boundary. Therefore, we obtain

X ¼ fy ∈ R3jy1 ≥ y2; y1 ≥ y3; 2y2 − y3 ≥ 0; y3 ≥ 0g:
ðB3Þ

2. Hilbert bases of Ȳ and EFP roots

An affine monoid M is called positive if ∀ a; b ∈ M −
f0g ⇒ aþ b ≠ 0. Theorem 7 in Appendix F tells us that
the intersection of a pointed polyhedral cone and the integer
lattice is a positive monoid. Therefore, Ȳ is indeed a
positive affine monoid. Since X̄ is a subset of Ȳ, X̄ is also
a positive affine monoid.
Because of Theorem 6, any positive affine monoid has a

unique minimal set of generators, called the Hilbert bases.

All the elements in the monoid can be written as a sum of the
Hilbert bases with positive coefficients. It should be noticed
that none of the Hilbert basis can bewritten as a sum of other
nonzero elements in the positive affine monoid with positive
coefficients. As shown in the following examples, in some
cases, the vectors of the Hilbert bases are linearly dependent
on each other, but writing any one of them as a linear
combination of others will involve negative coefficients.
Here, we divide the Hilbert bases into two parts: the fragile
phase bases and the trivial bases. The trivial bases actually
correspond to EBRs because they are trivial (BR) and
cannot be written as a sum of other elements with positive
coefficients (elementary basis). We call the fragile phase
bases EFP roots. From the aspect of symmetry data, the
fragile roots are the “representative” phases of EFPs, as any
EFP can be obtained by either stacking the roots or stacking
the roots with EBRs (trivial bands).
Example.—We take Y in SG 150 as an example to derive

the Hilbert bases. The Y polyhedron is given in Eq. (B1). To
derive the Hilbert bases, we further divide the points in Ȳ
into two cases: (i) 0 ≤ y3 ≤ y2 ≤ y1, (ii) 0 ≤ y2 ≤ y3 ≤ y1.
For case (i), we can rewrite the y vector as

y¼

0
B@
y1
y2
y3

1
CA¼ y3

0
B@
1

1

1

1
CAþðy2− y3Þ

0
B@
1

1

0

1
CAþðy1− y2Þ

0
B@
1

0

0

1
CA:

ðB4Þ
For case (ii), we can rewrite the y vector as

y¼

0
B@
y1
y2
y3

1
CA¼ y2

0
B@
1

1

1

1
CAþðy3− y2Þ

0
B@
1

0

1

1
CAþðy1− y3Þ

0
B@
1

0

0

1
CA:

ðB5Þ
Therefore, there are four Hilbert bases:

b1 ¼

0
B@

1

1

1

1
CA; b2 ¼

0
B@

1

0

0

1
CA; b3 ¼

0
B@

1

1

0

1
CA; b4 ¼

0
B@

1

0

1

1
CA;

ðB6Þ
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FIG. 7. The rays and boundary planes in the polyhedral cone X in SG 150. (a) r1 ¼ ð1; 1; 1ÞT , r2 ¼ ð1; 0; 0ÞT , r3 ¼ ð2; 2; 0ÞT ,
r4 ¼ ð2; 1; 2ÞT . (b) The y1 − y2 ¼ 0 plane; (c) the y1 − y3 ¼ 0 plane; (d) the 2y2 − y3 ¼ 0 plane; and (e) the y3 ¼ 0 plane.
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where b1, b2, b3, b4 are also the rays of the polyhedral cone
Y [Eq. (B2)]. The four bases are linearly dependent, but
they are not redundant for the monoid as none of them can
be written as a sum of the other three with positive
coefficients. To be specific, b1 ¼ b3 þ b4 − b2, b2 ¼
b3 þ b4 − b1, b3 ¼ b1 þ b2 − b4, b4 ¼ b1 þ b2 − b3.
Applying the fragile criteria of SG 150, i.e., Eqs. (A9)
and (A13)–(A15) to be four bases, we find that b1 and b2
are trivial, b3 satisfies the Z2-type criterion in Eq. (A13),
and b4 satisfies the inequality-type criterion in Eq. (A9). In
fact, b1 and b3 are the first and second columns of the right
transformation matrix R (the first three rows) in the Smith
decomposition of the EBR matrix [Eq. (A2)], respectively,
and thus present two EBRs of SG 150. Therefore, SG 150
has only two EFP roots: b3 and b4.
There are two commonly used algorithms to calculate the

Hilbert bases of a positive affine monoid, i.e., the Normaliz
algorithm [79] and the Hemmecke algorithm [80], which
are available in the Normaliz package and the 4ti2 package,
respectively. In this work, we mainly use the 4ti2 package
to solve the Hilbert bases. Applying this algorithm for each
Ȳ, we are able to calculate all the fragile roots in all SGs, as
tabulated in Table S3 of Ref. [74]. In Table 1 in the main
text, we summarized the numbers of fragile roots in all
the SGs.

3. Hilbert bases of Zr ∩ X

As introduced in Sec. IVA, X̄ ¼ fy ∈ Zrjyi ¼ ðRpÞi;
p ∈ NNEBRg represent all the trivial points in Y. Thus, the
fragile phases are represented by points in Ȳ − X̄. For
convenience, we introduce the auxiliary polyhedral cone
X ¼ fy ∈Rrjyi ¼ ðRpÞi;p ∈RNEBRg and divide the points
in Ȳ − X̄ into Ȳ − Zr ∩ X and Zr ∩ X − X̄. Here, we
discuss a special issue of the Hilbert bases of Zr ∩ X,
which will be used in deriving the fragile indices in
Appendix C 2. A basis bl ∈ HilðZr ∩ XÞ is either trivial
(∈ X̄) or nontrivial (∉ X̄), depending on whether it can be
written as a sum of columns of R1∶r;∶, i.e., ∃ ql ∈
NNEBRs:t:bl ¼ R1∶r;∶ql. Now, we define the order of bl as
the smallest positive integer κl that makes κlbl ∈ X̄. We
first consider the solutions of the equation bl ¼ R1∶r;∶ql,
where ql is a vector with NEBR components. The general
solution of bl ¼ R1∶r;∶ql is given as ql ¼

P
r
i ðblÞiR−1

i þPNEBR−r
j¼1 kjR−1

jþr, where R−1
i is the ith column of R−1, r is

the rank of the EBR matrix, and k’s are free parameters. For
convenience, we introduce the auxiliary polyhedron

Kl ¼
�
k ∈ QNEBR j

Xr
i

ðblÞiR−1
i þ

XNEBR−r

j¼1

kjR−1
jþr ≥ 0

�
:

ðB7Þ
Notice that R is a unimodular matrix; thus, ql ∈ Nr ⇔
k ∈ ZNEBR−r. If Kl contains integer points, we can take an

integer point in it, k, such that the corresponding ql ∈ Nr,
and hence bl ¼ R1∶r;∶ql, is a combination with non-
negative coefficients of columns in R1∶r;∶. If Kl contains
only fractional points but no integer point, the correspond-
ing ql’s are non-negative but fractional, and hence bl can
only be written as a combination with non-negative frac-
tional coefficients of columns in R1∶r;∶. For this second
case, we can introduce a (minimal) positive integer κl such
that κlKl, i.e.,

κlKl ¼ fκlkjk ∈ Klg; ðB8Þ
contains at least one integer point. Such a κl always exists:
Suppose k is a fractional vector in Kl; then, we can take κl
as the least common multiplier of the denominators of the
components of k such that κlk is an integer vector. We
always choose κl as the minimal integer such that κlKl
contains at least one integer point. Here, κl can be thought
of as the “order” of a nontrivial Hilbert basis because κlbl
can be written as a combination with non-negative integer
coefficients of columns in R1∶r;∶ and hence belongs to X̄.
Example.—Now, we derive the Hilbert bases of Z3 ∩ X

in SG 150. Note that X is shown in Fig. 7, and its H-
representation is derived in Eq. (B3). To derive the Hilbert
bases, we further divide the points in Z3 ∩ X into two
cases: (i) y2 − y3 ≥ 0 and (ii) y2 − y3 ≤ 0. For case (i), we
can rewrite the y vector as

y¼

0
B@
y1
y2
y3

1
CA¼ y3

0
B@
1

1

1

1
CAþðy2− y3Þ

0
B@
1

1

0

1
CAþðy1− y2Þ

0
B@
1

0

0

1
CA:

ðB9Þ
The three bases in case (i) are the same as the bases in case
(i) of Ȳ [Eq. (B4)]. For case (ii), where y2 − y3 ≤ 0, we can
rewrite the y vector as

y ¼

0
B@

y1
y2
y3

1
CA ¼ ðy1 − y3Þ

0
B@

1

1

1

1
CAþ ð2y2 − y3Þ

0
B@

1

0

0

1
CA

þ ðy3 − y2Þ

0
B@

2

1

2

1
CA: ðB10Þ

The three bases in case (ii), where y2 − y3 ≤ 0, are different
than the bases in case (ii) of Ȳ [Eq. (B5)] because here we
cannot decompose y into ð1; 0; 1ÞT since ð1; 0; 1ÞT ∉ X̄.
Therefore, there are four Hilbert bases:

b1 ¼

0
B@

1

1

1

1
CA; b2 ¼

0
B@

1

0

0

1
CA; b3 ¼

0
B@

1

1

0

1
CA; b4 ¼

0
B@

2

1

2

1
CA;

ðB11Þ
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where b1, b2, and b4 are the (first three rows of the)
columns of R [Eq. (A2)] and hence are trivial. On the other
hand, b3 is half of the (first three rows of the) third column
in R. Thus, we obtain κ1 ¼ κ2 ¼ κ4 ¼ 1 and κ3 ¼ 2. To
check, we calculate κ3 using the algorithm described in the
last paragraph. The inverse of the R matrix [Eq. (A2)] is

R−1 ¼

0
BBB@

0 2 −1 4

1 0 −1 2

0 0 0 −1
0 −1 1 −2

1
CCCA; ðB12Þ

and hence, because of Eq. (B7), we obtain

K3 ¼ fk ∈ Qj2þ 4k ≥ 0; 1þ 2k ≥ 0;−k ≥ 0;−1

− 2k ≥ 0g ¼
�
−
1

2

�
: ðB13Þ

Therefore, κ3 ¼ 2 is the minimal integer that makes κ3K3

have an integer point.

APPENDIX C: FRAGILE INDICES

1. Removing unallowed inequality-type indices

In Sec. IV B, we have introduced the general method to
derive inequality-type criteria in the form of ay < 0. Here,
we describe how to judge whether ay < 0 is allowed. For
a given row a in A, we define Y 0 ¼ fy ∈ RrjLΛ∶;1∶ry ≥ 0

and ay < 0g. Notice that Y 0 is an open set (due to the
condition ay < 0). (A set is open if it does not contain any
of its boundary points.) Clearly, Y 0 ¼ ∅ implies that ay < 0
is not allowed in Y. However, we do not use Y 0 in
practical calculations because it is complicated to store
and process an open set in our group calculations; instead,
we make use of the closed extension of Y 0, i.e., Y 00 ¼
fy ∈ RrjðLΛ∶;1∶r

−a Þy ≥ 0g. Since Y 00 is a superset of Y 0,

obviously, Y 00 ¼ ∅ ⇒ Y 0 ¼ ∅. Thus, Y 00 ¼ ∅ implies
ay < 0 is forbidden by the B ≥ 0 condition. Now, we
show how to detect the case Y 0 ¼ ∅ but Y 00 ≠ ∅. We
notice that Y 0 ¼ ∅ implies that Y 00 ¼ Y 00 − Y 0 ¼
fy ∈ RrjLΛ∶;1∶ry ≥ 0 and ay ¼ 0g ≠ ∅. The presence of
equation ay ¼ 0 will reduce the dimension of the poly-
hedron. Thus, this case can be diagnosed by dimðY 00Þ < r.
Example.—In the paragraphs above, we have described a

general algorithm to derive the inequality-type fragile
criteria. As an example, here we rederive the inequality-
type fragile criteria of SG 150 using the polyhedron
method. The polyhedral cone Y is given by Eq. (B1),
and the polyhedral cone X is given by Eq. (B3). We rewrite
Eq. (B3) in terms of the A matrix as

X ¼ fy ∈ R3jAy ≥ 0g; A ¼

0
BBB@

1 −1 0

1 0 −1
0 2 −1
0 0 1

1
CCCA: ðC1Þ

The four rows in A correspond to four possible inequality-
type fragile indices, i.e., y2 − y1, y3 − y1, y3 − 2y2, and
−y3, the positive values of which imply fragile phases.
However, the first, second, and last inequalities are not
allowed in Y. For the first index y2 − y1, the auxiliary
polyhedral cone Y 00 ¼ fy1 ≥ y2; y1 ≥ y3; y2 ≥ 0; y3 ≥ 0;
y2 − y1 ≥ 0g ¼ fy1 ¼ y2; y1 ≥ y3; y2 ≥ 0; y3 ≥ 0g has a
dimension 2 (<3), implying y2 − y1 > 0 is not allowed
in Y. For the second index y3 − y1, the auxiliary polyhedral
cone Y 00 ¼ fy1 ≥ y2; y1 ¼ y3; y2 ≥ 0; y3 ≥ 0g has a dimen-
sion 2 (<3), implying y3 − y1 > 0 is not allowed in Y.
For the last index −y3, the auxiliary polyhedral cone Y 00 ¼
fy1 ≥ y2; y1 ≥ y3; y2 ≥ 0; y3 ¼ 0g has a dimension 2 (<3),
implying −y3 > 0 is not allowed in Y, so the corresponding
fragile index is not necessary. Therefore, the only inequal-
ity-type index is y3 − 2y2, consistent with the result
[Eq. (A9)] in Appendix A 1.

2. Z2-type fragile indices

In this subsection, we consider the type-II fragile phases,
i.e., symmetry data vectors represented by points in
Zr ∩ X − X̄, and derive the corresponding Zn-type fragile
criteria. It turns out that all the Zn-type criteria are of
Z2 type.

a. Zr ∩ X − X̄ is close to the boundary of X

A key property allowing us to derive the general Zn

indices is that the points in Zr ∩ X − X̄ are all close to the
boundaries of X, as will be explained more clearly below.
Here, we present a heuristic description of this conclusion
and leave the proof for the following paragraphs. As we
will prove, there always exists a finite integer vector Δy ∈
X̄ such that for ∀ y ∈ Zr ∩ X − X̄, yþ Δy ∈ X̄. In other
words, the shifted monoid Δyþ Zr ∩ X ¼ fyþ Δyjy ∈
Zr ∩ Xg is a subset of X̄ and hence

Δyþ Zr ∩ X ⊂ X̄ ⇒ Zr ∩ X − X̄ ⊂ Zr ∩ X

− ðΔyþ Zr ∩ XÞ ¼ Zr ∩ ðX − ðΔyþ XÞÞ;
ðC2Þ

i.e., X − ðΔyþ XÞ is a superset of Zr ∩ X − X̄. We show
that X − ðΔyþ XÞ is close to the boundary of X. We
assume that X has the H-representation X ¼ fy ∈
RrjAy ≥ 0g; then, if x ∈ Δyþ X, we have x − Δy ∈ X
and hence Aðx − ΔyÞ ≥ 0. Thus, we obtain the H-
representation of Δyþ X,
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Δyþ X ¼ fy ∈ RrjAðy − ΔyÞ ≥ 0g; ðC3Þ

and hence obtain X − ðΔyþ XÞ as

X − ðΔyþ XÞ ¼ fy ∈ RrjAy ≥ 0; and

∃ i; s:t:ðAyÞi < ðAΔyÞig: ðC4Þ

Since the ith boundary of X is given by ðAyÞi ¼ 0, for a
given point y, ðAyÞi can be thought of as the distance
from y to the ith boundary of X. Equation (C4) means that
for ∀ y ∈ X − ðΔyþ XÞ, there always exists some boun-
dary of X such that the distance from y to this boundary
is smaller than the distance from Δy (the existence of
which we will prove) to this boundary. Thus, the point
X − ðΔyþ XÞ is close to the boundary of X.
Before proving the existence of Δy, here we first study

the property of points in Zr ∩ X. Note that Zr ∩ X is
generated from the so-called Hilbert bases, denoted as
HilðZr ∩ XÞ (Theorem 6 in Appendix F). To be specific,
we can rewrite Zr ∩ X as

Zr ∩ X ¼ fy ¼ b1p1 þ b2p2 þ � � � þ bNH
pNH

jb1;
b2 � � � bNH

∈ HilðZr ∩ XÞ; p1; p2 � � �pNH
∈ Ng;
ðC5Þ

where NH is the number of Hilbert bases. As shown in
Appendix B 3, for each basis bl, there is a positive integer
κl—the order of bl—such that κlbl ∈ X̄ (a trivial point).
With the concept of order κl of the Hilbert basis, we can
decompose a general point in Zr ∩ X in Eq. (C5) into two
parts:

y ¼
X
l

ðpl mod κlÞbl þ
X
l

bpl=κlcκlbl; ðC6Þ

where bac is the largest integer equal to or smaller than a.
The second part in this decomposition belongs to X̄, by
construction, since κlbl ∈ X̄ and bpl=κlc ∈ N. Therefore,
to shift y to X̄, we only need to shift the first part to X̄.
Now, we prove the existence of Δy. As shown in

Eq. (C6), the nontrivial part of any point in Zr ∩ X − X̄
is of the form

P
lðpl mod κlÞbl; thus, to shift it to X̄, we

only need Δy to satisfy

∀p ∈ NNH ; Δyþ
X
l

ðpl mod κlÞbl ∈ X̄: ðC7Þ

As bl represents either a trivial state (EBR) or an EFP,
both of which can be written as an integer combination of
EBRs, we can write bl as bl ¼ R1∶r;∶ql for some ql ∈ ZNH .
If bl ∈ X̄, ql can be a non-negative vector, whereas if
bl ∉ X̄, at least one component of ql is negative. The choice
of ql is not unique. In general, ql can be written asP

r
i¼1 R

−1
i ðblÞi þ

PNEBR−r
j¼1 R−1

j kj, where R−1
i is the ith

column of the R−1 matrix, and k’s are free parameters.
For now, for each bl, we just pick a specific ql. We
decompose ql into two parts: the non-negative part qþl and
the negative part q−l , i.e.,

ðqþl Þi ¼
� ðqlÞi if ðqlÞi ≥ 0

0 if ðqlÞi < 0;

ðq−l Þi ¼
�
0 if ðqlÞi ≥ 0

ðqlÞi if ðqlÞi < 0:
ðC8Þ

Then, we have

Δyþ
X
l

ðpl mod κlÞbl ¼ Δyþ
X
l

ðpl mod κlÞR1∶r;∶q
þ
l

þ
X
l

ðpl mod κlÞR1∶r;∶q−l :

ðC9Þ

Notice that pl is a number, and ql, q
þ
l , and q−l are vectors.

The second term in the right-hand side of Eq. (C9) is
already in X̄ as it is a non-negative integer combination of
columns of R1∶r;∶. Hence, Δy only needs to shift the third
term in Eq. (C9) to X̄. We can choose Δy as

Δy ¼ −
X
l

ðκl − 1ÞR1∶r;∶q−l ðC10Þ

such that

Δyþ
X
l

ðpl mod κlÞR1∶r;∶q−l

¼
X
l

ððpl mod κlÞ − κl þ 1ÞR1∶r;∶q−l ðC11Þ

is always a non-negative integer combination of columns
of R1∶r;∶ because ðpl mod κlÞ − κl þ 1 ≤ 0 and hence
ððpl mod κlÞ − κl þ 1Þq−l ≥ 0. Therefore, Δy defined in
Eq. (C10) satisfies the condition in Eq. (C7).
Example.—Here, we take SG 199 as an example to show

how to determine Δy. As discussed in the main text
[Eq. (8)] and shown in Fig. 8, X̄ is given as

X̄ ¼ fp1ð0; 2ÞT þ p2ð1; 2ÞT þ p3ð1; 3ÞT jp1;2;3 ∈ Ng
¼ fR1∶r;∶pjp ∈ N3g; ðC12Þ

where R1∶r;∶ is given by [Eq. (4) in the main text]

R1∶r;∶ ¼
�
0 1 1

2 2 3

�
: ðC13Þ

On the other hand, the polyhedron cone X, which is
identical to Y [Eq. (6) in the main text], is given as
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X ¼ fy ∈ R2jy2 ≥ 2y1 ≥ 0g: ðC14Þ

The inequality y1 ≥ 0 can be rewritten as ð1; 0Þy ≥ 0, and
the inequality y2 ≥ 2y1 can be rewritten as ð−2; 1Þy ≥ 0.
Thus, X can be rewritten as

X ¼ fy ∈ R2jAy ≥ 0g; A ¼
�

1 0

−2 1

�
: ðC15Þ

For any point y in Z2 ∩ X, we can decompose it as
y ¼ y1ð1; 2ÞT þ ðy2 − 2y1Þð0; 1ÞT . Thus, the Hilbert bases
of Z2 ∩ X are b1 ¼ ð0; 1ÞT and b2 ¼ ð1; 2ÞT , and the
monoid Zr ∩ X is

Z ∩ X ¼ fp1ð0; 1ÞT þ p2ð1; 2ÞT jp1;2 ∈ Ng: ðC16Þ

On the other hand, X̄ can be obtained by adding the (first
two rows of the) columns of R in Eq. (C13), i.e., X̄ ¼
fp1ð0; 2ÞT þ p2ð1; 2ÞT þ p3ð1; 3ÞT jp1;2;3 ∈ Ng (Fig. 8).
As shown in Fig. 8 and proved in the main text [around
Eq. (9)], the set Zr ∩ X − X̄ is given as

Zr ∩ X − X̄ ¼ fð0; 2pþ 1ÞT jp ∈ Ng
¼ fð0; 1ÞT; ð0; 3ÞT; ð0; 5ÞT � � �g: ðC17Þ

One can immediately observe that the vector Δy ¼ ð1; 2ÞT
shifts all the points in Zr ∩ X − X̄ to X̄, e.g.,
ð0; 1Þ → ð1; 3ÞT , ð0; 3Þ → ð1; 5ÞT , ð0; 5Þ → ð1; 7ÞT , etc.
Now, let us pretend that we do not know Δy and use the

algorithm described in the last paragraph to determine Δy.
Twice b1 belongs to X̄ [Eq. (C12)], and hence κ1 ¼ 2; b2 is
already in X̄, and hence κ2 ¼ 1. To obtain the qþl and q−l
[Eq. (C8)], which will be used to determine Δy, we write
b1, b2 in terms of columns of R1∶r;∶ with integer coef-
ficients as

b1 ¼ ð1; 3ÞT − ð1; 2ÞT ¼ R1∶r;1ð0;−1; 1ÞT;
b2 ¼ ð1; 2ÞT ¼ R1∶r;1ð0; 1; 0ÞT; ðC18Þ

i.e., q1 ¼ ð0;−1; 1ÞT and q2 ¼ ð0; 1; 0ÞT . Because of
Eq. (C8), q−1 ¼ ð0;−1; 0ÞT , q−2 ¼ 0. Then, according to
Eq. (C9), we obtain

Δy ¼ −ðκ1 − 1ÞR1∶r;∶q−1 ¼ ð1; 2ÞT; ðC19Þ

which is identical to direct observation. Finally, let us verify
Eq. (C4). The distances from Δy to the first and second
boundaries are ðAΔyÞ1 ¼ 1 and ðAΔyÞ2 ¼ 0, respectively.
Thus, Eq. (C4) can be written as X − ðΔy þ XÞ ¼
fy ∈ R4jAy ≥ 0; ðAyÞ1 < 1g ¼ fy ∈ R4j0 ≤ y1 < 1;
−2y1 þ y2 ≥ 0g, which is consistent with Fig. 8.
Example.—We take SG 150 as a nontrivial example to

show how to determine Δy. The R1∶r;∶ matrix can be
directly read from Eq. (A2). Thus, we can write X̄ as

X̄ ¼ fR1∶r;∶pjp ∈ N4g; R1∶r;∶ ¼

0
B@

1 1 2 2

1 0 2 1

1 0 0 2

1
CA:

ðC20Þ

On the other hand, from the example analyses in Secs. IVA
and IVB and Appendix B 3, we obtain the H-representation
of X as Eqs. (B3) and (C1), and the four Hilbert bases of
Z3 ∩ X as b1 ¼ ð1; 1; 1ÞT , b2 ¼ ð1; 0; 0Þ, b3 ¼ ð1; 1; 0ÞT ,
and b4 ¼ ð2; 1; 2ÞT [Eq. (B11)], respectively. Note that
b1, b2, b4 are the first, second, and fourth columns of
R1∶r;∶ shown in Eq. (C20) and hence belong to X̄. Thus, we
have the order κ1 ¼ κ2 ¼ κ4 ¼ 1. Here, b3 is half of the
second column ofR1∶r;∶ and thus the order κ3 ¼ 2. To obtain
qþ3 and q−3 [Eq. (C8)], which will be used to determine Δy,
we write b3 as an integer combination of the columns of
R1∶r;∶ as

b3 ¼ 2

0
B@

1

1

1

1
CAþ

0
B@

1

0

0

1
CA −

0
B@

2

1

2

1
CA ¼ R1∶r;∶q3; ðC21Þ

with

q3 ¼ ð2; 1; 0;−1ÞT: ðC22Þ

Because of Eq. (C8), we have q−3 ¼ ð0; 0; 0 − 1ÞT .
According to Eq. (C10), we have

Δy ¼ −ðκ3 − 1ÞR1∶r;∶q−3 ¼ ð2; 1; 2ÞT: ðC23Þ

Now, we calculate the distances from Δy to the boundaries
of X. Using the A matrix in Eq. (C1), we obtain that
(i) distance from Δy to the boundary y1 − y2 ¼ 0 is

y
1

y
2

∆y

FIG. 8. The shift vector Δy in SG 199. Points in X̄ are
represented by the black dots, the polyhedral cone X is shaded
light blue, the shifted polyhedral coneΔyþ X is shaded blue, and
points in Z2 ∩ X − X̄ are represented by red dots. All the points
inZ2 ∩ X − X̄ are in X − ðΔyþ XÞ and are close to the boundary
of X.
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ðAyÞ1 ¼ 2 − 1 ¼ 1, (ii) distance from Δy to the boundary
y1 − y3 ¼ 0 is ðAyÞ2 ¼ 2 − 2 ¼ 0, (iii) distance from Δy
to the boundary 2y2 − y3 ¼ 0 is ðAyÞ3 ¼ 2 − 2 ¼ 0, and
(iv) distance from Δy to the boundary y3 ¼ 0 is ðAyÞ4 ¼ 2.
This means the points in Zr ∩ X − X̄ satisfy either
y1 − y2 ¼ 0 or y3 ¼ 0, 1, which is consistent with
Eqs. (A13)–(A15).

b. Determining the Z2-type indices

We emphasize that, in general, X − ðΔyþ XÞ defined in
Eq. (C4) is not a polyhedron because Eq. (C4) does not
match the definition of the polyhedron in Theorem 3. For
example, if we take X as X ¼ fy ∈ R2jy1 ≥ 0; y2 ≥ 0g and
Δy ¼ ð1; 1Þ, then X − ðΔyþ XÞ ¼ fy ∈ R2j0 ≤ y1 ≤ 1;
y2 ≥ 0g þ fy ∈ R2j0 ≤ y2 ≤ 1; y1 ≥ 0g is obviously not
a polyhedron. Nevertheless, the integer points in X −
ðΔyþ XÞ belong to some lower-dimensional polyhedra,
i.e.,

Zr ∩ ðX − ðΔyþ XÞÞ ¼ ⨁
i

⨁
ðAΔyÞi−1

d¼0

Zr ∩ Wði;dÞ; ðC24Þ

with

Wði;dÞ ¼ fx ∈ RrjðAxÞi ¼ d and Ax ≥ 0g ðC25Þ

a (r − 1)-dimensional polyhedron. Since Δy shifts all the
points in Zr ∩ X into X̄, Eq. (C24) sums over all the lower-
dimensional polyhedra close to the boundaries with dis-
tances up to the distances from Δy to the boundaries. By
definition (Theorem 4 in Appendix F), the H-representation
of a polyhedral cone consists of a set of inequalities and a
set of homogeneous equations, i.e., P ¼ fx ∈ RrjAx ≥ 0;
Cx ¼ 0g, with A some n × r matrix and C some m × r
matrix for some n and m. Thus, Wði;0Þ is a polyhedral cone
in the d ¼ 0 subspace, but, in general, Wði;dÞ (d > 0) is
neither a polyhedral cone nor a shifted polyhedral cone, i.e.,

vþ P ¼ fAðx − vÞ ≥ 0; Cðx − vÞ ¼ 0g. Here, Wði;dÞ is a
shifted polyhedral cone only if we can find some v ∈ Rr

such that ðAvÞj ¼ δijd, and hence Wði;dÞ can be written as
fðAðx − vÞÞi ¼ 0 and Aðx − vÞ ≥ 0g. However, such a v
does not exist in the general case where d > 0. For
example, if Aj;∶ (j ¼ 1 � � � ; i − 1; iþ 1; � � � rþ 1) are all
linearly independent, then v ¼ 0 due to ðAvÞj ¼ 0 (j ≠ i),
which is in contradiction with the condition ðAvÞi ¼ d. In
the example discussed at the end of this section, as shown
in Fig. 9(c), Wð4;1Þ is not a shifted polyhedral cone.
The trivial integer points in Wði;dÞ are given by

W̄ði;dÞ ¼ X̄ ∩ Wði;dÞ ¼ fR1∶r;∶pjp ∈ NNEBR and ðAR1∶r;∶pÞi
¼ d and AR1∶r;∶p ≥ 0g: ðC26Þ

As each column in R1∶r;∶ represents a point in X and hence
certainly satisfies the inequalities of X, i.e., ∀j;AR1∶r;j≥0,
and AR1∶r;∶p ≥ 0 is redundant, we can rewrite W̄ði;dÞ as

W̄ði;dÞ ¼ fR1∶r;∶pjp ∈ NNEBR and ðAR1∶r;∶pÞi ¼ dg:
ðC27Þ

In the following, we derive the criterion for a point x ∈
Zr ∩ Wði;dÞ not to belong to W̄ði;dÞ (such that x represents a
fragile state). We first consider the case d ¼ 0. Because of
Eq. (C27), the monoid W̄ði;0Þ is generated from the columns
of R1∶r;∶ that satisfy ðAxÞi ¼ 0. We denote the columns of

R1∶r;∶ satisfying ðAcÞi ¼ 0 columns as fCðiÞ
1 ; CðiÞ

2 ; � � �g. In
principle, there are two kinds of points in Zr ∩
Wði;0Þ − W̄ði;0Þ, which include the points representing
EFPs: (i) points that cannot be written as any integer

combinations of fCðiÞ
1 ; CðiÞ

2 ; � � �g but can only be written as

fractional combinations of fCðiÞ
1 ; CðiÞ

2 ; � � �g, and (ii) points
that can be written as some integer combinations of

fCðiÞ
1 ; CðiÞ

2 ; � � �g but cannot be written as non-negative

(a) (b)
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y
3

y
1
=y
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FIG. 9. Wði;dÞ’s in SG 150. (a) Wð1;0Þ in the y1 ¼ y2 plane. (b) Wð4;0Þ in the y3 ¼ 0 plane. In panels (a) and (b), the polyhedral cone
Wði;0Þ is represented by the shaded area, the generators of W̄ði;0Þ are represented by the bold black arrows, the points in W̄ði;0Þ are
represented by black dots, and the points in Z3 ∩ Wði;0Þ − W̄ði;0Þ are represented by red dots. (c) Wð4;1Þ in the y3 ¼ 1 plane. The
polyhedronWð4;1Þ is represented by the shaded area, the points (only one) in the set V̄ð4;1Þ are represented by the hollow circle, the points
in W̄ð4;1Þ are represented by black dots, and the points in Z3 ∩ Wð4;1Þ − W̄ð4;1Þ are represented by red dots.
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integer combinations of fCðiÞ
1 ; CðiÞ

2 ; � � �g. However, as will
be explained in Appendix *C 3, case (ii) does not exist in
practice. Thus, we only need to consider case (i). We denote

the matrix consisting of the columns fCðiÞ
1 ; CðiÞ

2 ; � � �g as

CðiÞ, i.e., CðiÞ ¼ ðCðiÞ
1 ; CðiÞ

2 ; � � �Þ. Then, a point x ∈ Zr ∩
Wði;0Þ belongs to case (i) only if x ¼ CðiÞp has no integer
solution, where p is regarded as the variable. To see
whether such integer solutions exist, here we apply the
Smith decomposition technique again. We write CðiÞ as
CðiÞ ¼ LðiÞΛðiÞRðiÞ, where LðiÞ, RðiÞ are unimodular integer
matrices, and ΛðiÞ is a diagonal integer matrix. Here, we
assume the rank of C is rðiÞ, and thus the first rðiÞ diagonal
elements of ΛðiÞ are nonzero. (The Smith decomposition
matrices of CðiÞ are indexed by i. One should not confuse
them with the Smith decomposition matrices of the EBR
matrix, i.e., LΛR.) Then, the equation x ¼ CðiÞp has integer
solutions only if

ðLðiÞ−1xÞj ¼ 0 mod ΛðiÞ
jj ; for j ≤ rðiÞ ðC28Þ

because, when Eq. (C28) is true, we can write the integer
solution as

pj ¼
XrðiÞ
k¼1

RðiÞ−1
jk

1

ΛðiÞ
kk

ðLðiÞ−1xÞk: ðC29Þ

Therefore, we conclude that the fragile criterion to diagnose
points in Zr ∩ Wði;0Þ − W̄ði;0Þ is

ðAxÞi ¼ 0; and δðiÞðxÞ ≠ 0 ðfor ΛðiÞ
jj > 0Þ; ðC30Þ

where δðiÞðxÞ is a vector consisting of the Zn-type fragile
indices

δðiÞj ðxÞ ¼ ðLðiÞ−1xÞj mod ΛðiÞ
jj : ðC31Þ

As the components where the corresponding ΛðiÞ
jj ¼ 1

always vanish (0 mod 1 ¼ 0, 1 mod 1 ¼ 0), in the follow-
ing, we only keep the components where the corresponding

ΛðiÞ
jj > 1. In practice, ΛðiÞ

jj ¼ 2 is the only case where

ΛðiÞ
jj > 1. Thus, all the Zn-type indices are Z2-type indices.
Example.—Here, we take SG 199 as an example to show

the algorithm described above. First, as discussed in the
example in Appendix C 2 a and shown in Fig. 8, Δy is
ð1; 2ÞT . Its distance to the first boundary y1 ¼ 0 is
ðAΔyÞ1 ¼ 1, and its distance to the second boundary y2 −
2y1 ¼ 0 is ðAΔyÞ2 ¼ 0, where A is given in Eq. (C15).
Because of Eq. (C24), we only need to consider the
subpolyhedron Wð1;0Þ ¼ fy ∈ R2jðAyÞ1 ¼ 0; ðAyÞ2 ≥ 0g,
which, because of A in Eqs. (C15) and (C25), is given as

Wð1;0Þ ¼ fy ∈ R2jy1 ¼ 0; y2 ≥ 0g: ðC32Þ

It contains the integer points

Z2 ∩ Wð1;0Þ ¼ fð0; 0Þ; ð0; 1Þ; ð0; 2Þ; � � �g: ðC33Þ

Among the three columns of R1∶r;∶ [Eq. (C13)], only the
first column satisfies ðAcÞ1 ¼ 0. Thus, due to Eq. (C27),
W̄ð1;0Þ, which represents trivial points in Wð1;0Þ, is given as

W̄ð1;0Þ ¼ fpð0; 2ÞT jp ∈ Ng; ðC34Þ

and the Cð1Þ matrix is given as Cð1Þ ¼ ð0; 2ÞT . Following
the algorithm described in last paragraph, we calculate the
Smith decomposition of Cð1Þ,

Cð1Þ ¼ Lð1ÞΛð1ÞRð1Þ ¼
�
0 1

1 0

��
2

0

�
ð1Þ: ðC35Þ

Substituting Lð1Þ, Λð1Þ, and Eq. (C15) into Eqs. (C30) and
(C31), we obtain the fragile criterion

y1 ¼ 0; and δð1ÞðyÞ ¼ y2 ≠ 0 mod 2; ðC36Þ

which is identical to Eq. (9) in the main text.
Example.—We take SG 150 as another example to show

the criteria to diagnose points in Zr ∩ Wði;0Þ − W̄ði;0Þ.
According to Eq. (C24), we only need to analyze the
Wði;dÞ’s with ðAΔyÞi − 1 ≥ d. As discussed in the example
in Appendix C 2 a, the shift vector is Δy ¼ ð2; 1; 2ÞT
[Eq. (C23)], and its distances to the four boundaries defined
by A in Eq. (C1) [Figs. 7(b)–7(e)] are ðAΔyÞ1 ¼ 1,
ðAΔyÞ2 ¼ 0, ðAΔyÞ3 ¼ 0, and ðAΔyÞ4 ¼ 2, respectively.
Thus, we only need to consider the subpolyhedra Wð1;0Þ,
Wð4;0Þ, and Wð4;1Þ. Here, we only calculate the criteria in
Wð1;0Þ and Wð4;0Þ. Because of the A matrix for SG 150 in
Eq. (C1), ðAyÞ1 ¼ 0 gives the equation y1 ¼ y2, and
ðAyÞ4 ¼ 0 gives the condition y3 ¼ 0. Then, following
the definition of Wði;dÞ in Eq. (C25), we obtain

Wð1;0Þ ¼ fy ∈ R3jy1 ¼ y2; y1 ≥ y3; y3 ≥ 0g; ðC37Þ

Wð4;0Þ ¼ fy ∈ R3jy3 ¼ 0; y1 ≥ y2; y2 ≥ 0g: ðC38Þ

Now, let us determine the trivial point monoids W̄ð1;0Þ and
W̄ð4;0Þ from Eq. (C27). For W̄ð1;0Þ, among the four columns
of R1∶r;∶ [Eq. (C20)], only the first ð1; 1; 1ÞT and third
ð2; 2; 0ÞT satisfy ðAcÞ1 ¼ 0. For W̄ð4;0Þ, among the four
columns of R1∶r;∶, only the second ð1; 0; 0ÞT and third
ð2; 2; 0ÞT satisfy ðAcÞ4 ¼ 0. Thus,

W̄ð1;0Þ ¼ fp1ð1; 1; 1ÞT þ p2ð2; 2; 0ÞT jp1; p2 ∈ Ng; ðC39Þ

W̄ð4;0Þ ¼ fp1ð1; 0; 0ÞT þ p2ð2; 2; 0ÞT jp1; p2 ∈ Ng: ðC40Þ
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From Fig. 9(a), whereWð1;0Þ and W̄ð1;0Þ are plotted, one can
conclude the criterion in Wð1;0Þ is y1 ¼ y2 and
y1 − y3 ¼ 1 mod 2, which is identical to Eq. (A15).
Similarly, from Fig. 9(b), where Wð4;0Þ and W̄ð4;0Þ are
plotted, we can conclude the criterion in Wð4;0Þ is y3 ¼ 0
and y2 ¼ 1 mod 2, which is identical to Eq. (A13). In the
following, we show how to get these criteria by following
the algorithm from Eqs. (C27)–(C30). For Wð1;0Þ, the Cð1Þ
matrix and its Smith decomposition are

Cð1Þ ¼

0
B@

1 2

1 2

1 0

1
CA ¼

0
B@

1 1 0

1 1 1

1 0 0

1
CA
�
1 0

0 2

��
1 0

0 1

�
:

ðC41Þ

The inversion of Lð1Þ is

Lð1Þ−1 ¼

0
B@

0 0 1

1 0 −1
−1 1 0

1
CA: ðC42Þ

Substituting Lð1Þ−1 and Λð1Þ into Eqs. (C30) and (C31), we
obtain

y1 − y2 ¼ 0; and δð1ÞðyÞ ¼ y1 − y3 ≠ 0 mod 2:

ðC43Þ

ForWð4;0Þ, the Cð4Þ matrix and its Smith decomposition are

Cð4Þ ¼

0
B@

1 2

1 2

1 0

1
CA ¼

0
B@

1 0 0

0 1 0

0 0 1

1
CA
�
1 0

0 2

��
1 2

0 1

�
:

ðC44Þ

The inversion of Lð4Þ is

Lð4Þ−1 ¼

0
B@

1 0 0

0 1 0

0 0 1

1
CA: ðC45Þ

Substituting Lð4Þ−1 and Λð4Þ into Eqs. (C30) and (C31), we
obtain

y3 ¼ 0; and δð4ÞðyÞ ¼ y2 ≠ 0 mod 2: ðC46Þ

Now, we consider the remaining part: the points in Zr ∩
Wði;dÞ − W̄ði;dÞ for d > 0. In general, a point x ∈ Zr ∩
Wði;dÞ decomposes into two parts, x0 þ x00: the first part is

generated from fCðiÞ
1 ; CðiÞ

2 ; � � �g such that ðAx0Þi ¼ 0, and
the second part is generated by the other columns of R1∶r;∶

and ðAx00Þi ¼ d. We denote the columns of R1∶r;∶ that

satisfy ðAxÞi > 0 as fDðiÞ
1 ; DðiÞ

2 ; � � �g and the matrix con-

sisting of these columns as DðiÞ ¼ ðDðiÞ
1 ; DðiÞ

2 ; � � �Þ. (This
decomposition is, in general, not unique because of the
possible linear dependencies between columns of R1∶r;∶.

For example, if CðiÞ
1 ¼ DðiÞ

1 −DðiÞ
2 , then x ¼ DðiÞ

1 has at

least two different decompositions: x0 ¼ 0, x00 ¼ DðiÞ
1 or

x0 ¼ CðiÞ
1 , x00 ¼ DðiÞ

2 .) Then, we can rewrite W̄ði;dÞ as

W̄ði;dÞ ¼ fx ¼ x0 þ x00jx0 ∈ W̄ði;0Þ; x00 ∈ V̄ði;dÞg; ðC47Þ

where

V̄ði;dÞ ¼ fvjv ¼ p1D
ðiÞ
1 þ p2D

ðiÞ
2

þ � � � ; p1;2��� ∈ N and ðAvÞi ¼ dg: ðC48Þ

Since all the columns in DðiÞ satisfy ðADðiÞ
j Þ > 0 and the

combination coefficients pj’s are non-negative integers and
ðAvÞi ¼ d is finite, V̄ði;dÞ is always finite. Particularly,
V̄ði;0Þ ¼ f0g. By this construction, W̄ði;dÞ can be thought of
as a sum of W̄ði;0Þ ’s shifted by vectors in V̄ði;dÞ, i.e.,

W̄ði;dÞ ¼ ⨁
v∈V̄ði;dÞ

vþWði;0Þ; ðC49Þ

where vþWði;0Þ ¼ fvþ yjy ∈ W̄ði;0Þg. The sum in
Eq. (C49) is finite because V̄ði;dÞ is a finite set. A point
x belongs to vþ W̄ði;0Þ only if x − v belongs to W̄ði;0Þ. For
x − v to belong to W̄ði;0Þ, first it should belong to the
polyhedral cone Wði;0Þ, i.e., Aðx − vÞ ≥ 0, and second it
should have vanishing Zn-type indices such that it is a
trivial point in Zr ∩ Wði;0Þ. Thus, for a point x ∈ Wði;dÞ,
we have

x ∈ vþ W̄ði;0Þ ⇔ Aðx − vÞ ≥ 0; and δðiÞðx − vÞ ¼ 0;

ðC50Þ

where δðiÞðxÞ is defined in Eq. (C31), and δðiÞðx − vÞ ¼ 0

means δðiÞj ðx − vÞ ¼ 0 for all j. As the Zn-type fragile
indices are additive [Eq. (C31)], this condition can be
equivalently written as

x ∈ vþ W̄ði;0Þ ⇔ Aðx − vÞ ≥ 0; and δðiÞðxÞ ¼ δðiÞðvÞ:
ðC51Þ

For a point x ∈ Zr ∩ Wði;dÞ to be outside W̄ði;dÞ, which is a
sum of some shifted W̄ði;0Þ [Eq. (C49)], x needs to be out-
side of all of the shifted W̄ði;0Þ’s. In other words, for a point
x outside W̄ði;dÞ, the condition in Eq. (C51) is violated for
any Wði;0Þ. Mathematically, the condition for x ∉ W̄ði;dÞ is
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x ∉ W̄ði;dÞ ⇔ ∀ v ∈ V̄ði;dÞ either ∃ js:t:ðAðx− vÞÞj < 0

or δðiÞðxÞ ≠ δðiÞðvÞ: ðC52Þ

For simplicity, here we consider a sufficient condition
(which will also be shown to be necessary later) for x ∈
Wði;dÞ not to belong to x ∉ W̄ði;dÞ,

x ∉ W̄ði;dÞ⇐∀ v ∈ V̄ði;dÞδðiÞðxÞ ≠ δðiÞðvÞ: ðC53Þ

This condition is obtained by abandoning the
∃ js:t:ðAðx − vÞÞj < 0 condition in Eq. (C52). A point

with the indices (δðiÞ) that cannot be realized by
any v ∈ V̄ði;dÞ fulfills Eq. (C53). Thus, we rewrite it as

δðiÞðxÞ ∉ fδðiÞðvÞjv ∈ V̄ði;dÞg: ðC54Þ

In principle, the criterion in Eq. (C54) will miss some cases,
where δðiÞðxÞ equals δðiÞðvÞ for some v in V̄ði;dÞ, but x does
not satisfy Aðx − vÞ ≥ 0. However, as will be discussed in
Appendix C 3, such cases never appear in practical calcu-
lations with TRS and SOC. Therefore, we treat Eq. (C54) as
the fragile criterion in Wði;dÞ for d > 0.
Example.—We take SG 150 as an example to show how

the algorithm described above works. As discussed from
Eqs. (C37)–(C46), points in Zr ∩ X − X̄ are included in (at
least) one of the three subpolyhedra Wð1;0Þ, Wð4;0Þ, and
Wð4;1Þ. The fragile criteria inWð1;0Þ andWð4;0Þ are shown in
Eqs. (C43) and (C46), respectively. Now, we work out the
fragile criterion in Wð4;1Þ. First, because of the A matrix in
Eq. (C1) and the Wði;dÞ definition in Eq. (C25), we obtain

Wð4;1Þ ¼
�
y ∈ R3jy3 ¼ 1; y1 ≥ y2; y1 ≥ 1; y2 ≥

1

2

�
:

ðC55Þ

Second, we need to determine the set V̄ð4;1Þ and W̄ð4;1Þ.
Among the four columns in R1∶r;∶ [Eq. (C20)], only the first
ð1; 1; 1ÞT and the fourth ð2; 1; 2ÞT satisfy ðAxÞ4 > 0. To be
specific, the first gives ðAxÞ4 ¼ 1, and the fourth gives
ðAxÞ4 ¼ 2. Then, because of Eq. (C48), we obtain

Vð4;1Þ ¼ fð1; 1; 1ÞTg; ðC56Þ

and from Eqs. (C40) and (C49), we obtain

W̄ð4;1Þ ¼ fð1; 1; 1ÞT þ p1ð1; 0; 0ÞT
þ p2ð2; 2; 0ÞT jp1; p2 ∈ Ng: ðC57Þ

In Fig. 9(c), we plot the Wð4;1Þ and W̄ð4;1Þ. From Fig. 9(c),
we can see that the points with odd y2 can always be
reached by adding ð1; 0; 0ÞT and ð2; 2; 0ÞT to ð1; 1; 1ÞT ,
while the points with even y2 cannot. Thus, we conclude

that the criterion to diagnose the points in Z3 ∩ Wð4;1Þ −
W̄ð4;1Þ is y3 ¼ 1 and y2 ¼ 0 mod 2, which is identical to
Eq. (A14). Now, we apply the algorithm described in the
last paragraph to rederive Eq. (A14). As we already have
Vð4;1Þ, to get Eq. (C54), we only need to calculate the Z2

indices of the points in Vð4;1Þ. Because of Eq. (C56) and
δð4ÞðyÞ shown in Eq. (C46), we obtain δð4ÞðvÞ ¼
ðv2 mod 2Þ ¼ 1. Then, Eq. (C54) gives the criterion
δð4ÞðyÞ ¼ ðy2 mod 2Þ ∉ f1g, which can be equivalently
written as

y3 ¼ 1; y2 ¼ 0 mod 2: ðC58Þ

3. Two observations about the results

In this subsection, we discuss two observations about the
results obtained from applying our algorithm for every SG.
These observations have been used to support some con-
clusions in Appendix C 2. As discussed in Appendix C 2 b,
the type-II nontrivial points, i.e., Zr ∩ X − X̄, are close to
the boundary of X and hence belong to some lower-
dimensional subpolyhedron of X [Eq. (C24)]. In each of
the subpolyhedron Wði;dÞ [Eq. (C25)], the trivial points are
denoted as W̄ði;dÞ [Eq. (C27)]. First, we focus on the d ¼ 0

case. Note that W̄ði;0Þ is generated from the columns of
R1∶r;∶ that are exactly on the ith boundary of X

[d ¼ ðAcÞi ¼ 0]. We denote these columns as fCðiÞ
1 ;

CðiÞ
2 ; � � �g. In general, there are two kinds of nontrivial

points in Zr ∩ Wði;0Þ: (i) the points that cannot be written as
any integer combination of fCðiÞ

1 ; CðiÞ
2 ; � � �g and (ii) the

points that can be written as an integer combination

fCðiÞ
1 ; CðiÞ

2 ; � � �g but with at least one of the coefficients
necessarily negative. However, we found, by exhaustive
computation, that case (ii) does not exist in practical
calculation with TRS and SOC. Now, we prove this

statement based on an observation about the fCðiÞ
1 ;

CðiÞ
2 ; � � �g. Let us assume there is a point x belonging to

case (ii). On one hand, as said above, x can be written as an

integer combination fCðiÞ
1 ; CðiÞ

2 ; � � �g, but at least one of the
coefficients is negative. On the other hand, as x belongs to
Wði;0Þ, x can be written as a linear combination of the

columns of fCðiÞ
1 ; CðiÞ

2 ; � � �g where the coefficients are
positive and rational. In principle, x can have two different

decompositions because fCðiÞ
1 ; CðiÞ

2 ; � � �g are not linearly
independent. Now, let us see whether the linear depend-
encies can change positive and rational coefficients into
integer coefficients where at least one is negative. We

enumerate all the linear dependencies of fCðiÞ
1 ; CðiÞ

2 ; � � �g in
all SGs, and we find there are only two kinds of depend-
encies: (A) c1 þ c2 ¼ c3 þ c4 and (B) 1

2
c1 þ 1

2
c2 ¼ c3,

where c1;2;3;4 represent different vectors in fCðiÞ
1 ; CðiÞ

2 ; � � �g.
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In addition, we find that for each Wði;0Þ, different linear
dependence equations involve completely different sets of

vectors; i.e., no CðiÞ
j is contained in two or more linear

dependence equations. For example, in SG 188 (P6̄c2), for
a particular W̄ði;0Þ, there are two linear dependencies:
1
2
CðiÞ
1 þ 1

2
CðiÞ
2 ¼ CðiÞ

3 and 1
2
CðiÞ
4 þ 1

2
CðiÞ
5 ¼ CðiÞ

6 . Thus, we
only need to deal with the linear dependencies separately.
Obviously, c1 þ c2 ¼ c3 þ c4 can only change an integer
coefficient to another integer coefficient. Then, we consider
the linear dependence 1

2
c1 þ 1

2
c2 ¼ c3, which, in principle,

could change rational coefficients to integer coefficients.
Now, we prove that this is not the case. Let x be a fragile
phase spanned by three columns having dependence
1
2
c1 þ 1

2
c2 ¼ c3. We notice that only the coefficients of

c1 and c2 are fractions (1
2
), and thus, we consider three

cases:

x ¼ 1

2
c1 þ p1c1 þ p2c2 þ p3c3; ðC59Þ

x ¼ 1

2
c2 þ p1c1 þ p2c2 þ p3c3; ðC60Þ

and

x ¼ 1

2
c1 þ

1

2
c2 þ p1c1 þ p2c2 þ p3c3; ðC61Þ

where p1;2;3 ∈ N. Because of 1
2
c1 þ 1

2
c2 ¼ c3, the first case

can be equivalently written as

x ¼ p1c1 þ
�
p2 −

1

2

�
c2 þ ðp3 − 1Þc3

¼
�
p1 −

1

2

�
c1 þ ðp2 − 1Þc2 þ ðp3 − 2Þc3 ¼ � � � ;

ðC62Þ

none of which is an integer combination. Similarly, the
second case cannot be written as an integer combination.
The third case is a trivial point, and it can be written as

x ¼ p1c1 þ p2c2 þ ðp3 þ 1Þc3: ðC63Þ

Therefore, we conclude that the linear dependencies cannot
change positive and rational coefficients into integer
coefficients where at least one is negative. In other words,
the points in Zr ∩ Wði;0Þ − W̄ði;0Þ can never be written as an
integer combination fCðiÞ

1 ; CðiÞ
2 ; � � �g with at least one

negative coefficient.
Now, we consider the d > 0 case. In the last section, we

derive a sufficient condition [Eq. (C54)] for a point in Zr ∩
Wði;dÞ to be nontrivial (∉ W̄ði;dÞ). Here, we show that this
condition is necessary. As discussed in Appendix C 2, Δy

sets the upper bound of d. We find that in most SGs, the
maximal d determined by Δy is 0, and only for nine
exceptions—i.e., SGs 150 (P321), 157 (P31m), 185
(P63cm), 143 (P3), 149 (P312), 156 (P3m1), 158
(P3c1), 165 (P3̄c1), and 188 (P6̄c2)—the maximal d is
1. No higher value is found. Hence, we only need to check
the d ¼ 1 subpolyhedra in the nine SGs. Because of the
proof in Appendix C 4, SGs 157 and 185 are equivalent to
SG 150, and SGs 149, 156, and 158 are equivalent to SG
143. Here, “equivalent” means that there is a one-to-one
mapping between the fragile criteria in equivalent SGs [73].
Thus, in fact, we only need to check the four inequivalent
SGs 150, 143, 165, and 188. In Appendixes A 1 and A 3,
we have derived all the fragile criteria in SG 150 and 143 by
hand, which are all included in the polyhedron-method-
based criteria, as shown in Table S2 of Ref. [74]. Therefore,
the only cases left to be checked are SGs 165 and 188.
Because of the high-rank—ranks of SG 165 and SG 188 are
6 and 7, respectively—we did not derive all the criteria by
hand. Instead, we apply numerical checks: We enumerate
all the fragile phases up to a number of bands and then
check whether they can be diagnosed by Eq. (C54). We use
a very large number of bands—6 times the largest number
of bands of band structures represented by the Hilbert bases
of Ȳ—and find no fragile phase is missed by Eq. (C54).
Here, the symmetry data vector generators are the B vectors
corresponding to the Hilbert bases of Ȳ.

4. Equivalent SGs

In this subsection, we denote the Ȳ (X̄) monoid for a
given SG G as ȲG (X̄G). The definition for two SGs to be
equivalent is given as follows:
Definition 1.—For two given SGs G and H, if there

exists an isomorphism between ȲG and ȲH, i.e., a linear
one-to-one mapping f∶ȲH → ȲG (Theorem 8), such that f
is also an isomorphism between X̄H and X̄G, then we say G
and H are equivalent SGs.
If G and H are equivalent, then there is a one-to-one

mapping between the fragile phases in ȲG − X̄G and
ȲH − X̄H. Now, we derive the equivalence condition.
First, we rewrite ȲG and ȲH as Zr ∩ YG and Zr ∩ YH,
respectively, where YG ¼ fRay · pjp ∈ Rnþg ⊂ Rr and
YH ¼ fRay0 · pjp ∈ Rnþg ⊂ Rr are two polyhedral cones.
Here, we assume both Ray and Ray0 are r × nmatrices, and
rankðRayÞ ¼ rankðRay0Þ ¼ r. (If Ray and Ray0 have differ-
ent shapes or ranks, G and H cannot be equivalent.) If ȲG

and ȲH are isomorphic, we can represent the isomorphism
map f by an r × r unimodular matrix F, the inverse of
which is also an integer matrix, such that each column of
F · Ray0 gives a different column of Ray, and every column
of Ray is given by some column of F · Ray0. In other words,
the columns of F · Ray0 are given by a rearrangement of the
columns of Ray. Mathematically, there exists an n × n
permutation matrix S such that Ray · S ¼ F · Ray0. Given a
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point y0 ¼ Ray0 · p0 ∈ ȲH, F maps it to y ¼ Fy0 ¼
Ray · ðSp0Þ ∈ ȲG; given a point y ¼ Ray · p ∈ ȲG, F−1

maps it to y0 ¼ S−1y ¼ Ray0 · ðS−1Þp ∈ ȲH. If there does
not exist such F and S, ȲG and ȲH cannot be isomorphic.
Let us assume we have found the matrices F and S. Then,
we need to check whether F maps X̄H to X̄G. The condition
for X̄G to X̄H to be isomorphic under F is that the Hilbert
bases of X̄G and X̄H transform to each other under F.
In practice, given two SGs, with Ray and Ray0 being two

r × n matrices, we enumerate all the n × n permutation
matrices, and for each permutation matrix S, we try to solve
the matrix equation Ray · S ¼ F · Ray0. To solve this matrix
equation, we write the Smith decomposition of Ray0 as
Ray0 ¼ LðΛ0r×ðn−rÞÞR, where Λ is an r-by-r diagonal
integer matrix. (One should not confuse this with the
Smith decomposition of the EBR matrix.) All the r
diagonal elements in Λ are nonzero because the rank of
Ray is r, which is true because the polyhedral cone YH
spanned by Ray0 has dimension r. We can define the
right inverse of Ray0 as Ray0 ¼ R−1ð Λ−1

0ðn−rÞ×r
ÞL−1 such that

Ray0 · Ray0 ¼ 1r×r. Then, a necessary condition of
Ray · S ¼ F · Ray0 is that

Ray · S ¼ F · Ray0 ⇒ F ¼ Ray · S · Ray0

¼ Ray · S · R−1
� Λ−1

0ðn−rÞ×r

�
L−1: ðC64Þ

When Ray · S · Ray0 · Ray0 ¼ Ray · S, the right side of
Eq. (C64) becomes sufficient,

Ray · S · Ray0 · Ray0 ¼ Ray · S and F ¼ Ray · S · Ray0

⇒ Ray · S ¼ F · Ray0: ðC65Þ

However, this is not true, in general, since we usually have
Ray0 · Ray0 ≠ 1n×n. Therefore, the equation Ray · S ¼ F ·
Ray0 has either no solution (when Ray · S · Ray0·
Ray0 ≠ Ray · S) or a unique solution (when Ray · S ·
Ray0 · Ray0 ¼ Ray · S). On the other hand, even if F in
Eq. (C64) is a solution of Ray · S ¼ F · Ray0, we still need
to check whether F is an isomorphism between X̄H and X̄G.
We change to a different permutation matrix S until Ray ·
S · Ray0 · Ray0 ¼ Ray · S and F in Eq. (C64) become an
isomorphism between HilðX̄HÞ and HilðX̄GÞ. As there are
n! distinct permutation matrices, this brute force algorithm
takes a factorially long time as the n increases. We have to
stop at some finite step. Therefore, for a given pair of SGs,
with finite steps, we cannot guarantee that we will
successfully find the possible equivalent relation.
Example.—We take the equivalent SGs 199 and 208 as

examples to show the algorithm. As shown in Fig. 10, the
Ray matrices of Y199 and Y208 are

Ray ¼
�
0 1

1 2

�
; Ray0 ¼

�
1 1

0 1

�
; ðC66Þ

respectively. On the other hand, the generators of X̄199 and
X̄208 are

b1 ¼ ð0; 2ÞT; b2 ¼ ð1; 2ÞT; b3 ¼ ð1; 3ÞT; ðC67Þ

and

b01 ¼ ð2; 2ÞT; b02 ¼ ð1; 0ÞT; b03 ¼ ð2; 1ÞT; ðC68Þ

respectively. We first choose the permutation matrix as ð1
0
0
1
Þ

and, because of Eq. (C64), obtain the trial solution

F ¼
�
0 1

1 1

�
: ðC69Þ

This solution maps Ray0 to Ray · S. However, here F is not
an isomorphism between X̄199 and X̄208; for example,
Fb01 ¼ ð2; 4ÞT is not a generator of X̄199. Second, we
choose the permutation matrix as ð0

1
1
0
Þ and obtain the trial

solution

F ¼
�
1 −1
2 −1

�
: ðC70Þ

This solution maps Ray0 to Ray · S and is an isomorphism
between X̄199 and X̄208. To be specific, we have Fb01 ¼ b1,
Fb02 ¼ b2, Fb03 ¼ b3. Therefore, SG 199 and 208 are
equivalent.
In the following are the equivalences found by the brute

force algorithm (each line is a class of equivalent SGs):
(1) 1, 3, 4, 5, 6, 7, 8, 9, 16, 17, 18, 19, 20, 21, 22, 23, 24,

25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38,
39, 40, 41, 42, 43, 44, 45, 46, 76, 77, 78, 80, 91, 92,
93, 94, 95, 96, 98, 101, 102, 105, 106, 109, 110, 144,

(a)

y
1

y
1

y
2 y

2

(b)

FIG. 10. Example of equivalent SGs. (a) SG 199. (b) SG 208.
The polyhedral cone Y’s are represented by the shaded area, the
generators of X̄ are represented by the bold black arrows, the
points in Z2 ∩ Y are represented by black dots, and the points in
Z2 ∩ Y − X̄ are represented by red dots. The transformation F ¼
ð1
2
−1
−1Þ transforms Y and X̄ in SG 208 to the Y and X̄ in SG 199.
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145, 151, 152, 153, 154, 169, 170, 171, 172, 178,
179, 180, 181

(2) 79, 97, 104, 107, 146, 155, 160, 161, 195, 196, 197,
198, 212, 213

(3) 90, 100, 108
(4) 199, 208, 214, 210
(5) 48, 50, 59, 68
(6) 52, 54, 56, 57, 60, 62, 73, 112, 113, 116, 117,

118, 120
(7) 61, 75, 89, 99, 103, 114, 122
(8) 133, 142
(9) 150, 157, 185
(10) 159, 173, 182, 186
(11) 209, 211
(12) 63, 72
(13) 135, 138
(14) 143, 149, 156, 158
(15) 168, 177, 183, 184
(16) 218, 219
(17) 11, 13, 49, 51, 67
(18) 14, 53, 55, 58, 81, 82, 111, 115, 119
(19) 15, 66
(20) 86, 134
(21) 85, 125, 129
(22) 12, 65
(23) 2, 10, 47
(24) 162, 164
Notice that the SGs equivalent to SG 1 are all the rank-1

SGs. Thus, none of the rank-1 SGs has EFPs. This case will
be explained in more detail in Ref. [73].

APPENDIX D: TWISTED BILAYER GRAPHENE

In this section, we apply our scheme to twisted bilayer
graphene (TBG). The single-valley Hamiltonian of TBG
has the magnetic SG P60202 [55]. The irreps of P60202 are
given in Table IV. We define the symmetry data vector as

B ¼ ðmðΓ1Þ; mðΓ2Þ; mðΓ3Þ; mðK1Þ; mðK2K3Þ;
mðM1Þ; mðM2ÞÞT: ðD1Þ

The EBRs of P60202 can be found in Table 1 in the
supplemental material of Ref. [55]. From the EBRs, we
construct the EBR matrix as

EBR ¼

0
BBBBBBBBBBBB@

1 0 0 2 0 0

0 1 0 0 2 0

0 0 1 0 0 2

1 1 0 0 0 2

0 0 1 1 1 1

1 0 1 2 0 2

0 1 1 0 2 2

1
CCCCCCCCCCCCA

: ðD2Þ

Following the method introduced in Appendix A, we can
parametrize the symmetry data vector as

B ¼ ðy1 − y4; y2 − y4; y4; y1 þ y2 − 2y3; y3; y1; y2ÞT;
ðD3Þ

where y1;2;3;4 are

y1 ¼ mðΓ1Þ þmðΓ3Þ; y2 ¼ mðΓ2Þ þmðΓ3Þ;
y3 ¼ mðK2K3Þ; y4 ¼ mðΓ3Þ: ðD4Þ

Following the machinery of the polyhedron method intro-
duced in Appendix C, we obtain two criteria:

2y3 − y4 < 0; ðD5Þ

y1 þ y2 − 2y3 ¼ 0; y2 − y4 ¼ 1 mod 2: ðD6Þ

Following the algorithm in Appendix B 2, we obtain two
EFP roots,

b1 ¼ ð1; 1; 0; 1ÞT; b2 ¼ ð1; 1; 1; 0ÞT: ðD7Þ

APPENDIX E: FU’S TOPOLOGICAL
CRYSTALLINE INSULATOR STATE
AND A GENERALIZED SYMMETRY

EIGENVALUE CRITERION

1. Symmetry eigenvalues of Fu’s state

Here, we explain why Fu’s model cannot be diagnosed
through the usual symmetry eigenvalue analysis. Fu’s
model is

H ¼ τzσ0ðcos kx þ cos ky þ cos kx cos kyÞ
þ τzσzðcos kx − cos kyÞ þ τzσx sin kx sin ky

þ τxσ0

�
5

2
þ cos kx þ cos ky

�

þ t0ðτxσ0 cos kz þ τyσ0 sin kzÞ: ðE1Þ

This model has TRS T ¼ K, C4-rotation symmetry
C4 ¼ iσy, and a mirror symmetry M11̄0 ¼ σx. The corre-
sponding space group is P4mm. The model is a trivial
insulator for t0 ¼ 0. As t0 is increased, a phase transition
happens at t0 ¼ 3=2, and then the state becomes topologi-
cal. As shown in Figs. 11(b) and 11(c), the trivial phase and
the topological phase have the same irreps. These irreps are
the same as the EBR induced from px;y orbitals at the 1a
position. (See the Irreducible representations of the Double
Point Groups and Band representations of the Double
Space Groups on BCS [40] for the definitions of the irreps
and EBRs.) Thus, this state cannot be diagnosed by
symmetry eigenvalues.
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2. Topological invariant protected by C4 and T

We define the topological invariant based on the Wilson
loop. The Wilson loop matrix Wðkx; kyÞ is given as
Wðkx; kyÞ ¼ limN→∞

Q
N−1
i¼0 U†

kx;ky;ð2π=NÞiUkx;ky;ð2π=NÞðiþ1Þ.
Here, Uk is the matrix ðu1k; u2k; � � �Þ, with unk the periodic
part of the nth occupied Bloch wave function at the wave
vector k. Now, we show that the spectrum of Wðk0Þ for
k0 ¼ ð0; 0Þ; ðπ; πÞ must be doubly degenerate. We denote
the C4 representation matrix at ðk0; 0Þ as Dk0

. Since C2
4 ¼

−1 (because the model consists of px;y orbitals), Dk0
has

only two eigenvalues, i and −i, which transform into each
other under the action of TRS. As Wðk0Þ commutes with
Dk0

, Wðk0Þ is block diagonal in the bases of eigenvectors
of Dk0

. We denote the blocks in the i and −i sectors as
Wiðk0Þ and W−iðk0Þ, respectively. Since Wiðk0Þ and
W−iðk0Þ are related by TRS, they must have identical
eigenvalues. Therefore, each eigenvalue of Wðk0Þ is
doubly degenerate. Now, we consider the spectra of
Wðk⊥Þ for a continuous path from k⊥ ¼ Γ to k⊥ ¼ M.
There are two possible types of connectivity: For the trivial
phase, a doublet at k⊥ ¼ Γ splits into two branches in the
intermediate process, and then the two branches connect to
the same doublet at k⊥ ¼ M; for the topological phase, a
doublet at k ¼ Γ splits into two branches in the inter-
mediate process, and the two branches connect to two
adjacent doublets at k ¼ M, as shown Fig. 11(d).

3. Generalized symmetry eigenvalue criterion

In order to obtain the generalized symmetry eigenvalue
criterion for the fragile topology protected by C4 and TRS,
we consider two additional symmetries, inversion (P) and
C2x rotation. [Equation (E1) does not have these sym-
metries.] With the additional symmetries, the SG is
enhanced to P4=mmm. We can think of the subsystem
in the line ð0; 0; kzÞ as a 1D system with TRS, C4, and P
symmetries. Since C2

4 ¼ −1, the 1D system decomposes
into a C4 ¼ i sector and a C4 ¼ −i sector. The Berry’s
phase θ1 in the C4 ¼ i sector can be calculated from the

inversion eigenvalues as eiπθ1 ¼ Q
n ξ

ðiÞ
n;Γξ

ðiÞ
n;Z, where ξðiÞnk is

the inversion eigenvalue of the nth occupied state in the
C4 ¼ i sector at k. Similarly, the Berry’s phase θ2 in the
C4 ¼ i sector in the line ðπ; π; kzÞ can be calculated as

eiπθ2 ¼ Q
n ξ

ðiÞ
n;Mξ

ðiÞ
n;A. Because of the TRS, the Berry’s

phases in the C4 ¼ −i sectors are the same as θ1;2.
Then, we define the Z2 invariant δ as the difference of
θ1 and θ2,

eiπδ ¼
Y
n

ξðiÞn;Γξ
ðiÞ
n;Zξ

ðiÞ
n;Mξ

ðiÞ
n;A: ðE2Þ

For δ ¼ 1, either Γ and M or Z and A will have opposite
products of inversion eigenvalues in each C4 sector.
Since Mz ¼ C2P and C2 ¼ C2

4 ¼ −1, opposite inversion
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FIG. 11. Fu’s topological crystalline insulator [24] and the generalized symmetry eigenvalue criterion. (a) Brillouin zone of the SG P4.
(b) Band structure and the irreps in the trivial phase of Fu’s model (t0 ¼ 0). (c) Band structure and the irreps in the topological phase of
Fu’s model (t0 ¼ 2). The irreps in panels (b,c) are the same as the EBR induced from px;y orbitals at the 1a position. (d) An illustration of
the nontrivial Wilson loop spectrum. The Wilson loop operator Wðkx; kyÞ is calculated along the kz direction. The spectrum is plotted
along the line ðkx; kyÞ ¼ Γ → M. The crossing at Γ andM is protected byC4 and T. (e) For SG P4=mmm, which is a supergroup of P4, a
Z2 invariant can be defined based on the inversion eigenvalues [Eq. (E2)]. This Z2 invariant implies a nodal ring semimetal. The red
circles represent the two nodal rings. The four dashed lines represent the four C2 rotation axes. (f) The discontinuous Wilson loop
spectrum of the nodal ring semimetal. (g) If the symmetry is slightly broken such that P4=mmm reduces to P422 and no gap closing
happens at Γ, M, Z, A, the Wilson loop will have a winding protected by C4 and T.
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eigenvalues imply opposite Mz eigenvalues. Therefore, the
δ ¼ 1 phase has nodal rings protected by Mz. To be
specific, we consider the parities shown in Fig. 11(e),
where the two nodal rings are denoted as r1 and r2. TheMz

eigenvalues ðmkz¼0
1 mkz¼0

2 ; mkz¼π
1 mkz¼π

2 Þ inside r1, between
r1 and r2, and outside r2 are ð−−;þþÞ, ð−−;þ−Þ, and
ð−−;−−Þ, respectively. According to the correspondence
between inversion eigenvalues and Berry’s phases [53], the
Wilson loop matrices in the three regions have the spectra
ðπ; πÞ, ð0; πÞ, and (0,0), respectively, as shown in Fig. 11(f).
Now, we consider breaking the inversion symmetry such

that the SG reduces to P422. Since the mirror symmetry is
absent, the nodal rings in Fig. 11(e) will be gapped.
However, 16 exceptional gapless points in the four C2

(C2x, C2y, C2xy, C2xȳ) rotation axes will remain. These
gapless crossing points are locally protected by the C2T
symmetries and are pinned in the four C2 axes. There are
two ways to gap out these gapless points. The first way is to
annihilate two crossings in the same C2 axes pairwise,
which will not close the gap at the high symmetry points.
This way is indicated by the yellow arrows in Fig. 11(e).
The second way is to annihilate the eight crossings from the
same ring at the Z point or the A point. The second way will
close the gap at the high symmetry points. Now, we prove
that the first way gives the topologically nontrivial phase. As
we annihilate the two gapless points, the discontinuous
region in theWilson loop [green region in Fig. 11(f)] will be
removed, and the Wilson loop spectrum will become
continuous. Because of the C2xȳT symmetry, the Wilson
loop must be “particle-hole” symmetric [55]. Therefore, the
Wilson loopmust have the connectivity shown in Fig. 11(g),
which has a nontrivial winding protected by C4 and T.
In the end, by a k · p model, we show that the two

crossings in the same C2 axes do annihilate each other. We
consider a band inversion of two doublets at the Z point.
Each of the two doublets has the C4 eigenvalues�i, and the
two doublets have opposite inversions. Thus, the sym-
metries can be represented as C4 ¼ iτ0σz, P ¼ τzσ0,
C2x ¼ τ0σx, and T ¼ K. Then, the Hamiltonian for the
mirror-protected nodal ring semimetal is

H ¼ ðM − q2x − q2yÞτzσ0 þ qzτyσz; ðE3Þ

where q ¼ k − ð0; 0; πÞ. In this Hamiltonian, the two nodal
rings are degenerate. One can add perturbation terms to
split them. But in order to show that the gapless points can
be gapped symmetrically, this Hamiltonian is good enough.
The term mτxσ0, which breaks P but preserves C4 and C2x,
will fully gap the nodal rings.

APPENDIX F: RELATED MATHEMATICAL
THEOREMS

In this section, we summarize the mathematical theorems
used in the paper. The theorems are given without proof.

Interested readers may look at Ref. [85] for Theorem 2,
Ref. [86] for Theorems 3 and 4, and Refs. [79,87,88] for
Theorems 5 to 7.
Theorem 2.—(Smith decomposition.) If A is an n ×m

integer matrix, then there is an n × n unimodular matrix L
and an m ×m unimodular matrix R such that A ¼ LΛR,
where Λij ¼ δijλi is an n ×m integer matrix. Here, λi
is positive integer for 1 ≤ i ≤ rankðAÞ and zero for
i > rankðAÞ. Note that Λ is referred to as the Smith normal
form of A.
Theorem 3.—(Minkowski-Weyl theorem for polyhedra.)

For P ⊆ Rd, the following two statements are equivalent:
(1) (H-representation) P is a polyhedron; i.e., there exist

A ∈ Rm×d, C ∈ Rm0×d, b ∈ Rm, and f ∈ Rm0
for

some m, m0, such that P ¼ fx ∈ RdjAx ≥ b;
Cx ¼ fg.

(2) (V-representation) P is finitely generated; i.e.,
there exist V ∈ Rd×n, Ray ∈ Rd×n0 , and Line ∈
Rd×n00 , for some n, n0, n00, such that P¼fVuþ
Ray ·pþLine ·qju∈Rnþ;u1þ�� �þun ¼ 1; p∈Rn0þ;
q∈Rn00 g.

The dimension of the polyhedron P, which is given as
d − rankðCÞ, is denoted as dimðPÞ. The algorithm used to
obtain the V-representation from the H-representation or
vise versa is available in many mathematical packages. In
this work, we use the SageMath package [75]. A special
kind of polyhedron is a polyhedral cone, where b ¼ 0,
f ¼ 0, and V ¼ 0. For a polyhedral cone, Theorem 3
becomes as follows:
Theorem 4.—(Minkowski-Weyl theorem for polyhedral

cones.) For P ⊆ Rd, the following two statements are
equivalent:
(1) (H-representation) P is a polyhedral cone; i.e., there

exist A ∈ Rm×d and C ∈ Rm0×d for somem,m0, such
that P ¼ fx ∈ RdjAx ≥ 0; Cx ¼ 0g.

(2) (V-representation) P is a finitely generated cone; i.e.,
there exist Ray ∈ Rd×n, and Line ∈ Rd×n0 , for some
n, n0, such that P ¼ fRay · pþ Line · qjp ∈ Rnþ;
q ∈ Rn0g.

A polyhedral cone is called pointed if it does not contain
lines, i.e., Line ¼ 0. Line ¼ 0 if ð CA Þ is a full-rank matrix.
In the case C ¼ 0, Line ¼ 0 if the A is a full-rank matrix.
Definition 5.—An affine monoid, denoted as M, is a

finitely generated submonoid of a lattice Zd; i.e., there
exist r1; r2; � � � rn ∈ Zd such that M ¼ fr1p1 þ r2p2 þ
� � � rnpnjp1 � � �pn ∈ Ng. Note that M is called positive
if a;−a ∈ M ⇒ a ¼ 0.
Theorem 6.—(Van der Corput theorem.) Let M be a

positive affine monoid. The elements in M that cannot be
written as a sum of other elements with positive coefficients
are referred to as irreducible elements. Then, (i) every
element ofM is a sum of irreducible elements with positive
coefficients, (ii) M has only finitely many irreducible
elements, and (iii) the irreducible elements form the unique
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minimal system of generators HilðMÞ ¼ fb1; b2; � � �g of M,
the Hilbert bases.
Algorithms to find the Hilbert bases include the

Normaliz algorithm [79] and the Hemmecke algorithm
[80], which are available in the Normaliz package and the
4ti2 package, respectively.
Theorem 7.—(Gordan’s Lemma.) Let P ⊆ Rd be a

polyhedral cone. Then, P ∩ Zd is an affine monoid. And
when P is pointed, P ∩ Zd is a positive affine monoid.
Definition 8.—(Monoid homomorphisms.) A homomor-

phism between two affine monoids M and N is a function
f∶M → N such that (i) fðxþ yÞ ¼ fðxÞ þ fðyÞ for all x, y
in M, and (ii) fð0Þ ¼ 0. A bijective monoid homomor-
phism is called a monoid isomorphism.
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and E. Tutuc, Tunable Moiré Bands and Strong Correla-
tions in Small-Twist-Angle Bilayer Graphene, Proc. Natl.
Acad. Sci. U.S.A. 114, 3364 (2017).

[65] Y. Cao, V. Fatemi, A. Demir, S. Fang, S. L. Tomarken, J. Y.
Luo, J. D. Sanchez-Yamagishi, K. Watanabe, T. Taniguchi,

FRAGILE PHASES AS AFFINE MONOIDS: … PHYS. REV. X 10, 031001 (2020)

031001-37

https://doi.org/10.1103/PhysRevLett.119.246401
https://doi.org/10.1103/PhysRevLett.119.246401
https://doi.org/10.1103/PhysRevLett.119.246402
https://doi.org/10.1126/sciadv.aat2374
https://doi.org/10.1103/PhysRevLett.120.026801
https://doi.org/10.1038/nature23268
https://doi.org/10.1038/s41467-017-00133-2
https://doi.org/10.1103/PhysRevX.7.041069
https://doi.org/10.1103/PhysRevX.7.041069
https://doi.org/10.1107/S1600576717011712
https://doi.org/10.1103/PhysRevE.96.023310
https://doi.org/10.1103/PhysRevE.96.023310
https://doi.org/10.1103/PhysRevLett.120.266401
https://doi.org/10.1103/PhysRevLett.120.266401
https://doi.org/10.1103/PhysRevX.8.031070
https://doi.org/10.1103/PhysRevX.8.031070
https://doi.org/10.1038/s41467-018-06010-w
https://doi.org/10.1038/s41467-018-06010-w
https://doi.org/10.1103/PhysRevX.8.031069
https://doi.org/10.1038/s41586-019-0954-4
https://doi.org/10.1038/s41586-019-0954-4
https://doi.org/10.1038/s41586-019-0944-6
https://doi.org/10.1038/s41586-019-0937-5
https://doi.org/10.1038/s41567-019-0418-7
https://doi.org/10.1103/PhysRevB.97.035139
https://doi.org/10.1107/S0108767305040286
https://doi.org/10.1107/S0108767305040286
https://doi.org/10.1103/PhysRevB.84.075119
https://doi.org/10.1103/PhysRevB.89.155114
https://doi.org/10.1103/PhysRevB.100.195135
https://doi.org/10.1103/PhysRevLett.123.036401
https://doi.org/10.1103/PhysRevB.99.045140
https://doi.org/10.1103/PhysRevB.99.045140
https://doi.org/10.1103/PhysRevLett.121.126402
https://doi.org/10.1103/PhysRevLett.121.126402
https://doi.org/10.1103/PhysRevX.9.021013
https://doi.org/10.1103/PhysRevB.99.195455
https://doi.org/10.1103/PhysRevResearch.1.032005
https://arXiv.org/abs/1904.06997
https://doi.org/10.1103/PhysRevB.99.125122
https://doi.org/10.1103/PhysRevB.99.125122
https://doi.org/10.1073/pnas.1108174108
https://doi.org/10.1073/pnas.1108174108
https://doi.org/10.1073/pnas.1620140114
https://doi.org/10.1073/pnas.1620140114


E. Kaxiras et al., Correlated Insulator Behaviour at Half-
Filling in Magic-Angle Graphene Superlattices, Nature
(London) 556, 80 (2018).

[66] Y. Cao, V. Fatemi, S. Fang, K. Watanabe, T. Taniguchi, E.
Kaxiras, and P. Jarillo-Herrero, Unconventional Supercon-
ductivity in Magic-Angle Graphene Superlattices, Nature
(London) 556, 43 (2018).

[67] S. Huang, K. Kim, D. K. Efimkin, T. Lovorn, T. Taniguchi,
K. Watanabe, A. H. MacDonald, E. Tutuc, and B. J. LeRoy,
Topologically Protected Helical States in Minimally
Twisted Bilayer Graphene, Phys. Rev. Lett. 121, 037702
(2018).

[68] M. Yankowitz, S. Chen, H. Polshyn, Y. Zhang, K.
Watanabe, T. Taniguchi, D. Graf, A. F. Young, and
C. R. Dean, Tuning Superconductivity in Twisted Bilayer
Graphene, Science 363, 1059 (2019).

[69] G. Tarnopolsky, A. J. Kruchkov, and A. Vishwanath, Origin
of Magic Angles in Twisted Bilayer Graphene, Phys. Rev.
Lett. 122, 106405 (2019).

[70] J. Liu, J. Liu, and X. Dai, A Complete Picture for the Band
Topology in Twisted Bilayer Graphene, arXiv:1810.03103.

[71] J. Zak, Band Representations of Space Groups, Phys. Rev.
B 26, 3010 (1982).

[72] L. Michel and J. Zak, Elementary Energy Bands in Crystals
Are Connected, Phys. Rep. 341, 377 (2001).

[73] L. Elcoro, Z. Song, and B. A. Bernevig, Application of the
Induction Procedure and the Smith Decomposition in the
Calculation and Topological Classification of Electronic
Band Structures in the 230 SpaceGroups, arXiv:2002.03836.

[74] See Supplemental Material at http://link.aps.org/
supplemental/10.1103/PhysRevX.10.031001 for tables
about materials, parametrization of band irreps, fragile
criteria, and fragile roots.

[75] The Sage Developers, SageMath, The Sage Mathematics
Software System (Version 8.4) (2018).

[76] D. J. Thouless, M. Kohmoto, M. P. Nightingale, and M.
den Nijs, Quantized Hall Conductance in a Two-
Dimensional Periodic Potential, Phys. Rev. Lett. 49, 405
(1982).

[77] F. D. M. Haldane, Model for a Quantum Hall Effect without
Landau Levels: Condensed-Matter Realization of the
“Parity Anomaly”, Phys. Rev. Lett. 61, 2015 (1988).

[78] Y. Hatsugai, Chern Number and Edge States in the Integer
Quantum Hall Effect, Phys. Rev. Lett. 71, 3697 (1993).

[79] W. Bruns and B. Ichim, Normaliz: Algorithms for
Affine Monoids and Rational Cones, J. Algebra 324,
1098 (2010).

[80] R. Hemmecke, On the Computation of Hilbert Bases of
Cones, in Mathematical Software (World Scientific,
Singapore, 2002), pp. 307–317.

[81] L. Fu and C. L. Kane, Topological Insulators with Inversion
Symmetry, Phys. Rev. B 76, 045302 (2007).

[82] T. L. Hughes, E. Prodan, and B. A. Bernevig, Inversion-
Symmetric Topological Insulators, Phys. Rev. B 83, 245132
(2011).

[83] B. J. Wieder and B. A. Bernevig, The Axion Insulator as a
Pump of Fragile Topology, arXiv:1810.02373.

[84] A. Alexandradinata, C. Fang, M. J. Gilbert, and B. A.
Bernevig, Spin-Orbit-Free Topological Insulators without
Time-Reversal Symmetry, Phys. Rev. Lett. 113, 116403
(2014).

[85] Wikipedia contributors, Wikipedia, Smith Normal Form
(2019).

[86] K. Fukuda, Lecture: Polyhedral Computation (Institute for
Operations Research and Institute of Theoretical Computer
Science, Zurich, 2013).

[87] L. E. Renner, Linear Algebraic Monoids (Springer-Verlag
Berlin Heidelberg, 2006), Vol. 134.

[88] W. Bruns and J. Gubeladze, Polytopes, Rings, and K-theory
(Springer, New York, 2009), Vol. 27.

SONG, ELCORO, XU, REGNAULT, and BERNEVIG PHYS. REV. X 10, 031001 (2020)

031001-38

https://doi.org/10.1038/nature26154
https://doi.org/10.1038/nature26154
https://doi.org/10.1038/nature26160
https://doi.org/10.1038/nature26160
https://doi.org/10.1103/PhysRevLett.121.037702
https://doi.org/10.1103/PhysRevLett.121.037702
https://doi.org/10.1126/science.aav1910
https://doi.org/10.1103/PhysRevLett.122.106405
https://doi.org/10.1103/PhysRevLett.122.106405
https://arXiv.org/abs/1810.03103
https://doi.org/10.1103/PhysRevB.26.3010
https://doi.org/10.1103/PhysRevB.26.3010
https://doi.org/10.1016/S0370-1573(00)00093-4
https://arXiv.org/abs/2002.03836
http://link.aps.org/supplemental/10.1103/PhysRevX.10.031001
http://link.aps.org/supplemental/10.1103/PhysRevX.10.031001
http://link.aps.org/supplemental/10.1103/PhysRevX.10.031001
http://link.aps.org/supplemental/10.1103/PhysRevX.10.031001
http://link.aps.org/supplemental/10.1103/PhysRevX.10.031001
http://link.aps.org/supplemental/10.1103/PhysRevX.10.031001
http://link.aps.org/supplemental/10.1103/PhysRevX.10.031001
https://doi.org/10.1103/PhysRevLett.49.405
https://doi.org/10.1103/PhysRevLett.49.405
https://doi.org/10.1103/PhysRevLett.61.2015
https://doi.org/10.1103/PhysRevLett.71.3697
https://doi.org/10.1016/j.jalgebra.2010.01.031
https://doi.org/10.1016/j.jalgebra.2010.01.031
https://doi.org/10.1103/PhysRevB.76.045302
https://doi.org/10.1103/PhysRevB.83.245132
https://doi.org/10.1103/PhysRevB.83.245132
https://arXiv.org/abs/1810.02373
https://doi.org/10.1103/PhysRevLett.113.116403
https://doi.org/10.1103/PhysRevLett.113.116403

