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Abstract

Quantum mechanics, is at the heart of many of the technological and scientific milestones
of the last century such as the laser, the integrated circuit, or the magnetic resonance
imaging scanner. However, only few decades have passed since we have the possibility
to coherently manipulate the quantum states encoded in physical registers of specific
quantum platforms. Understanding the light-matter interaction mechanisms that govern
the dynamics of these systems is crucial for manipulating these registers and scaling up
their quantum volume, which is a must for building a full-fledged quantum computer with
vast implications in physics, chemistry, economics, and beyond. In 2019, the group of
Prof. John Martinis at Google achieved a technological milestone when they performed
an experiment with 53 superconducting quantum bits (qubits). Although this can still be
considered a small quantum system, the Google group claimed that, to solve the problem
run by their quantum setup, the best classical computers would need thousands of years,
and in consequence, they had achieved quantum supremacy. This is a matter of debate,
as, short after, IBM argued that their classical computers could run the algorithm in a
few days. Nevertheless, it is believed that noisy intermediate-scale quantum devices are
capable of outperforming the best classical computers in specific tasks such as calculating
properties of many-body quantum systems. In this regard, quantum simulators are
specific purpose quantum computers that are expected to boost our understanding of,
e.g., high-temperature superconductors or light-matter interactions beyond perturbative
regimes. A different application of quantum technologies is that of quantum sensors.
These quantum devices, that can be manipulated with suited radiation patterns, enable the
measurement of physical quantities with unprecedented spatial resolution. This procedure
is known as quantum sensing, and, among other things, it is a field that promises a better
understanding of biological systems. In light of the above, it is clear that the endeavour of
investigating light-matter interactions and finding optimal scenarios for their manipulation
is of major importance for quantum technology and its emerging applications.

In this Thesis, we develop novel proposals for efficient quantum information processing
and quantum sensing, quantum simulation of generalized light-matter interactions beyond
the strong-coupling regime, and quantum supremacy experiments with neutral atoms. In
particular, we propose two different methods to generate quantum logic gates with trapped
ions driven by microwave radiation. One is aimed to be applied in current setups, while the
other one assumes experimental parameters reachable in the near term. We demonstrate



that both methods are robust against the main sources of decoherence in these systems.
Moreover, our quantum gates work without laser radiation which is an advantage for
scaling up trapped-ion quantum processors, as optical tables are substituted by microwave
antennas that can be easily integrated in microtrap arrays. We also study different models
of light-matter interaction, more specifically, the Rabi-Stark and the nonlinear quantum
Rabi models, and propose a method for their implementation using laser-driven trapped
ions, where quantum simulations of light-matter interaction have already been realized.
In these models, we discover interesting properties such as the appearance of selective
multi-photon interactions or the blockade of population distribution in the Hilbert space.
Furthermore, we propose how ultracold atoms in optical lattices can be controlled with
microwave and laser radiation in order to realize the boson sampling problem, a model
of computation capable of showing quantum supremacy with tens of particles. Taking
into account experimental error sources, such as particle losses, we estimate that, using
neutral atoms in spin-dependent optical lattices and, within realistic conditions, quantum
supremacy could be achieved with tens of atoms. Finally, we develop a method to achieve
selective interactions between a nitrogen-vacancy center and nearby carbon-13 atoms.
These interactions are obtained by suitably designed microwave pulse sequences, and can
be used to perform nuclear magnetic resonance at the nanoscale, with applications in
biological sciences. Compared to other methods, ours is energy efficient, and thus, less
invasive and suitable to be applied in biological samples.

All'in all, in this Thesis we design radiation patterns capable of creating effective light-
matter interactions suited to applications in quantum computing, quantum simulation
and quantum sensing. In this manner, the results presented here significantly expand
our knowledge on the control of light-matter interactions, and provide optimal scenarios
for current quantum devices to generate the next-generation of quantum applications.
Moreover, we introduce novel methods to simulate generalized light-matter interactions
beyond perturbative regimes. Thereby, we believe our results will boost the construction
of better quantum sensors, quantum simulators and trapped-ion quantum processors, as
well as the first experimental realization of quantum supremacy using neutral atoms.
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Introduction

Quantum mechanics, which describes the natural processes that take place at the atomic
scale, is one of the most successful theories in physics. From the very beginning, light-
matter interaction, or the interaction between atoms and electromagnetic fields, has played
a major role in the development of the quantum theory. The quantisation of energy was
first proposed by Max Plack in 1900 to describe the electromagnetic spectral distribution
produced by a thermal source [1]. In 1905, Einstein explained the photoelectric effect [2],
and, by 1917, he had developed a model for light-matter interaction that accounted for the
absorption and stimulated or spontaneous emission of light by atoms [3]. The quantum
theory was further formalised by Erwin Schrédinger in 1926, when he proposed a wave
equation that correctly predicted the spectral lines of the hydrogen atom [4]. By the same
years, Paul Dirac made the first attempt to quantise the electromagnetic field [5]. However,
it was not until the late 1940's that a theory for the interaction between quantised light
and matter became available [6], namely quantum electrodynamics (QED), accurately
predicting the Lamb shift measured in the hydrogen microwave (MW) spectrum [7].

The rapid growth of MW and radio-frequency technology for telecommunications in
the first half of the twentieth century led to the invention of the maser in 1953 [8]. The
maser produces coherent MW radiation through amplification by stimulated emission.
This, along with other discoveries, such as optical pumping [9], paved the way to the
construction of the first laser in 1960 [10]. The laser helped to formalise the theory of
optical coherence [11, 12], and enabled coherently controlled interactions between light
and matter. In the mid 70’s, the ability to trap charged atoms [13] was combined with
lasers, leading to the first laser cooling protocol [14, 15]. During the 80's laser cooling
and trapping techniques for neutral atoms were developed [16], quantum jumps were
observed [17-19] and ground-state cooling of a single trapped ion was achieved [20].
Lasers also allowed to study Rydberg atoms in optical or MW cavity resonators, a research
field called cavity QED [21]. The interaction between these atoms with highly-excited
electronic states and cavity modes leads to changes in the atomic properties, e.g. the
enhancement or suppression of the spontaneous emission rate! [23, 24]. In 1992, the

1The enhancement of the spontaneous emission rate is called the Purcell effect, and was previously
discovered by Edward M. Purcell in the context of nuclear magnetic resonance [22].



so-called strong-coupling (SC) regime between light and matter was achieved for a single
atom [25], allowing to study the interaction between atoms and photons at the level of
single quanta [26]. Light-matter interaction at the SC regime allows the formation of
hybrid modes called polaritons, which share properties of both light and matter. These
play a role, for example, in the localisation of light at small volumes via surface plasmons
for subwavelength imaging [27].

In a parallel effort, in the 1930’s, Alan Turing set the grounds of the theory of
computation when he showed that a machine with enough memory and following a very
limited set of instructions, the so-called Turing machine, could efficiently perform any
algorithmic process [28]. This idea, along with the discovery of the first transistor?,
and later, the MOSFET [29] in 1959, led to the exponential development of modern
digital computers [30]. Algorithms started to be classified in terms of the amount of
resources, time and memory needed in order to find a solution using a Turing machine [31].
For some problems, like multiplication, this amount of resources increased polynomially
with the size of the input number, making them easy to solve. Other problems were
hard to solve, for example, factoring integer numbers, for which no algorithm is known
that scales polynomially with the input size. Another important issue was that, in
the model of computation described by Turing, logical operations are irreversible. In
1961, Landauer used Shannon's information theory [32] to state that each of these
irreversible operations would increase entropy, setting a fundamental energy cost to each
operation [33]. Landauer's principle motivated the search for reversible computation
models [34], and, in the early 80's, the idea of a quantum Turing machine was proposed
and developed by Benioff [35], Manin [36] and Deutsch [37]. This quantum computer
would store the information in two-level quantum systems, called quantum bits or qubits.
Due to the linearity of the Schrédinger equation, this model of computation would be
reversible. Furthermore, Feynman suggested that the quantum computer would be a
natural testbed for simulating quantum physics [38], while this would typically require an
exponential amount of resources in a classical Turing machine [39]. In this way, quantum
simulation appeared as the first practical application of a quantum computer. During the
same years, the first ideas for secure communication using quantum mechanical variables
were introduced [40, 41], originating a research field that is known today as quantum
cryptography [42]. In 1994, Peter Shor proposed a quantum algorithm for efficiently
factoring integer numbers [43], which boosted what has been later called “the second
quantum revolution” by Dowling and Milburn [44].

By that time, the control of individual quantum systems was already possible?, and the
race for building a quantum computer started. Few months after the announcement of
Shor’s algorithm, Cirac and Zoller proposed a method to implement the controlled-NOT
gate using two trapped ions [45]. Based on that proposal, the first two-qubit gate was
realized by the group led by Wineland [46]. In the years that followed, numerous proposals

2The Nobel Prize in Physics 1956 was awarded jointly to William B. Shockley, John Bardeen and Walter
H. Brattain “for their researches on semiconductors and their discovery of the transistor effect”.

3In 2012, Serge Haroche and David J. Wineland received the Nobel Prize “for ground-breaking experi-
mental methods that enable measuring and manipulation of individual quantum systems”.
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for the physical realization of qubits and gates using photons [47, 48], ions [49-52], atoms in
cavity QED [53] or optical lattices [54], anyons [55], semiconductors [56], nuclear magnetic
resonance (NMR) [57, 58], crystallographic defects in diamond [59], and superconducting
circuits [60] were introduced. Besides, new quantum algorithms were developed [61, 62],
and the first protocols for quantum error correction were introduced [63, 64]. Ideally, a
quantum computer ought to be built by qubits that interact strongly among them, yet
are isolated from the environment to avoid any source of decoherence. On the other
hand, we should be able to control and measure the system from the exterior, which
requires the aforementioned isolation to be highly selective. In this regard, quantum
error correction [65] provides pathways to build fault-tolerant quantum computers with
qubit-errors below an acceptable given threshold [66]. In exchange, one needs to encode
the quantum information of a logical qubit in many physical qubits.

Despite the impressive progress made increasing both the number of qubits and their
coherence properties [67-80], the present-day quantum technology, sometimes referred
to as noisy intermediate-scale quantum (NISQ) technology [81], remains insufficient for
a physical realisation of a fault-tolerant universal quantum computer [82]. This has
stimulated the development of alternative models of quantum computation adapted to
NISQ devices, such as digital-analog quantum computation [83], variational quantum
eigensolvers [84], constant-depth quantum circuits [85], temporally unstructured quantum
circuits [86], quantum circuits with identical noninteracting bosons (also known as boson-
sampling devices) [87], random circuits of coupled qubits [88] or quantum annealers
[89]. Because of their reduced experimental complexity, all these models of quantum
computation are promising candidates to show a speedup over classical algorithms in NISQ
architectures, a feat often named as quantum supremacy or quantum advantage [90-92].
In fact, last year, quantum supremacy was claimed for the first time by the group led by
Martinis using random circuits of superconducting qubits [93].

Arguably the most important application of quantum computation is quantum sim-
ulation [94-101], which consists in the reproduction of relevant quantum models using
controllable quantum systems. The idea was first proposed by Manin [36] and Feyn-
man [38] in the early 80's, and was further formalised by Lloyd [102], who theoretically
proved that quantum computers can efficiently simulate any local quantum system.
Because the dimension of the Hilbert space grows exponentially with the number of
constituents of the system, the classical simulation of quantum many-body phenomena is,
in general, extremely inefficient, and, often, impossible [103]. On the contrary, quantum
simulators can efficiently simulate models in quantum field theory [104-109], quantum
chemistry [110-112], condensed matter [113-116], or even quantum gravity [117]. The
universal simulator described by Lloyd was later called digital quantum simulator, and
it is different from analog [118-120] or digital-analog [121, 122] quantum simulators
which are non-universal platform-dependent models of computation designed to mimic
the behaviour of specific quantum systems. These, however, are better adapted to NISQ
systems, and have already been used to realise physical predictions beyond the reach of
classical methods [123]. Quantum computers and simulators are better than classical
computers at the task of simulating nature [124], and, thus, are expected to become an



important tool for scientific discovery [125].

The same extraordinary sensitivity to external agents that makes the construction of a
quantum computer challenging, can be exploited to build quantum sensors. Quantum
sensing is the use of quantum objects or quantum coherence to measure a physical
quantity [126]. It also refers to the use of entanglement to improve the precision of a
measurement beyond classical limits [127]. Examples of quantum sensors include atomic
clocks [128], which serve as the best time and frequency standards, superconducting
quantum interference devices and the thermal vapour of atoms, which make the most
precise magnetometers [129], nitrogen-vacancy (NV) centers in diamond as magnetic
sensors at the nanoscale [130, 131], trapped ions as electric-field and force sensors [132,
133], or squeezed states of light for gravitational wave detection [134]. Among quantum
technologies, quantum sensors have the greatest potential for practical applications in
the near term. Quantum correlations among photons can be exploited to achieve target
detection in unfavourable scenarios with bright background noise and a low-reflectivity
target. Extending this sensing scheme, called quantum illumination [135-137], to the
MW regime is believed to be the way forward in the construction of the first quantum
radar [138]. Another example of practical applications is given by atomic clocks. Clocks
in relative motion or at different gravitational potentials experience time differently.
Quantifying this time difference can be then useful to determine the structure of massive
objects in geophysics and hydrology [139, 140]. Furthermore, quantum sensing may also
play a crucial role in scientific discovery. For example, creating quantum superpositions
with massive particles [141-147] is useful to test collapse models, which state that the
Schrédinger equation is an approximation that breaks down with large enough masses
delocalised above a critical distance [148, 149], or investigate the quantum nature of
gravity, for instance, observing gravity-mediated entanglement [150, 151].

Quantum science and technology is a burgeoning research field with promising applica-
tions that will have a tremendous impact in society. Light-matter interactions are at the
heart of quantum platforms, and are essential to exploit the quantum behaviour of these
systems. As an example, MW radiation or laser fields can be applied to quantum systems
based on trapped atoms for the sake of high-fidelity quantum information processing.
Existing models of light-matter interaction provide us with the theoretical framework
needed to explore new forms of manipulating quantum states, and, helped by numerical
simulations, search for methods that achieve, e.g., energy-efficient quantum sensing or
robust quantum logic operations. Conversely, controlled quantum systems can be used to
study models of light-matter interaction without conventional approximations, in regimes
where classical numerical methods breakdown. In summary, this thesis focuses on the
design of electromagnetic radiation patterns capable of tailoring light-matter interactions
in quantum systems to achieve fast and robust quantum information processing, energy-
efficient quantum sensing or the simulation of quantum models whose dynamics can be
engineered.
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1.1. What you will find in this thesis

In this thesis, we design new forms to control light-matter interactions for specific
applications in quantum computing, quantum simulation and quantum sensing with
trapped ions, ultracold atoms in optical lattices, and NV centers. For that, in chapter 1
we first review central models of light-matter interaction, namely the semiclassical and
quantum Rabi models. We also explain basic concepts of dynamical decoupling (DD),
such as the spin echo or the dressed state approach. Finally, we present the quantum
platforms studied in the thesis, and review their importance in the current ecosystem of
quantum technologies.

In chapter 2, we propose two different methods to realise high-fidelity entangling gates
with trapped ions using MW fields. The first uses pulsed MW radiation to generate fast
gates with experimental parameters achievable in the near term. The second method
applies to current experimental regimes and uses continuous radiation patterns to drive
the gate. As opposed to lasers, MW sources are easy to control and can be incorporated
to scalable trap designs, which make MW-driven trapped ions a leading approach to scale
up trapped-ion quantum processors. Our presented gate-designs account for the main
sources of decoherence present in those processors, and, using pulsed and continuous
DD techniques, we show how to minimise their effect reaching fidelities above 99.9% in
realistic experimental scenarios.

In chapter 3, we explore two models of light-matter interaction and study their
dynamics in different parameter regimes. In the case of the Rabi-Stark model, we find
selective multiphoton interactions in the SC and USC regimes. Using time-dependent
perturbation theory, we develop an analytical framework to explain these interactions. In
the case of the nonlinear quantum Rabi model, we find its dynamical behaviour is limited
to certain regions in the Fock space, diving the latter into different sections. Combining
this property with dissipation, we design a method to generate large-n Fock states with
trapped ions. We also provide methods to simulate both the Rabi-Stark and the nonlinear
quantum Rabi models with a laser-driven trapped ion.

In chapter 4, we introduce a method to realise boson sampling with ultracold atoms
in optical lattices. The control of such system is achieved using both MW and laser
fields, and combining pulsed and continuous radiation patterns. Boson sampling is a
model of quantum computation with potential to demonstrate quantum supremacy in the
near future. Using simple error-scaling models, we estimate how the experimental errors
should scale with the number of bosons (atoms, in this case) in order to show advantage
with respect to the best classical algorithms. We benchmark our error model with exact
numerical simulations of non-Hermitian Hamiltonian models that include particle loss.

In chapter 5, we present a design of amplitude modulated MW pulses able to achieve
selective NV-nuclei interactions at strong magnetic fields. Working with strong magnetic
fields can provide an enhancement on the resolution of NMR spectra, however, if the
MW power is not accordingly increased, it leads to a decay of the NMR signal. On the
other hand, working with a high MW power may not be convenient, especially when
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dealing with biological samples that could be damaged when exposed to a large amount of
radiation. Our presented method circumvents these issues by using amplitude modulated
pulses that enhances the resolution of the measured signals.

1.2. Models for light-matter interaction

1.2.1. The Rabi model

The Rabi model or the semiclassical Rabi model was introduced by Isaac Rabi in 1937
to describe the effect of oscillating magnetic fields onto atoms with nuclear spin [152].
Despite being originally introduced in the context of NMR, the Rabi model is also the
most simple model that describes the interaction between a two-level atom and a classical
electromagnetic field. Think of a spin-1/2 particle under the influence of a static magnetic
field éo = ByZ, where % is the unit vector in the z direction. The energy of such a
particle would be described by the following Hamiltonian

L o= hwo
Hy=—ji-By= — Oz (1.1)
where [ = —7%&, ~ being the particle’s gyromagnetic ratio, i the reduced Planck
constant, and o, . the Pauli matrices. In NMR, wy = —vBj is known as the Larmor

frequency, and, according to Eq. (1.1) any spin state will rotate around the z axis with a
period 27 /wy. When a orthogonal gyrating magnetic field B(t) = Bl[cos (wt)Z+sin (wt)g]
is applied, we obtain the Rabi model

Q ‘ .

HR = %Uz + §(U+€_wx + J,C’wx), (12)
where o1 = (0, +1i0,)/2 and @ = vB/2. In Eq. (1.6) and from now on, all Hamiltonians
will be redefined as H — H /A, thus, will be given in units of angular frequency. To solve
the dynamics given by Eq. (1.6) we move to an interaction picture [153] with respect to
H=%0., H} = eAtHpe ' — H, obtaining

Hf = %az + %aw, (1.3)
where A = wy — w is the detuning with respect to the Larmor frequency. At resonance,
Eq. (1.3) describes the rotation of the spin around the & axis at a frequency €2, called the
Rabi frequency. In Fig. 1.1(b), the evolution of state ||) (c.|l) = —|})) is shown, in terms
of the average values of o, , .* for a time /2. This operation, where the population of
state |}) is transferred to state [1), is known as a 7 pulse.

4Quantum mechanics is a probabilistic theory and it predicts average values of observables. The
measurement of these average values requires several experimental runs to collect statistical data.
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a) b) Interaction picture Schrédinger picture

Figure 1.1.: a) A particle with spin precessing under a static magnetic field Bo and an oscillating
transverse field B (t). b) A pulse in the Bloch sphere. Evolution of initial state
[4), according to the resonant Rabi model and during a time 7 /2, is shown, both
in the interaction and Schrédinger pictures, with Q = wo/10.

The Rabi model describes the evolution of a two-level system under an oscillating mag-
netic field, however, it does not account for environmental effects that cause decoherence.
In 1946, Felix Bloch introduced phenomenological equations that described the dynamics
of the spin including those effects [154], characterised by two coherence times T3 and T5.
The former, called relaxation time, is related with population decay from the [1) to the
|}) state, while the latter represents the unpredictability (after a time T%) of the relative
phase between ||) and [f) states. Just as the Rabi model, Bloch equations are valid to
describe the evolution of a two-level atom driven by a coherent electromagnetic field and
affected by decoherence, which in that case, take the name of Maxwell-Bloch or optical
Bloch equations [155].

The rotating wave approximation

Instead of the gyrating field used in Eq. (1.6), it is more typical to consider a time-varying
field of the form B(t) = B cos(wt)Z. In such case, Eq. (1.3) reads

H} = éaz + Qom + Q((7_,_@7"2“5 + o_et), (1.4)
2 2 2

If the intensity of the transverse field is small compared to the static magnetic field, then
w =& wp > Q, and the last terms in Eq. (1.4), called counter-rotating terms, can be
neglected under the rotating-wave approximation (RWA). A measurable effect of those
counter-rotating terms is a shift of the Larmor frequency by an amount 92 /4wg, known
as the Bloch-Siegert shift>. To derive this, one has to use time-dependent perturbation
theory, see for example, Egs. (A.15) and (A.16) in appendix A.4.

5This shift was first measured by Felix Bloch and Arnold J. F. Siegert in 1940 [156].
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Dressed states

We call dressed states to electronic or nuclear-spin states whose energy has been shifted
because of the interaction with the radiation field. A typical example is the so-called light
shift [157], obtained when the absolute value of the detuning |A| is much larger than the
Rabi frequency €2, yet |A| < wp. The effective Hamiltonian in this regime is

QQ

= 1.
AT (1.5)

HlIight ~
which describes a change of the energy difference between states ||) and [1), positive or
negative depending on the sign of the detuning A. When the Rabi frequency Q (which is
proportional to the intensity of the radiation field) changes with the position &, the shift
can induce a force in the particle.

Another kind of dressed state is also described by Eq. (1.3). When A =0, an energy
difference of Q between states |4) = [) £ |{) (up to normalisation and in the interaction
picture) is produced. The introduction of a weaker field B(t) = B(cos (&t)& + sin (&t)g,
represented by

(0462 + e, (1.6)

o | O

Q

Or +
where Q =vB/2 and A = wy — @, can lead to transitions between states |+) and |—)
when A = +Q. In atomic physics, these two transitions at w=+ ) and the central transition
at wg can be observed and are known as the Mollow triplet [158, 159]. Both the light-shift
and the Mollow triplet are often referred in the literature as the alternating current (AC)
Stark effect [157] or Autler-Townes effect [160]. States dressed with resonant driving

fields are naturally protected from small shifts in wy [161] and form the basis of continuous
DD techniques [162, 163].

Spin echo

The spin echo or Hahn echo® is a method by which a revival of the spin’'s coherence
occurs after the application of a 7 pulse. It is also the most common method to combat
dephasing caused by uncontrolled shifts on wy due to fluctuations of the intensity of
the magnetic field. For a simple analysis, let us assume we start with the spin in state
I1) + |4). According to Eq. (1.1) the state should evolve as e™t[t) + e~%of||) however,
in a rotating frame with respect to %20, the state should stay as [1) + |{). If the Larmor
frequency undergoes an unknown shift §, at a time ¢, the state would be e?|) 4 e~%[]).
This would imply the loss of information about the relative phase between the two states,
and therefore, a coherence loss’. The application of a 7 pulse produces a population
exchange between both states, transforming the state into e~**|1) + ¢?0t||). After a

5The spin echo was first observed by Erwin L. Hahn in 1950 [164].
"More precisely, the loss of coherence would occur if § changes stochastically with each experimental
run.
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time ¢, the state would be e?fe™®1) + e~ ||) = [1) 4 |]), and the relative phase
produced by the unknown shift disappears, recovering coherence. It is important to remark
that spin echo is used as the basis of pulsed DD techniques [165-167].

1.2.2. The quantum Rabi model

The quantum Rabi model (QRM) describes the interaction between a two-level atom
and a quantised mode of the electromagnetic field. The model was first introduced by
Jaynes and Cummings in 1963 [168], however, its predictions were not measured until the
late 80's in the context of cavity QED [21, 169, 170]. Besides, the QRM describes the
basic interactions that take place in trapped ions [171], superconducting circuits [172] or
semiconducting quantum dots [173]. The Hamiltonian of the model is

R
W,
Hqorm = 7002+WRGTG+9(G+GT)(U++U—) (1.7)

where wf is the natural frequency of the two-level atom, w® and af(a) are the frequency
and the creation (annihilation) operators of the electromagnetic mode, and g measures
how strong is the coupling between the atom's dipole moment and the bosonic field mode.
See Fig. 1.2 for a simple sketch of the system. Near resonance, that is, when Wi wg,
and if g < w®, the terms ao_ and a0 can be eliminated by the RWA, retrieving the
so-called Jaynes-Cummings (JC) model

R
Hjc = %)az +whala+ glaoy +alo ). (1.8)
The JC model is analytically solvable and, when Wl = wg', it describes a periodic

population exchange between states |e,n) and |g,n + 1) at a rate given by Q =
gv/n+ 1 [168, 174], as shown in Fig. 1.2(b). Here, |g) and |e) represent the ground and
excited state of the atom, and |n) represents the n-th Fock state of the bosonic mode.
Notice that the frequency of these oscillations 2, also called Rabi oscillations, depends on
the number of photons n in the cavity. At n = 0, an excited atom may emit a photon
to an empty cavity mode, and absorb it afterwards®. The JC model also predicts the
collapses and revivals of atomic state populations when the field mode is in a coherent
state” [176].

The experimental observation of Rabi oscillations requires €2 to be larger than the
relaxation rates (1/77) of both the atom and the cavity, known as the SC regime [177, 178].
In contrast to the weak-coupling regime, where substantial changes in the atomic properties
(e.g. the Purcell effect) can already be observed, the SC regime allows the formation of
hybrid dressed states, different from the ones introduced in section 1.2.1, called polaritonic
states or simply polaritons, which share both light and matter character [27]. In the case

8These oscillations are known as vacuum Rabi oscillations [175].
9These collapses and revivals were first observed by Gerhard Rempe, Herbert Walther and Norbert Klein
in 1987 [169].
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Figure 1.2.: a) Sketch of an atom inside a cavity, where I and k are the relaxation rates of
the atom and the cavity, respectively. b) Time evolution of state populations for
g/w™ = 0.01, wif = W™ according to the QRM. For initial states |e,0) (up) and
le,3) (down), periodic population exchange is shown, with states |g,1) and |g,4)
and at rates g and 2g respectively.

of the resonant JC model, these are represented by |g,n + 1) & |e, n) eigenstates, up to
normalisation.

Based on previous work by Dicke [179], Tavis and Cummings studied the interaction of
N atoms with a single mode of the electromagnetic field, predicting that the frequency
of (now collective) Rabi oscillations can increase by a factor of v/N [180]. In fact, the
first cavity QED experiments that achieved the SC regime were done with more than one
atom [181-183]. Since then, the effective coupling strength g of light-matter interactions
has progressively increased, reaching the ultrastrong coupling (USC) [184-188] regime
(g/w? 2 0.1) or the deep-strong coupling (DSC) [189-191] regime (g/w® > 1) with
superconducting circuits, Landau polaritons or plasmon polaritons. These experimental
developments have motivated the study of the full QRM in Eq. (1.7) [192], as the RWA is
not longer justified. Despite being the most simple representation of quantum light-matter
interaction, an exact analytical solution for the QRM was only proposed recently, in
2011 [193]. Unlike the JC model, the QRM dynamics does not show clear features until
it reaches the DSC regime, where periodic collapses and revivals of the qubit initial state
survival probability are predicted [194].

1.3. Quantum technologies

Quantum technologies that aim to achieve quantum computing or quantum sensing need
a well defined qubit or quantum information register, and the ability to initialise and
measure its state. In the case of quantum sensing, this qubit should also interact with the
physical quantity of interest. For quantum computing, the design of the system should
be scalable to a large number of qubits, while maintaining long coherence times and the
ability to make single and two-qubit gates. In the following, we describe three of the most
promising quantum platforms to develop both quantum sensing and quantum computing,
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Chapter 1. Introduction

which are also the ones studied in this thesis.

Trapped ions

Charged atomic ions are trapped and suspended in vacuum using oscillating electromagnetic
fields [171, 195]. The effective harmonic potential created by these fields confines the ion
in all directions, with trapping frequencies on the order of few MHz. In linear traps, the
ions arrange in a linear configuration in the z direction, where the harmonic force is weaker
than in the other directions (see Fig. 1.3(a) for an illustration of a linear trap). Two
electronic states connected by an electric quadrupole transition, or two hyperfine states
connected by Raman or MW transitions can serve as a qubit, see Figs. 1.3(a) and (b). In
both cases, an electric dipole transition to a radiative state is used for cooling the ion’s
motion?, initialisation and read-out of the qubit state [196]. For one of the qubit states,
driving the radiative transition will induce spontaneous emission of photons that can be
collected by a camera, realising the measurement of the qubit state.

Coherent operations are typically realised with lasers, these allow to manipulate the qubit
state and, moreover, to entangle internal (electronic) and external (vibrational) degrees of
freedom by the so-called sideband transitions. It is the control of this qubit-boson interac-
tion which allows to realise entangling gates among different ions in few microseconds [197]
and with the highest fidelity achieved so far in quantum technologies [198, 199]. Coher-
ence times can range from milliseconds to minutes using decoherence-free subspaces and
DD [78]. A dispersive coupling with the collective motional modes also permits to engineer
spin-spin interactions governed by the effective Hamiltonian H = Z” Jijoiof [200-
202], which is useful to study many-body quantum phenomena like quantum phase
transitions [120, 203, 204] or quantum chaos [205, 206]. Moreover, trapped-ions have
also proven to be an excellent testbed to simulate relativistic quantum mechanics [207-209]
or quantum field theories [210, 211].

In this thesis, we study trapped ions as quantum simulators for generalised QRMs
beyond the SC regime, and also as a scalable platform to build quantum computers.
In the case of the latter, we combine laser-free entangling operations driven by MW
radiation with DD techniques to achieve high-fidelity entangling gates. Finally, trapped
ions can also be excellent quantum sensors of electric fields. This can be exploited to
measure minute forces with a sensitivity of 1 yN/v/Hz [132, 133], or for high-precision
mass spectrometry!!.

Ultracold atoms in optical lattices

Neutral atoms can be trapped in periodic optical potentials, called optical lattices, created
by the interference of two counter-propagating laser beams. The frequency of the laser

10Ground-state cooling with trapping frequencies of the order of one megahertz correspond to a tempera-
ture of tens of pK.
1 Check articles 8, 9, 10, and 12 from the list of publications
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1.3 Quantum technologies

a) b) Optical qubit c) Hyperfine qubit
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Figure 1.3.: a) Sketch of a linear radiofrequency trap similar to the one shown in Ref. [171]. In
the middle, a chain of 5 ions scattering blue light. b) Simplified level scheme of an
optical qubit using a **Ca™ ion [212]. The metastable transition S <+ D at 729
nm it is used as a qubit with lifetime Ty ~ 1 s. The radiative transition S <> P at
397 nm is used for read-out. c) Simplified level scheme of a hyperfine qubit using a
9Be™ ion [46]. Off resonant excitation of the radiative S <+ P transition at 313
nm is used to produce coherent population exchange between two hyperfine levels
of the S subspace.

fields is far detuned with respect to the frequency of an electric dipole transition of the
atom. As a result, a light shift, similar to the one presented in section 1.2.1, is induced
with the Rabi frequency proportional to the intensity of the laser field. The interference
between the two beams creates a periodic spatial pattern for the intensity (2 cos (kz)
in one dimension), which induces a force on the atom, called optical dipole force. This
force is used to trap atoms in minima of the light potential V(z) = Q2/A cos? (kz) (see
Fig. 1.4(a) for an illustration), while the photon scattering rate is highly reduced with
a large detuning A. Atoms trapped in optical potentials need to be cooled down to
temperatures below tens of 1K, achievable with laser cooling techniques'?. Using different
hyperfine states of the atoms, these can be initialised in predefined arrays, and similar to
trapped ions, the measurement is done via resonance fluorescence.

Ultracold atoms in optical lattices are the leading technology for analog quantum
simulation of many-body physics [95, 101]. The periodic form of the optical potentials
resemble structures of real crystal lattices, and the interaction among the atoms can be
controlled with light fields. Important many-body systems, such as Bose-Hubbard or Fermi-
Hubbard models can be simulated [213], mechanisms such as thermalisation [214-216] or
many-body localisation [217, 218] observed, or fundamental theories for high-energy and
condensed-matter physics studied via synthetic gauge fields [219].

Quantum computation can also be pursued with optical lattices. Qubits can be
encoded in long-lived hyperfine states and entangling gates can be realised via the strong
dipole-dipole interactions among Rydberg atoms. However, and despite the significant
progress, several challenges such as the generation of a high-fidelity two-qubit gate remain
unsolved [220].

12|n 1997, Steven Chu, Claude Cohen-Tannoudji and William D. Phillips received the Nobel prize for
their developments of methods to cool and trap atoms using laser light.
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Chapter 1. Introduction

Figure 1.4.: a) A neutral particle trapped in one minimum of the optical potential V (x) (in red).
Also, a simplified level scheme of the 133 Cs atom, where the off resonant excitation
of the S <+ P transition by the standing wave is the responsible of the dipole force.
b) NV center in a diamond lattice, with **>C (grey) and **C (blue) atoms nearby. A
static magnetic field is applied parallel to the NV axis, and a transverse MWV field is
depicted in red. c) Level scheme for the NV center, where coloured (black) arrows
indicate radiative (nonradiative) transitions.

In this thesis, we base on previous experiments of quantum interference of non-interacting
atoms with optical lattices, such as the realisation of Hong-Ou-Mandel interference [221],
to propose a scalable method to realise multiparticle quantum interference experiments,
and more specifically, boson sampling.

Nitrogen-vacancy centers in diamond

The NV center is a point defect in diamond with a particular set of properties that makes
it suitable for the study and exploitation of quantum phenomena [222]. The defect is
formed when a carbon atom in the diamond lattice is substituted by a nitrogen and an
adjacent lattice site presents a vacancy [223, 224], see Fig. 1.4(b), and can be produced
by several techniques [225]. The NV~ or NV center's!3 electronic level structure is formed
by two triplet states 34, (ground) and ®E (excited) and two intermediate singlet states
1Ay and 'E, see Fig. 1.4(c). A qubit is usually encoded in the ms; = 0 and one of
ms = +1 states of the subspace 3 Ay, separated in energy by D = (27) x 2.88 GHz, called
the zero-field splitting. Also, a magnetic field in B, the direction of the NV breaks the
degeneracy between states ms = £1 by an amount «.B,. Operations within this subspace
are carried out using MW radiation, while optical transitions are used for initialisation
and measurement of the NV. When the electron is excited to the 3E subspace through
a spin-conserving radiative transition, the excited states can decay to the ground state
directly or via the intermediate states. The latter occurs with a higher probability for
states |>F, +1) and the intermediate states are long-lived (~ 250 ns) compared to the
states in 3E. This results in a spin-dependent fluorescence signal, which is stronger for
the [2A5,0) state. Most importantly, the decay via the intermediate states changes the
spin state from my = +1 to m, = 0 and vice versa, and, because of the preference of one

130ther two charge states exist, NVt and NV°, whose properties differ from those of the negatively
charged defect.
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1.3 Quantum technologies

of the pathways, this can be used for the initialisation or polarisation of the spin state.

The coherent control of the NV center is possible at room temperature, with coherence
times on the order of milliseconds [126] and electron spin polarisation above 90% [226].
Because of this, NV centers have been proposed as quantum sensors for high-resolution
scanning probe microscopy [227-229], magnetometry [230-232], thermometry [233-236],
pressure sensing [237] or to be used as biomarkers with living organisms [238]. In this thesis,
we focus on the possibility of realising nanoscale NMR with NV centers. This enables the
control and measurement of magnetic field emitters (as nuclear spins) with sub-100nm
resolution, with applications for imaging of nanometric magnetic structures [130, 131,
228] or optical polarisation of magnetic nuclei for high-resolution magnetic resonance
imaging [239].

NV centers also have interesting applications for quantum information processing. At
low temperatures, the fidelity of initialisation and read-out increases significantly [240], and
Ty coherence times approaching to 103 s have been reported [241] at ~ 3.7 K. Coherence
times due to dephasing T, depend mainly on the number of '>C nuclei near the NV [230],
and, with a small amount of these impurities, T5 can be increased up to 77 with DD
techniques [167]. Both the NV centers and the nearby '*C nuclei can be used as quantum
information registers [242, 243], current experiments being able to achieve high-fidelity
gates [244] and registers up to 10 qubits [245]. Still, the deterministic fabrication of
these solid-state devices is challenging as requires a three dimensional precision better
than 10 nm [246]. Alternative approaches to scalability consider NV centers coupled
to superconducting circuits [247] or photons [248, 249]. Using the latter, entanglement
between electron spins separated by 1.3 km has been achieved [250].
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Quantum Logic with MW-Driven
Trapped lons

The control and manipulation of the quantum information of individual atoms via elec-
tromagnetic fields has been extremely successful with trapped ions, which has placed
trapped-ion quantum technology as a leading candidate to build reliable quantum simula-
tors and computers [94, 96, 251-253]. In the near future, these could solve computational
problems in a more efficient manner than classical devices by exploiting the quantum
correlations among their atomic constituents. To this end, the systematic generation
of single-qubit and two-qubit gates with high-fidelity is crucial. The latter has been
achieved by using laser light that couples the internal (atomic) and external (vibrational)
degrees of freedom of the ions leading to fast single-qubit, and two-qubit gates of a
high fidelity [197-199]. Nevertheless, to scale laser-based quantum processors while
maintaining high fidelities represents a hard technological challenge, since it requires the
precise and simultaneous control of multiple laser sources.

An alternative approach to laser-driven systems was proposed by Mintert and Wunder-
lich [254]. This involves the use of MW fields together with magnetic field gradients to
create interactions among the internal states of the ions. Unlike lasers, the control of
MW sources is comparatively easy, and their introduction in scalable trap designs is less
demanding [71]. In addition, MW driven quantum gates do not use any optical transition.
This avoids spontaneous emission of some atomic states that define the qubit, which
is an unavoidable limiting factor for laser-driven quantum gates [198, 199, 255]. After
the initial proposal in [254], the use of MW schemes has been pursued in two distinct
fashions, using either static magnetic field gradients [254, 256—258], or MW radiation
in the near-field [259-262]. In the former, a static magnetic field gradient provides
spatial field variations on the size of the wave packet of the ion, coupling the atomic and
vibrational degrees of freedom. This coupling is combined with MW fields in the far-field
regime, which are used to modulate the interaction. In the latter, oscillating MWs in the
near-field regime are used as the generators of the qubit-boson interaction. Notice that
MW fields in the near field naturally provide the required spatial field variations without
the need to add a static magnetic field gradient. In addition, recently a method has
been proposed to couple ionic internal and external degrees of freedom, that combines
oscillating magnetic field gradients with MW fields on the far-field regime [263, 264].
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2.1 Pulsed DD for fast and robust two-qubit gates

Typically, ion qubits are encoded in hyperfine atomic states which are sensitive to
magnetic field fluctuations. These represent the main source of decoherence, and have
to be removed to achieve quantum information processing with high fidelity. To this
end, pulsed and continuous DD techniques have been introduced [52, 161, 265-270].
In particular, the creation of dressed-states has been proved useful [162, 163, 271-275]
and has led to the best reported gate fidelities (> 98%) with MW fields on the far-
field regime [276]. On the other hand, the best near-field MW gates, with fidelities of
99.7% [262, 277], use a driving field on the carrier transition or MW amplitude modulation
to protect the gate with respect to the main sources of error.

In this chapter we propose two different methods to achieve high-fidelity two-qubit
gates using MW fields on the far-field regime combined with a static magnetic field
gradient. In both cases, DD techniques are used to design gates which are robust against
fluctuations of the MW and magnetic fields. The method presented in section 2.1 is
specifically designed to work with a strong qubit-boson coupling and large MW power,
leading to gate times of tens of microseconds. On the other hand, the gate scheme in
section 2.2 works with a lower qubit-boson coupling and MW power, making it more
accessible experimentally, and achieving gate times on the order of a millisecond.

2.1. Pulsed DD for fast and robust two-qubit gates

Fast trapped-ion entangling gates require an effectively large qubit-boson coupling, which
is usually obtained increasing either the Lamb-Dicke (LD) parameter, i.e. the original
qubit-boson coupling, or the intensity of the field driving the qubit. Experiments using
far-field MW with static magnetic field gradients work with a LD parameter of n ~ 0.01
and less than a hundred kilohertz of MW Rabi frequency. This leads to gate times on
the order of the millisecond. Reference [273], for example, proposes to use hundreds of
kilohertz of MW Rabi frequency, obtaining gate times of a few hundreds of microseconds.
In this section we propose to boost the speed of two-qubit gates by increasing the magnetic
field gradient and thus the LD parameter to n ~ 0.1. This complicates the application
of schemes where the qubit-qubit interaction is mediated by a single motional mode, as
the spectroscopic discrimination of the rest is no longer possible. The use of multiple
modes has also been explored theoretically [278] and experimentally [279] for laser based
systems.

In this section, we propose a scheme leading to fast and high-fidelity two-qubit gates
through a specifically designed sequence of MW m-pulses acting in the presence of a
magnetic field gradient. Our method employs the two vibrational modes in the axial
direction of the two-ion chain leading to gate times approaching the inverse of the
trap frequency. On top of that, the sequence uses pulsed DD to protect qubits from
uncontrolled noise sources. The high speed and robustness of our scheme results in two-
qubit gates of high fidelity even in presence of motional heating. Our detailed numerical
simulations show that state-of-the-art in MW trapped-ion technology allows for two-qubit
gates sufficiently fast to pave the way for scalable quantum computers.
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Figure 2.1.: Two trapped '"* Yb* ions under a magnetic field gradient. Hyperfine levels of the
two ions are shown. The magnetic field B(z) removes the degeneracy of the F =1
manifold separating the {F = 1,mr = 1} and {F = 1,mp = 0} levels of both
ions by an amount of +v.B(z;)/2 respectively.

2.1.1. System: two '"'Yb" ions

We consider a setup consisting of two 1”Yb™ ions in a MW quantum computer module [71].
For each ion, we define our qubit between the lowest energy state |g) = {F = 0, mp = 0}
and the first excited state with positive magnetic moment |e) = {F = 1,mp = 1} in the
hyperfine manifold, see Fig. 2.1. The conditions under which transitions to other hyperfine
levels can be safely neglected are covered in appendix A.1. The motion of different ions is
coupled via direct Coulomb interaction and can be collectively described by two harmonic
normal modes in each of the three spatial dimensions. In the following, we will restrict
our analysis to the normal modes in the axial direction Z, namely the center-of-mass and
the breathing modes, which are independent of the radial ones. That is, we assume that
the magnetic field gradient in the radial direction is negligible compared to that in the
axial direction. This configuration is described by the Hamiltonian

H=wnala+vsc’e + [we+7eB(21)/2)le) el + wglg) (gh
+ [we +7eB(22)/2][e)(el2 + wglg) (gla- (2.1)

Here, 7. = (27) x 2.8 MHz/Gauss is the gyromagnetic ratio of the electron, a(a') and
c(cT) are the bosonic annihilation(creation) operators of the motional modes, which have
frequencies v; = v and v, = /3, respectively [280]. Typical values for v/(2) range
from hundreds of kilohertz to one or two megahertz, and B(z;) is the magnetic field
at the position of ion j. We consider a magnetic field gradient that leads to a linearly
growing B(z;) term, 0B/0z=gp. Then, by expressing the ion coordinates in terms of
the vibrational normal modes [280] and suitably shifting the zero-point energy of the
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2.1 Pulsed DD for fast and robust two-qubit gates

qubits, the Hamiltonian in Eq. (2.1) can be rewritten as

w
H=uwblb+mcfe + Zo? +mu(b+0")o? — norn(c+ co?

2
ﬂ z T -z T~z
+ 5 o5 +muri(b+0")os + nave(c+ c"oj. (2.2)
Here, the operators of the center-of-mass mode have been redefined as b = a + 21,
where M is the mass of each ion and 7, = 125 M?,m is the effective LD parameter

which quantifies the coupling strength between the qubits and the m-th motional mode.
The qubit energy splittings are w; = we — wy — 4niv1 + 7. B; /2, where B; = B(2)) is
the magnetic field on the equilibrium position of the j-th ion. For a detailed derivation of
Hamiltonian in Eq. (2.2), please refer to appendix A.2.

In presence of the magnetic field gradient g, the energy splitting of the two ion-qubits

differs by wy — w1 = 7.9pAz/2, where Az is the distance between the equilibrium
1/3

2
positions of the ions. Later, we will see that wy —w; = 1¢J2 ( 2e is a quantity

dmeqgMuv?
on the order of tens of megahertz for the parameters considered here. This energy
difference combined with a specifically designed MW-pulse sequence to efficiently cancel
crosstalk effects (see section 2.1.3) will allow us to address individually each qubit. We
consider a bichromatic electromagnetic field of frequencies w; and phases ¢ as described
by the Hamiltonian

He(t) = D()(of +03)cos(wit — ¢)
Q) (0 + 0F) cos(wat — ¢). (2.3)

Under the influence of such MW control fields our system Hamiltonian would be given by

HY(t) = mui(be ™t £ b1 0% — novy(ce™ 2t 4 T2t o7 (2.4)
+ g (be” 1t 4 bTe“’It)ag + 1ovs (cefil’zt + cTeiVﬁ)og

Q4 (¢)
+ 2

(o7 e +o7e™™) + QQT(t)(cr;ew + 05 e7?).

The Hamiltonian above is posed in a rotating frame with respect to Hy = v1b'b + vacte+
o + “¢05. The non-resonant components of the MW driving have been eliminated
under the RWA, whose validity will be later confirmed by detailed numerical simulations
using the first-principles Hamiltonian. In this respect, we want to remark that terms that
rotate at a rate similar to 2w; (which corresponds to a frequency of tens of gigahertz for
the 1™Yb™ ion, see for example [281]) can be safely neglected by invoking the RWA, see
appendix A.1. The slower frequencies rotating at a rate of |ws — wy| (on the order of tens
of MHz for our simulated conditions) lead to off-resonant couplings and require a specific
treatment covered in section 2.1.3.

Now we move to a rotating frame with respect to 248 (o7 ¢'¢ o7 e ~i9) 4+ 220 (5F i 1

o, =), The Rabi frequencies 21 5(t) will be switched on and off, i.e. the driving is
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Chapter 2. Quantum Logic with MW-Driven Trapped lons

applied stroboscopically in the form of 7-pulses, leading to

HYt) = fi(t)of[muibe™ ™" — novnce™ 2" + H.c)]
4+ fo(t)oE [mvibe ™™ 4 mavnce ™2 + Hicl], (2.5)

where the modulation functions f;(¢) take the values £1 depending on the number of
m-pulses applied to the j-th ion. More specifically, for an even (odd) number of pulses we
have f; = 1(—1). The idealised description in Eq. (2.5) assumes instantaneous m-pulses,
which is a good approximation if the Rabi frequencies are much larger than any other
frequency in Eq. (2.5). Nevertheless, to match realistic experimental conditions, our
numerical simulations will consider sequences of finite w-pulses in the form of top-hat
functions of length ¢, = w/Q.

The Schrédinger equation corresponding to Eq. (2.5) is analytically solvable and leads
to the propagator U(t) = U,(t)U.(t) where

Us(t) = exp —iZ{an‘jl(t)b + (=1)7ny Gja(t)e + He.}o3 |, (2.6)
and
Ue(t) = exp lip(t)oios], (27)

see appendix A.4 for the derivation. The G, (t) functions in U(t) are

G‘m = v, d / f / —iumt/, 28
o) = v [ 100 (29)
while the achieved two-qubit phase ¢(t) in Eq. (2.7) is
o(0) = (1) = 5 =pa(8)] = M0, 29)
where .
G (t) = U %/ dt' [f1(t") Gom (') + fo(t')Grm ()] €¥mt, (2.10)
0

and & being the imaginary part of the subsequent integral. One can demonstrate that, at
the end of the sequence, ¢(t) does not depend on the values of 777 » and 4 2 but on the
ratio between mode frequencies v /vy = /3 (appendix A.6). Hence, the study of ¢(t)
covers all situations regardless of the value of 1; 2 and v 5.

From the solution U(t), it is clear that a m-pulse sequence of duration Tg, satisfying
conditions

Gim(Ta) =0, o(Tc) #0, (2.11)

results in a phase gate between the two qubits and leaves the hyperfine levels of the
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2.1 Pulsed DD for fast and robust two-qubit gates
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Figure 2.2.: AXY-4 pulse sequence. (a) Each composite pulse includes five m-pulses with
tuneable distances among them. (b) Zoom on the composite X and Y pulses with
the corresponding pulse-phases in H.(t). (c) Modulation function associated to the
composite pulses.

ions decoupled from their motion. To accomplish these two conditions, we will design a
specific MW pulse sequence that, in addition, will eliminate the dephasing noise due to
magnetic field fluctuations or frequency offsets on the registers. Note that, if the latter
are not averaged out, they would spoil the generation of a high-fidelity two-qubit gate.

2.1.2. The AXY-n MW sequence

In order to satisfy Eqgs. (2.11) we propose to use variations of the adaptive XY-n (AXY-
n) family of DD sequences introduced in Ref. [267] for nanoscale nuclear magnetic
resonance [282-286]. Unlike previously used pulsed ion-trap DD schemes [266], AXY-np
consists of npg blocks of 5 non-equally separated 7-pulses, as depicted in Fig. 2.2 for the
AXY-4 case, where the inter-pulse spacing can be arbitrarily tuned while the sequence
remains robust [267]. Each m-pulse is applied along an axis in the x-y plane of the Bloch
sphere of each qubit state that is rotated an angle ¢ with respect to the z axis.

We define two blocks: the X block, made of 5 7-pulses along the axes corresponding
to @7 = {¢7, ¢%, ¢, ¢%, ¢T} = {%£.%,0,%, %} + ¢, with ¢ an arbitrary constant phase,
and the Y bIock with rotations along the same axes but shifted by a 7/2 phase, i.e.
d_)'y ={§5+ 5,7 5,7 &+ 5}+(. The sequence then has np consecutive X and Y blocks
with the same, tuneable, inter-pulse spacing. For example, the AXY-4 sequence is XYXY.
As illustrated in Fig. 2.2(b), each block is symmetric and has a duration 7. Therefore,
within a five-pulse block the time of application of the first and second pulses, 7, and 7,
where 7, < 7, < 7/2, together with 7 define the whole sequence.

At the end of any AXY-ng sequence of length ng7, where np is an even integer, the
function G, (n7) is zero for values of 7 that are a multiple of the oscillation period of
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Figure 2.3.: Absolute value of Gj2(t) after an AXY-4 sequence as a function of 7, and T
(ta < T <7/2), for (a): T=1X%27/vy, (c): T=2X%X2mw/v1, (€): T =3 X 2m/v1.
The dark blue regions show the 1, and 1, values that correspond to a complete
decoupling of the qubits with the modes at the end of the sequence. The phases
@(t) are represented in (b), (d), (f) by the red panels.

mode m, that is for v, 7 = 27r with » € N. This is due to the translational symmetry
of the f;(t) functions, for which f;(t' +7) = —f;(t') and f;(t' +27) = f;(¢') holds,
meaning that

Gjm(nT) = l/m/ dt' f; (t’)e*i”’"t/ (2.12)
0

if v,,7 is a multiple of 27, and for n even. This means that a qubit can be left in a
product state with a specific motional mode m regardless of the values of 7, and 7.
Unfortunately, the two motional modes in our system have incommensurable oscillation
frequencies (note that v /v; = /3) which leads to the impossibility of finding a 7 that,
independently of 7, and 7, decouples the qubits from both vibrational modes.

An AXY-4 sequence of a duration 47 such that 7 = 277 /vy, makes G,1(47) = 0 for
any choice of 7, and 73, while we will numerically look for the values of 7, and 7, that
minimise |G j2(47)|. For the sake of simplicity in the presentation of this part, we consider
f1(t) = fa(t), i.e. the same sequence is simultaneously applied to both qubits leading to
G1m = Gaopm. However, when considering real pulses, we will not use simultaneous driving
in order to efficiently eliminate crosstalk effects which leads to an optimal performance of
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2.1 Pulsed DD for fast and robust two-qubit gates

the method, see section 2.1.3. In Fig. 2.3(a) we give a contour colour plot of |G2(47)]|
with 7 = 27 /vy for all combinations of 7, and 7,. The dark blue regions represent
the values of 7, and 7, that minimise the |G;2(47)| functions. Then any pair of 7,
in that region defines a valid sequence for a two-qubit phase gate. At Fig. 2.3(b), we
give the corresponding value for ¢(47) of the resulting two-qubit gate (red panels). In
Figs. 2.3(c), 2.3(d) and 2.3(e), 2.3(f) the same procedure is shown for 7 = 2 x 27/14
and 7 = 3 X 27 /vy, respectively, i.e. for values r = 2 and r = 3, obtaining several
combinations of 7, and 7, that result in a phase gate. Finally, to recover the actual
phase ©(47), we multiply @(47) by n? = gﬁ/fgj%, according to Eq. (2.9), showing the
dependance of the total phase ¢ on v and gp.

2.1.3. Tailored sequences and results

We will benchmark the performance of our MW-pulse scheme by means of detailed
numerical simulations. The total Hamiltonian governing the dynamics is H + H.. In a
rotating frame with respect to Hy and after neglecting terms that rotate at a speed of
tens of GHz (see appendices A.1 and A.3 for more details), the effective Hamiltonian
reads

Hl(t) _ 7717/1( —ivt bT +w1t) T]QI/Q( ce iy2t+CT6+iy2t)O’f
+ 7711/ ( —ivqt bT +w1t)o_ + ,'721/2( —ivot + Cfe+iu2t)0_§
+ ) + ()(+152tz¢+HC)

2 2
Qo (t Qs (t ) )
+ 22( )ag’ + #(afez‘me“ﬁ +H.c.). (2.13)
Here, a? =0; Teid 4 cr e and the last two lines contain both the resonant terms

Q(f) ¢ Q(t) ¢

and ~—%~05, as well as crosstalk contributions
of each 7-pulse on the ofF—resonant ion. The latter are 221 (55 ¢i%1ei¢ 4 H.c.) and
Qa(t )(a+e“;1t ¢ 4 H.c.), where 6, = —6; = wy — w;. We use Eq. (2.13) as the starting
pomt of our simulations without any further assumptions. In addition, our numerical
simulations include motional decoherence described by a Lindblad equation accounting
for an environment at a temperature of 50 K as well as static errors on {25 2, w2, and v.

giving rise to the 7r—pu|ses i.e.

To get rid of crosstalk effects, we use a DD scheme acting non simultaneously on both
ions that, at the same time, meets conditions in Egs. (2.11), and gives rise to a tuneable
phase gate between the ions. In this respect, one can demonstrate that a term like

Qq(t Qq(t o
H= 12( )Jf + 12( )(J;e“me“z’ + H.c.), (2.14)
for a final time t;” = QL] i.e. the required time for a m-pulse on the first ion, has the
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Figure 2.4.: (a) Pulse sequence on the first(second) ion, upper (bottom) panel. The first (second)
ion is driven with an AXY-4 sequence, red (yellow) blocks represent m-pulses. Each
pulse on the second ion is separated by At from the pulses acting on the first ion.
(b) Zoom on two pulses. We can observe the propagators leading to m-pulses, i.e.

exp [— tr] ( red and yellow blocks), and their unwanted side-effects in the
adjacent ions exp [i [ 2155 1tx] (empty blocks).

associated propagator
. ) 5o
U(1):€ iStolts i o5tn , (2.15)

if and only if the Rabi frequency €2 satisfies

=2 withkeN, (2.16)
42— 1

See appendix A.6 for a demonstration of this. In the same manner, the term 922(t) oy +

Qs (t i i . . _i22 ¢ 201 =z
2l) (5feiditei® 4 H.e.) gives rise to U,z = e "2 %2t 271t under the conditions

@ = g, and Oy = 61| /v/4k? — 1, with k € N. Hence, when the MW driving is applied

non- S|multaneously over the registers, one can clearly argue that a m-pulse on the first

ion induces a dephasing-like propagator on the second ion (i.e. e Fostn =) and vice versa.
It turns out that our DD sequence successfully eliminates such undesired contribution.

Two blocks of our non simultaneous AXY-np sequence are depicted in Fig. 2.4(a),
where one has to select 7, 7,5, and At. While 7 and 7, define the sequence acting
on the first ion, a temporal translation At of each m-pulse sets the sequence on the
second ion. Note that At must satisfy At > ¢, to assure there is no pulse overlap, see
Fig. 2. 4(b) As we said before, the construction in Fig. 2.4(a) eliminates the dephasing

terms eZ T ot For example, the propagator for the first ion after a XY block U>((1),
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2.1 Pulsed DD for fast and robust two-qubit gates

upper panel in Fig. 2.4(a), reads

.5 y 51 Y .8 Y
{elﬁdftwafs} {e 2 oit ¢4} { i%o d’S} {e 2 0itn 012] {ezzlﬂftngll]
.5 x .5 x .5 x .5 x .5 T
|:62210ftﬂ0.;175:| [ez;aftwa.(lﬁ4:| |:62210ft,,0.f73:| |:61210ft7r0_<1¢72:| |:ez210ftﬂo.<1¢’1:|

y Y Y Y x T x T T
)

1
Uxy

where the last equality can be achieved using {07, afm’y} = 0. Equation (2.17) describes a

situation without motional degrees of freedom. However the cancelation of the dephasing
terms is still valid if one includes the spin- motion coupling terms because they depend
on o 5, see Eq. (2.1), and the operators gt
same cancelation.

™ commute with them leading to the

In the same manner, one can find the propagator for the second ion ny, see lower
panel in Fig. 2.4(a). This propagator reads

U(Q) — |:¢5 120'2t:||:¢4 120'2t:||:¢3 120'2t:||:¢2 120'2 :||:¢1 1202t:|
|:¢7522z7z :||:¢47,a :||:¢3120'2:||:¢27,2a2:||:¢11202t:|

Y Y Y x
0;)50;540;5 crg or;) af 05402 U?zafl. (2.18)

We can see that after an XY block, there is no contribution of dephasing like operators,
see the last lines in Egs. (2.17) and (2.18). Hence, a sequence XYXY applied to both
ions following the scheme in Fig. 2.4(a) will also share this property with the additional
advantage of being robust against control errors [267].

After simulating the application of a non-simultaneous AXY-4 sequence, we show
the results (infidelities) in Table 2.1. It is noteworthy that our numerical results have
been calculated including motional decoherence. More specifically, we have added to the
dynamics governed by the Hamiltonian in Eq. (2.13) a dissipative term of the form, see
for example [287],

r - _
D(p) = ?b{(Nb +1)(2bpb" — bTbp — pbib) + Ny (20T pb — bbTp — pbbf)}(z.w)
Lo, = _
+ ?{(Nc + 1)(2¢pc’ — cfep — pefe) + No(2¢t pe — ectp — pccT)},
where an estimation of the values for the heating rates I'; . is given in appendix A.7 for

each of the specific examples considered here, while N}, . = 1/(e™12/¥8T — 1) where we
have considered a temperature of T' = 50K.

We computed the gate infidelity for the following situations. Firstly, we simulated the
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Chapter 2. Quantum Logic with MW-Driven Trapped lons

Table 2.1.: Infidelities (1) for two-qubit gates after the application of 20 imperfect MW pulses on
each ion, according to our AXY-4 protocol, for several initial states, 1), and different
experimental conditions, see main text. We focus in w/4 and 7/8 entangling phase
gates, however our method is general and can achieve any phase. Initial states,
up to normalisation, are Y1 = |g) @ (|g) + [€)), Y2 = (l9) + |€)) @ (|g) + [€)),

Ps = 19) ® (|9) +il€) + |e) @ |e), Ya = |e) @ (|g) —ile)) +19) @ |g), and s

le) @ (I9) —ile) +19) @ (I9) + ile))-

I (x107%) [ exp(ifofo3) | exp(ifoioj) | exp(ifoios) | exp(ifoioj)
mo=0.069 | n=0069 | n=0078 | n =0.078
To=80pus | Tg=80pus | Tg =363 pus | Tg = 36.3 us
U 1.172 0.128 2.060 0.144
P 2.229 0.136 4.905 0.304
3 3.052 0.116 5.899 0.371
Py 4.631 0.172 5.946 0.413
Vs 3.250 0.110 4.635 0.293

gates exp(i§0703) and exp(igofo3), second and third columns in Table 2.1, with a gate
time of 80 us for a magnetic field gradient of gg = 150% [276]. We designed the MW
sequence such that 7 = 3 x 27 /vy leading to a gate time which is 12 times the period of
the center-of-mass mode. Other relevant parameters are vy = 15//3 = (271) x 150 kHz,
m-pulse time of & 75 ns that implies a Rabi frequency of Q1 = Q3 = Q =~ (27) x 6.63
MHz, and ws — w; = (27) x 25.7 MHz, while we have chosen At as 1.05 times the
m-pulse time. Both bosonic modes are initially in a thermal state! with 0.2 phonons
each [256]. In addition to heating processes with rates T',N;, ~ (27) x 133 Hz and
I'.N, ~ (27r) x 9 Hz (appendix A.7), our simulations include a Rabi frequency mismatch
of 1%, a trap frequency shift of 0.1%, and an energy shift of (27) x 20 kHz on both ions.

Secondly, we also target the gates exp(i§ofo5) and exp(ifoios), fourth and fifth
columns in Table 2.1, but now with gg = 300%. The gate time is 36.3 us, i.e. 8 times
the oscillation period of the center-of-mass mode whose frequency is v = 11 = 1/2/\/§ =
(27) x 220 kHz. Other parameters are Q2 ~ (27) x 10 MHz, 7-pulse time of ~ 49 ns,
we —wyp = (2m) x 39.8 MHz and the energy shift upon the ions, errors on Rabi and
trap frequencies, At, and the initial bosonic states are the same as in the previous case.
Because of the new value for gp, the heating rates had to be recalculated leading to
'y Ny &~ (27) x 248 Hz and T'.N, ~ (27) x 16 Hz.

In Table 2.1 we find that, even in the presence of the errors we have included, our
method leads to fast two-qubit gates with fidelities exceeding 99,9%. Finally, we note
that higher values of gp will result in faster gates.

In summary, we have demonstrated that pulsed DD schemes are efficient generators of
fast and robust two-qubit gates. Our MW sequence forces the two motional modes in a
certain direction to cooperate and makes the gate fast and robust against external noise

LA thermal state of a bosonic mode is defined as p7 = Zf;o #hﬁ (n]
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2.2 Hybrid MW radiation patterns for high-fidelity quantum gates

sources including motional heating.

2.2. Hybrid MW radiation patterns for high-fidelity
quantum gates

In this section, we present a method to generate two-qubit gates among trapped ions
that combines pulsed and continuous MW radiation patterns in the far-field regime. As
opposed to the previous method, this one is designed to be applied with a small LD
parameter n ~ 0.01, and it is directly applicable in chains with more than two ions as
the gate is mediated by a single motional mode. Similar to the previous method, this
scheme is also protected against magnetic fluctuations, errors on the delivered MW fields,
and crosstalk effects caused by the use of long wavelength MW radiation. Moreover, our
protocol is flexible since it runs with arbitrary values of the MW power. In particular,
inspired by results in Refs. [288, 289], this method involves phase-modulated drivings,
phase flips, and refocusing 7 pulses leading to high-fidelity entangling gates within current
experimental limitations. We numerically test the performance of our gates in the presence
of magnetic fluctuations of different intensities, deviations on the MW Rabi frequencies,
as well as under motional heating. We demonstrate the achievement of fidelities largely
exceeding 99% in realistic experimental scenarios, while values larger than 99.9% are
reachable with small improvements.

2.2.1. Method: bichromatic gate with continuous DD

As in the previous section, we consider two "'Yb™ ions sitting next to each other in
the longitudinal direction z of a linear harmonic trap. We define a qubit using two
states of the 6s*S; /5 hyperfine manifold. These are [g) = {F = 0,mp = 0}, and
le) = {F = 1,mp = 1}. Due to the Zeeman effect, the frequency of the jth qubit
is wj = wo + 7. B(27)/2, where wy = (27) x 12.6 GHz, 7. = (27) x 2.8 MHz/Gauss,
see [281], and z? is the equilibrium position of the ion. The presence of a constant
magnetic field gradient 0B/0z = gp in the z direction results in different values of w; for
each qubit, which allows individual control on each ion with MW fields [269, 290]. The
Hamiltonian of the system can be written as

w1

w2

5 0% +vala+nub+b")S,, (2.20)

where S, = 07 + 03, bT(b) is the creation (annihilation) operator that correspond to the

center-of-mass mode, v is the trap frequency and n = 2¢22 %

that quantifies the strength of the qubit-boson interaction.

is the LD parameter

Bichromatic MW drivings, at detuning J, can be applied to both ions. Then, Hamil-
tonian (2.20) in a rotating frame with respect to Hy = 407 + %203 + vb'b reads (see
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Chapter 2. Quantum Logic with MW-Driven Trapped lons

appendix B.1 for additional details about the involved interaction pictures)
H = nu(be ™! +bTe™") S, + Qcos (6t)S,. (2.21)

For the sake of clarity, we have omitted the presence of the breathing mode in Egs. (2.20)
and (2.21), as well as the crosstalk terms in Eq. (2.21). However, these will be included
in our numerical simulations to demonstrate that they have a negligible impact in our
scheme. Furthermore, in appendix B.2 one can find a complete description of the system
Hamiltonian. Now, we move to a second rotating frame with respect to €2 cos (0t)S, (this
is known as the bichromatic interaction picture [264, 291, 292]) and use the Jacobi-Anger

expansion (&5 (0) = S°F° 7 (2) ¢ with J,(2) being Bessel functions of the first
kind) to obtain
- 2Q) 2Q)
H = nu(be= ™" 4 H.c.){JO (T)Sz + 2, (T) sin (5t)5y}. (2.22)

Note we only keep terms up to the first order of the Jacobi-Anger expansion, since higher
order terms would not lead to any significant contribution if Q < §. If we choose 6 = v+¢&
with & < v, and neglect all terms that rotate with v by invoking the RWA, we find the
gate Hamiltonian

He = invJy (?) {ple=e —He.}s, ~ z”gg {prem —Hels,,  (223)

where we used Ji(z) ~ x/2 for small z. For evolution times ¢, = 2wngrr/& where
nrr € N, the time-evolution operator associated to Eq. (2.23) is

Ug(t,) = exp (iOnSi) (2.24)

with 0,, = 2mnrrn?v2J2(292/6) /€% ~ 2mnrTn?Q? /€2 [49-51]. By tuning the parameters
such that 6,, = 7/8, the propagator Ug evolves the initial (separable) state |g,g) into the
maximally entangled Bell state %ﬂg,g) +ile,e)).

In order to protect this gate scheme from magnetic field fluctuations of the kind
el—ét)of + €2T(t)O'§ (e1,2(t) being stochastic functions) we introduce an additional MW
driving that will suppress their effect. We select a MW driving such that it enters in
Eq. (2.21) as a carrier term of the form 222G, leading to

Qpp S

H = nu(be™ ™t +bTe™)S, + Qcos (61)S, + Sy

(2.25)

In the bichromatic picture, Eq. (2.25) reads (note that in the following, we adopt the
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Figure 2.5.: Resilience to constant errors for gg = 20.9 T/m and v = (27) x 138 kHz (n = 0.011)
and Q2 = (2m) x 26 kHz. (a) Bell state fidelity for Qpp = 0 (blue dashed curve)
and Qpp = (2m) x 49 kHz (green solid curve). Right and left panels show the cases
with and without phase modulation respectively. (b) Bell state fidelity for npr = 1

(solid green curve) and for npr = 0 (red dashed curve). (c) Bell state fidelity with
respect to constant shifts in Q(t).

convention J0,1(¥) = Joa)

H = nu(be=™* + bf ein){Josz +2J; sin (6t)5y}

+Q%{Josy — 2y sin (81)S. }. (2.26)
The new driving Q% y leads to the appearance of the second line in Eq. (2.26). Here,
the Q%J()Sy term is the responsible of removing magnetic field fluctuations, while
J1Qpp sin (0t).S, interferes with the gate and has to be eliminated. This term can be
neglected under a RWA only if Qpp < 4, thus, its presence limits the range of applicability
of our method since larger values for Qpp are desirable to better remove the effect of
magnetic field fluctuations. To overcome this problem, we introduce in all MW drivings,
i.e. those leading to the terms Q cos (6t)S, and Q%Sy in Eq. (2.25), a time-dependent
phase that will eliminate J;Qpp sin (6t)S,. This time-dependent phase follows equation

6(t) = 4Q§3J L gin2 (5/2). (2.27)
0

The presence of ¢(t) changes Hamiltonian (2.25) to (see appendix B.2)
, ‘ Q
H = qu(be™™t +bte")S, + Q cos ((515)5’27 + %Sj;, (2.28)

with SLI) = 5t + He. and S} = —iSte'®") + H.c. In a rotating frame with respect
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a) t=2m/¢ . t=2m/¢

time

Figure 2.6.: Scheme of the control parameters. (a) Bichromatic driving Q(t) = Q cos (dt).
(b) Phase modulation of the bichromatic driving. The change of sign during the
second half of the evolution is due to the phase flip of the carrier driving. Here,
¢m = max (|¢(t)]) (c) Carrier driving acting equivalently on both ions except in
the middle, where each ion undergoes a 180° (red) and 360° (green) rotation
respectively. (d) Phase modulation of the DD field. During the second part of the
evolution, the phase is flipped from —m /2 to w/2.

to —@SZ we find

(1)

Q
}Sz + Qeos (38)S, + 228, (2.29)

H= {ny(be*i”t +H.c)+ 5

Now, in the bichromatic interaction picture, the previous Hamiltonian transforms as

H = et 4 H.c.){JOSZ +2J; sin ((5t)5’y} (2.30)

DD ¢ 002 o cos (260)8

T9 Py DD 1/Jo cos (261)Sy,
where Qpp = JoQpp(1 4 2J7/J32). Here we can see that, due to the action of ¢(t),
the interfering J1Qpp sin (6)S, term is removed. Instead, in Eq. (2.30) we find the
term Qpp.J37/Jy cos (26t) S, which has a small coupling constant (2ppJ7/Jp) and that
commutes with the gate Hamiltonian (2.23). In Fig. 2.5(a) (left panel) we show the
obtained Bell state fidelity without phase modulation, i.e. by using Hamiltonian (2.25),
for different values of a constant energy deviation € in the qubit resonance frequencies.
The blue dashed curve corresponds to the case Qpp = 0, where the scheme does not
offer protection against €, while the green solid curve incorporates the driving leading to
the carrier 2225, Fig. 2.5(a) (right panel) shows the case with phase modulation in
Eq. (2.28) that achieves larger fidelities.
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2.2 Hybrid MW radiation patterns for high-fidelity quantum gates

Our method can be further improved since the first term in Eq. (2.30), i.e. nv(be™ ™! +
H.c.)JypS:, leads to undesired accumulative effects that we can correct. The latter can be
calculated in a rotating frame with respect to QDDSy/2 and computing the second-order
Hamiltonian, which reads

H ~ Hg — g5 (2bTb+1)8, — %”(sg +52), (2.31)

Qopn?J3 vn®Jg
1— Q2 /yzvgvfl Qz o/v?!
95 (2670 + 1)S, and 2 (S% + S?) spoil a superior gate performance. Hence, we will
eliminate them by introducing refocusing techniques. In particular, to nearly remove the
gQ(QleH— 1)S, term, we divide the evolution in two parts, and flip the phase of the carrier
driving during the second part of the evolution. In this respect, a scheme of the control
parameters can be seen in Fig. 2.6. This phase flip causes a change in the sign of Qpp,
(i.e. Qpp — —Qpp) which acts as a refocusing of unwanted shifts in .S,,. This strategy
is also valid to minimise the errors due to constant shifts in Qpp as it can be seen in
Fig. 2.5(b). Note that the phase flip of the carrier forces us to also change the sign of
o(t), since Eq. (2.27) should hold during the implementation of the gate. As we will see
later, performing a large number of phase flips (npr) will further suppress fluctuations on
the carrier driving, while it also limits the possible values for Qpp, check appendix B.1
for additional details.

where, go = see appendix B.3. Although small, the terms

A partial refocusing of the term £ (52 4 52) in Eq. (2.31) is also possible by rotating
one of the qubits in the middle and at the end of the gate via 7 pulses. In particular,
if these 7 pulses are performed along the y axis, i.e., each 7 pulse equals exp (im/207),
the S7 and S2 operators change their sign simultaneously, while S remains unchanged.
The combined action of phase flips and 7 pulses allows us to approxmate Eq. (2.31)
as H ~ Hg. It is noteworthy to mention that off-resonant vibrational modes would
contribute with accumulative factors similar to the last term in Eq. (2.31). Then, these
are refocused by the two 7 pulses as we will show in our numerical simulations. As
our method removes undesired effects due to additional vibrational modes, it is directly
applicable to produce entangling gates between any two ions in a large chain. In addition,
one can always consider to concatenate sequences of two-qubit operations leading to
multi-qubit gates [251]. For completeness in our analysis, in Fig. 2.5(c) we plot the Bell
state fidelity with respect to constant shifts in (). Note that our scheme also shows
robustness with respect to this kind of errors, since a shift in Q(t) rotates with frequency
& which diminishes its effect.

2.2.2. Optimal refocusing and results

To demonstrate the performance of our method in realistic experimental scenarios, we
calculate the Bell state fidelity with fluctuating errors in both magnetic and driving fields,
as well as in the presence of motional heating. Furthermore, our simulations include
crosstalk terms, and the off-resonant breathing mode (the initial state of both motional
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Chapter 2. Quantum Logic with MW-Driven Trapped lons

modes is a thermal state with an average number of phonons n = 1). The results
are shown in Fig. 2.7 for two different parameter regimes. These are gg = 20.9 T/m,
v = (2m) x 138 kHz and Q = (27) x 37 kHz on the left figure, and g = 38.5 T/m,
v = (2m) x 207 kHz and = (27) x 26.6 kHz on the right figure (note both regimes
have a LD parameter nn = 0.011).

Blue squares indicate Bell state infidelities obtained with our method. Here, a total
number of 31 phase flips were employed. Notice that, for Qpp = 0 fidelities are below
99% even without fluctuating errors. We identify that this is due to the crosstalk of
the MW driving fields at Rabi frequency 2, since these induce frequency shifts in the
off-resonant qubits. If Qpp # 0, these energy shifts are cancelled and we find fidelities
ranging from 99, 9% to 99,99%. Note that these values are obtained using moderate MW
radiation power, rather than with Rabi frequencies on the order of MHz as in section 2.1.
The parameters in the right panel are more favourable for several reasons: first, the
Rabi frequency is smaller than for the left case and the magnetic field gradient is larger;
both lower crosstalk effects. Second, a larger trap frequency lowers the effect of the
off-resonant mode. Finally, a smaller /¢ ratio is also preferable to avoid any effect of
higher-order Bessel functions. In this respect, note we always truncate the Jacobi-Anger
expansion to the first order, see Eq. (2.30). Black squares indicate the infidelities obtained
without phase modulation. As expected, phase modulation is crucial to remove energy
shifts induced by Qpp.

Other curves take into account the heating of the center-of-mass mode and fluctuating
errors in the magnetic field and MW drivings. The effect of the former is introduced
in our model with a dissipative term as the one described in Eq. (2.19) for two modes,
whereas in this case T' = 300K was chosen. In the left panel, we consider a heating rate
of i &~ 300 ph/s [256, 276, 287]. For the right panel, we consider a more favourable
scenario with 7 & 200 ph/s.

Magnetic and MW fluctuations are introduced via an Ornstein-Uhlenbeck (OU) stochas-
tic process [293]. Each point in Fig. 2.7 corresponds to 100 realisations. The OU process
is characterised by the correlation time 75 and coherence time 75 for the magnetic field
fluctuations, while 7 and the relative amplitude error dg are used for the MW driving
field fluctuations. For the driving fields, we choose a correlation time of 75 = 500 us
and a relative amplitude error of g = 0.5% in the left panel, and a correlation time
of 7o = 1 ms and dq = 0.25% in the right panel [294]. Different strengths for the
magnetic field fluctuations are given by the red, green and purple squares, with parameters
(1,T2) = (0.05,0.5), (0.1,1), and (0.2,2) ms, respectively.

Our numerical simulations predict fidelities above 99% even for the worst case corre-
sponding to (7,7%) = (0.05,0.5) ms and with current heating rates (left panel). In a
more optimistic experimental scenario with (7,73) = (0.2,2) ms, our protocol leads to
fidelities larger than 99,9% for distinct values of Qpp (right panel).

In this section, we have proposed a method for the generation of entangling gates that
combines phase-modulated continuous MW drivings with phase flips and refocusing m
pulses to produce entangling gates with high fidelity. Numerical simulations including the
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Figure 2.7.: Logarithm of the Bell state infidelity as a function of Qpp, for gg = 20.9 T/m,

v = (2m) x 138 kHz and = (2m) x 37 kHz (left panel), and gz = 38.5 T/m,
v = (2m) X 207 kHz and Q = (27) X 26.6 kHz (right panel). Blue and black squares
take into account crosstalk effects and the presence of the off-resonant vibrational
mode, with and without phase modulation, respectively. Other curves include
motional heating of the center-of-mass mode, and fluctuations of the magnetic
field as well as the driving fields. The red, green and purple squares correspond
to different error parameters (7,T>) = (0.05,0.5), (0.1,1), and (0.2,2) ms that
characterise magnetic field fluctuations.

main sources of decoherence show that fidelities on Bell-state preparation exceeding 99%
are possible within current experimental limitations, while fidelities larger than 99.9% are
achievable with further experimental improvement.
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Quantum Simulation of Light-Matter
Interactions

Understanding the interactions that emerge among two-level atoms (qubits) and bosonic
field modes is of major importance for the development of quantum technologies. The
qubit-boson interaction governs the dynamics of distinct quantum platforms such as cavity
QED [21, 170], trapped ions [171] or superconducting circuit [172], that can achieve the
SC regime. Here, the qubit-boson Rabi coupling g is usually much smaller than the field
frequency, but larger than the coupling to the environment. In these conditions, the JC
model [168] that appears after applying the RWA provides an excellent description of
the system. In the last decade, experiments in circuit QED have achieved couplings well
above the USC regime (g/w 2 0.1) [189], hindering a perturbative treatment of the QRM.
In the DSC regime, (g/w 2 1) the full QRM has to be considered, and the associated
physics is different from the one described by JC model [194].

In this chapter, we study two different extensions of the QRM, namely the Rabi-Stark
model and the nonlinear QRM. In the former, a Stark coupling term is added to the QRM,
which leads to multi-photon selective interactions in the SC and USC regimes. The latter
is natural to the implementation of the QRM in trapped ions, when moving beyond the
LD regime.

3.1. Selective interactions in the Rabi-Stark model

The QRM with a Stark coupling term, named the Rabi-Stark model [295] (in the following
we will also use that denomination) was first considered by Grimsmo and Parkins [296, 297].
The study of its energy spectrum [295, 298, 299] has revealed some interesting features
such as a spectral collapse or a first-order phase transition [299], which connects it with
the two-photon QRM [300-306] or with the anisotropic QRM [307]. On the other hand,
dynamical features of the JC model with a Stark coupling term have been studied in the
past [308-313]. The Stark coupling is useful to restrict the resonance condition and the
Rabi oscillations to a preselected JC doublet, leaving the other doublets in a dispersive
regime. This selectivity has found applications for state preparation and reconstruction of
the bosonic modes in cavity QED [308, 310] or trapped ions [309, 311, 312]. In light of
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3.1 Selective interactions in the Rabi-Stark model

the above, the dynamical study of the full QRM with a Stark coupling term in the SC
and USC regimes is well justified.

In this section, we study the dynamical behaviour of the QRM with a Stark term, i.e. the
Rabi-Stark model, and show that the interplay between the Stark and Rabi couplings gives
rise to selective k-photon interactions in the SC and USC regimes. Note that, previously, k-
photon (or multiphoton) resonances have been investigated in the linear QRM [314, 315],
driven linear qubit-boson couplings [316-320] or nonlinear couplings [321, 322], and
recently have found applications for quantum information science [323, 324]. In our
case, k-photon transitions appear as higher-order processes of the linear QRM, while
the Stark coupling is responsible for the selective nature of these interactions. This
section is organised as follows: In section 3.1.1 the Rabi-Stark model is introduced and
we review the selective one-photon interactions that appear. In section 3.1.2 we use
time-dependent perturbation theory to characterise the emergent k-photon interactions
whose strength scales as (g/w)*. Finally, in section 3.1.3 we introduce a method to
simulate the Rabi-Stark model in a wide parameter regime using a single trapped ion.
Moreover, we validate our proposal with numerical simulations which show an excellent
agreement between the dynamics of the Rabi-Stark model and the one achieved by the
trapped-ion simulator.

3.1.1. Selectivity in one-photon interactions

The Hamiltonian of the Rabi-Stark model is
H= %az +wa'a+~atao. 4+ g(o, +0_)(a+al) (3.1)

where wq is the frequency of the qubit or two-level system, w is the frequency of the
bosonic field, and « and g are the couplings of the Stark and Rabi terms, respectively.
Note that the Stark term is diagonal in the bare basis {|e), |g)} ® |n) (where 0. [e) = |e),
o.|lg) = —|g) and a'a|n) = n|n)), and it can be interpreted as a qubit energy shift that
depends on the bosonic state. If we move to an interaction picture with respect to the first
three terms in Eq. (3.1), the system Hamiltonian reads (see appendix C.1 for additional
details)

Hi(t) =Y Qu(oye®t + o e !)n+1)(n| + H.c. (3.2)
n=0

where Q, = gv/n+1, §F = w+w? and 6, = w — W, with W% = wy + v(2n + 1).
If v = 0, these detunings are independent of the state n, and, for [§1] > €, and
0" =w—wy =0 (07| > Q, and §* = w + wy = 0), a resonant JC (anti-JC)
Hamiltonian is recovered when fast rotating terms are averaged out by invoking the
RWA. In these conditions, the dynamics leads to Rabi oscillations between the states
le,n) < |lg,n+ 1) (|g,n) <> |e,n + 1)) for every n, and at a rate proportional to €2,,.
These interactions are not selective as they apply to all Fock states in the same manner.
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Jaynes — Cummings anti — JC
/\ /\

Figure 3.1.: One-photon selective interactions of the Rabi-Stark model. Hamiltonian (3.1) acts
during a time t = 7/2Q,, and we calculate (a'a) for different ratios of wo/w and
initial states |e,0) (blue), |e, 1) (orange), |e,2) (purple) and |e, 3) (green) with fixed
couplings v/w = —0.25 and g/w = 0.02 (solid lines). If v =0, all JC peaks would
be at w — wy = 0 (dashed lines).

The presence of a nonzero Stark coupling v makes these detunings dependent on n,
allowing to identify a resonance condition for a selected Fock state n = Ny, while the rest
of Fock states stay out of resonance. From Eq. (3.2) we note that if 5y =0 (5;{,0 =0)
and [0, n,| > Qnzn, (162, > Qnzn,), the dynamics of Hamiltonian (3.1) will
produce a resonant one-photon JC (anti-JC) interaction only in the subspace {le),|g)} ®
{|No), |No + 1)}. This is observed in Fig. 3.1, where resonance peaks appear for initial
states |e,n) with different number n. Here, a one-photon Rabi oscillation occurs if
w—wp=72n+1)ie &, =0. InFig. 3.1, we vary (w — wp)/w in the x axis for fixed
v/w = —0.25 and g/w = 0.02, and meet this resonance condition for n =0, 1,2, 3 that
correspond to the four peaks on the left side (solid lines). The other two peaks on the
right correspond to 4,7 = 0 resonances leading to one-photon anti-JC interactions for
n=1,2.

3.1.2. Multi-photon interactions

As revealed previously, besides one-photon transitions, the Rabi-Stark Hamiltonian pro-
duces selective k-photon interactions. Unlike the selective one-photon interactions, which
appear due to the interplay between the Stark term and the rotating or counter-rotating
terms, these selective multi-photon interactions are a direct consequence of the interplay
between the Stark term and both the rotating and counter-rotating terms. Calculating
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3.1 Selective interactions in the Rabi-Stark model

Figure 3.2.: Three-photon selective interactions of the Rabi-Stark model. (a) Resonance spec-
trum of anti-JC-like three-photon process for state |g,5). After a timet = 7/ 20(52
(ata) is~shown for v/w = —0.4. The peaks appear shifted from ééi_) = 0 (dashed
line) at 6é‘j’: = 0 which corresponds to the dark curve in the xy plane representing

the lower values of log,, \55’2 |. (b) Time evolution of populations P, 4 (solid) and
P, (dashed) for initial state |g,4) (green) and populations P, s and P.s for initial
state |g,5) (red) for g/w = 0.05 (up) and g/w = 0.1 (down).

the Dyson series for Eq. (3.2), we obtain that the second order Hamiltonian is

HY =Y (Moo + Afo_oy)n)(n) (33)

n=0

where A8 =02 /6t | —Q2 /6 and A& = Q2 /5 —O2 /5, plus a time-dependent
part oscillating with frequencies 5;’+1+5; =2w+2y,0,,1+6} =2w—2, and ok, 5211
that is averaged out due to the RWA (see appendix C.1.1 for the derivation of Eq. (3.3)).

The third order Hamiltonian leads to three-photon transitions described by the following
Hamiltonian (see appendix C.1.2 for the derivation)

s - <(3) - <(3)
HY ) =" (Qf)enrtoy + QY en=to ) |n+3)(n| + Hec, (3.4)

n=0

where Q%) = g3\ /(n + 3)1/nl/26% (w F v) and 6} = 0F o+ 0T +0F = 2w+ 0E .
According to this, a JC type three-photon process occurs for |e, Np) if (5%’27 = 0 producing
population exchange between the states |e, Ng) < |g, Ng + 3). For the state |g, Ny),
anti-JC-type transitions to the state |e, Ny + 3) occur when 65\:;’3+ = 0. In the following
we will check the validity of these effective Hamiltonians by numerically calculating the
dynamics of Hamiltonian (3.1).

In Fig. 3.2(a) we let the system evolve for a time t = W/QQé‘? for a fixed value of
v/w = —0.4 and calculate the average number of photons {afa) for different values of
wp/w and couplings g/w. We do this for the initial state |g, No = 5), near the resonance
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point 5;‘1) = 3w+wp+ 13y = 0. We observe that resonances do not appear when 5&?’2 =0,
see dashed line on the left, owing to a resonance frequency shift that depends on the value
of g. To explain this we go to an interaction picture with respect to Hamiltonian (3.3),

then, the oscillation frequencies in Eq. (3.4) will be shifted to 6(+ = (5 A5 L3 — A

n

and 6(3) = 6(3) + A% 4 — A% In the zy plane of Fig. 3.4(a) we make a grayscale colour

plot of logy, \(55+| as a function of wy and g and see that the minima of Sé?jr) (dark line)
is in very good agreement with the point in which the three-photon resonance appears
(the logarithm scale is used to better distinguish the zeros of Séi))

To show that the three-photon interaction applies only to the preselected subspace, in
Fig. 3.2(b) we plot the evolution of initial states |g,4) and |g,5). As expected, the latter
exchanges population with the state |e, 8) while the former remains constant. Besides,
for g/w = 0.05 (upper figure), the transition is slower but most of the population is
transferred to |e, 8) at time t = W/QQS:. For g/w = 0.1 (lower figure) the exchange rate
is much faster but the transfer is not so efficient.

In this context, higher-order selective interactions will be produced by the Rabi-Stark
model and could in principle be tracked by the calculation of higher-order Hamiltonians.
However, being a high-order process, its strength decreases with order k since Q(k)/w x
(g/w)*. Then, high-order processes require longer times to be observed which may exceed
the coherence times of the system. In any case, we find interesting to study the case for a
higher k. Following the same procedure as for calculating Egs. (3.3) and (3.4), we conclude
that for even k, the k-th order Hamiltonian will not produce selective interactions as they
will average out as a consequence of the RWA. For odd k, the k-th order Hamiltonian
predicts a k-photon transition of the form

o0

H}k) (t) = Z (Q,(k)e“ﬁ# ot + lek_) i85 o_)|n+k)(n| + H.c., (3.5)
n=0
where
55 = Z Ops T 0 an + 05 = (k= Dw+37 ) (3.6)
and
anﬂ)t _ g* _ (n + k)! kl—f (3.7)
(k=DM wFv)= s=1,3..

Using Egs. (3.6) and (3.7) and with the help of numerical simulations, it is easy to
find k-photon processes to validate the effective Hamiltonian (3.5). Here, numerical
simulations are required as the analytic calculation of the exact resonance frequencies of
higher-order processes rapidly becomes challenging. For example, for tracking a JC-type
five-photon interaction for Ny, we use the condition 51(30)_ = 0 to retrieve an approximate
value for the qubit frequency of w§ = 5w — v(2Ny + 5). Then, we calculate the time

evolution governed by Hamiltonian (3.1) for a time t = W/295337 and plot (o1o_) for
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Figure 3.3.: Five-photon selective interactions of the Rabi-Stark model. a) On the left, (c10_)

is shown after a time t = W/2Qé5j, for different values of wo/w around w§ =

5w — (2 x 2+ 5) and initial state |g,7). Here, g/w = 0.1 and v/w = 0.9. On
the right, time evolution of populations P. o and P, 7 for initial state |g,7) and
populations P, and Py for initial state |g,8), for wo/w = —3.227. b) and c)
The same procedure with initial state |g,8) and |g,9), where the peaks appear for
wo/w = —5.072 and wo/w = —6.918.

different values of wy close to wf until we find a peak corresponding to the resonant
five-photon interaction.

As an example, in Fig. 3.3 we show these resonances for Ny = 2, 3 and 4, with g/w = 0.1
and v/w = 0.9. We find resonance peaks for wg/w = —3.227,—5.072 and —6.918 which
are close to the ones obtained with the approximate formula w§/w = —3.1,—4.9 and —6.7.
In comparison with the three-photon processes, five-photon transitions are slower, and the
population transfer to the preselected state is partial for g/w = 0.1. It is interesting to
note that the revival of the initial state as well as the selectivity condition are maintained
at the beginning of the USC regime. Note that for wy/w = —3.227, an exchange between
states |g, 7) <> |e,2) occurs while the neighbouring states |g,6) and |e, 1) are completely
out of resonance. In this respect, with larger coupling constants such as g/w ~ 0.3
one would still get signatures of selectivity, but the interaction will not longer be a JC
(or anti-JC) type k-photon interaction as it would involve states out of the selected JC
(or anti-JC) doublet. In Fig. 3.3 the population transfer from |g, No + 5) to |e, Ny) is
already partial, and interestingly, the remaining population goes to states |g, Ny + 1) and
|ga No — 1>

To experimentally verify our predictions regarding the selective k-photon interactions
of the Rabi-Stark model, in the next section we propose an experimental implementation
of the model.
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6

t (ms)

Figure 3.4.: Selective one-photon and three-photon interactions with a trapped ion. a) Time
evolution of the mean number of phonons and populations P (solid) and P_ 3
(dashed) starting from state |+, 2) for g/w®™ = 0.05, v/w® = —0.4 and Wit /w® = 3.
b) Time evolution of the mean number of phonons and populations Py 3 (solid)
and P_ o (dashed) starting from state |+,3) for g/w™ = 0.3, v/w® = —0.1 and
wltJw? = —2.4385. Solid green lines evolve according to Eq. (3.10) while black
squares evolve according to Eq. (3.8).

3.1.3. Implementation with trapped ions

Trapped ions are excellent quantum simulators [96, 171], with experiments implementing
the one-photon QRM [161, 325, 326] and proposals for the two-photon QRM [268, 327].
In the following, we propose a route to simulate the Rabi-Stark model using a single
trapped ion.

The Hamiltonian of a single trapped ion interacting with co-propagating laser beams
labeled with j can be written, in an interaction picture with respect to the free energy
Hamiltonian Hy = %Lo. + va'a, as [171]

Q' . —ivt ivt . .
H = Z ?JaJrem(ae +ale™) g—i(w; —wi)t pid; +H.c.. (3.8)
J

Here ; is the Rabi frequency, 7 and a'(a) are the LD parameter and the creation
(annihilation) operator acting on vibrational phonons, v is the trap frequency, w; — wy is
the detuning of the laser frequency w; with respect to the carrier frequency wy, and ¢;
accounts for the phase of the laser.

As a possible implementation of the Rabi-Stark model we consider two drivings acting
near the first red and blue sidebands, and a third one on resonance with the carrier
interaction wg = wy. The Hamiltonian in the LD regime, n+/({afa) < 1, and after the
vibrational RWA approximation, reads

+

Hip = —igracte ™t —igyalote ™t — gsot + Hec. (3.9)

where wyp = w; F v+ 0rp, grp = 12p/2, brps = —7 and gs = (1 —n?/2) —
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3.1 Selective interactions in the Rabi-Stark model

= 5270 —~yRata. Dependence of the carrier interaction on the phonon number

appears when considering the expansion of ein(a+al) up to the second order in 1. At
this point, if §, = —, = w®, Eq. (3.9) can already be mapped to a Rabi-Stark model
in a frame rotated by —w®a'a. However, the engineered Hamiltonian cannot explore
all regimes of the model, as Qy and v® cannot be independently tuned, thus restricting
the Hamiltonian to regimes where v® < €. This issue can be solved by moving to an
interaction picture with respect to Q%am —wlala, where Qpp = —(Qo + wf), and by
shifting the detunings by 4, = Qpp *+ w®. The resulting Hamiltonian after neglecting
terms oscillating at Qpp is

HIL = %)aw +wfala+ gRoy(a+a') ++Ralao,. (3.10)

Here g% = (nQ,./4)(1 — e5) if Q = Q.(1 — €5)/(1 + €5) with es = Qg/v. See
appendix C.2 for a detailed derivation of Eq. (3.10). Notice that Eqs. (3.1) and (3.10)
are equivalent by simply changing the qubit basis. For the latter, the diagonal basis is
given by {|+),|—)} ® |n), where o,|+) = £|£). The parameters of the model are now
wlt = = (0 + Qpp), Wt = (4, — &) /2, and YR = n?Qg/2. Regimes where ¥? < 0 can
be also reached by taking ¢s = 0, however, the frequency of the rotating frame changes to
Qpp = Qo —wdt. Moreover, in this case g% = (7Q,./4)(1+eg) if Oy = Q-(1+e€5)/(1—e€s).

In the following, we verify the feasibility of the proposal by comparing the dynamics
generated by the Hamiltonian (3.8) with the one of the Rabi-Stark model at Eq. (3.10). The
results are shown in Figs. 3.4(a) and 3.4(b) for one-photon and three-photon oscillations
respectively. The experimental parameters we use in Fig. 3.4(a) are v = (27) x 4.98
MHz for the trapping frequency, = 0.1 for the LD parameter and Qg = (27) x 120
kHz for the carrier driving, leading to a Stark coupling of |[y®| = (27) x 0.6 kHz. We
consider a Stark coupling of Y& /w® = —0.4, a Rabi coupling of g®/w® = 0.05, and
w = wR —~yR(2Ny+1) with Ny = 2. To achieve this regime the experimental parameters
are Q. = (2m) x 2.94 kHz, Q, = (27) x 3.08 kHz, and Qpp = (27) x 114.86 kHz. We
observe that with an initial state |4, 2), there is an exchange of population with the state
|—,3). In Fig. 3.4(b) we show that selective three-photon oscillations of the Rabi-Stark
model can be observed in some milliseconds. Starting from |+, 3), we can observe coherent
population exchange with state |—,0). Here, the LD parameter is 7 = 0.05 and the
parameters of the model are v®/w® = —0.1, g®/wR = 0.3 and wit/wt = —2.4385 for
which we require Q, = (27) x 35.2 kHz, 2, = (27) x 36.9 kHz, and Qpp = (27) x 123.5
kHz. Although in the previous case we have focused on the Rabi-Stark model in the SC
and USC regimes, it is noteworthy to mention that our method is still valid for larger
ratios of g/w. Thus, our method represents a simple and versatile route to simulate the
Rabi-Stark model in all important parameter regimes.

In this section, we studied the dynamics of the Rabi-Stark model QRM in the SC
and USC regimes and characterise the novel k-photon interactions that appear by using
time-dependent perturbation theory. Due to the Stark-coupling term, these k-photon
interactions are selective, thus their resonance frequency depends on the state of the
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bosonic mode. Finally, and with the support of detailed numerical simulations, we proposed
an implementation of the Rabi-Stark model with a single trapped ion. The numerical
simulations show an excellent agreement between the dynamics of the trapped-ion system
and the Rabi-Stark model.

3.2. Nonlinear quantum Rabi model in trapped ions

The study of the nonlinear QRM covered in this section is also a study of the nonlinear
behaviour of a single trapped ion when it is far away from the LD regime. While in the past,
research beyond the LD regime was mainly focussed on the nonlinear JC model [322, 328-
330], its implications in laser cooling [331-333] or for possible applications to simulate
Frack-Condon physics [334] has also been investigated. To set up the stage for a subsequent
analysis, in section 3.2.1 we first briefly review the JC model and take this as a reference
to show the difference with the nonlinear JC model. The appearance of nonlinear terms
in the Hamiltonian suppresses the collapses and revivals for a coherent-state evolution
typical from linear cases. In section 3.2.2, we investigate how the nonlinear anti-JC model,
which appears as the counterpart of nonlinear JC model, can be combined with controlled
depolarising noise, to generate arbitrary n-phonon Fock states. Moreover, the latter could
in principle be done without a precise control of pulse duration or shape, and without the
requirement of a previous high-fidelity preparation of the motional ground state. Finally,
in section 3.2.3, we propose the quantum simulation of the nonlinear quantum Rabi model
by simultaneous off-resonant nonlinear JC and anti-JC interactions.

3.2.1. JC models in trapped ions

The Hamiltonian describing a laser-cooled two-level ion trapped in a harmonic potential
and driven by a monochromatic laser field can be expressed as

w Q .
H = ?IJZ +va'a+ gox[ez("(“Jr“T)*“’LH‘ﬁ) + H.c], (3.11)
where wyq is the two-level transition frequency, 0., c” are Pauli matrices associated to this
two-level system, € is the Rabi frequency, wr, is the driving laser frequency, and ¢ is the
phase of the laser field.

In the LD regime, moving to an interaction picture with respect to Hy = %az +vata,

and after the application of the so-called optical RWA, the Hamiltonian in Eq. (3.11) can
be written as [171]

HED = §U+[1 + in(ae™ "t + ale!)]e =% 4 He., (3.12)

int

where § = wy, — wy is the laser detuning and the condition 77 < 1 allows to keep only the
zero and first order terms in the expansion of exp [in(a + a')]. When § = —v and Q < v,
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Figure 3.5.: (a) Logarithm of the absolute value of the operator fi(n) evaluated for different
Fock states |n) and LD parameters ). Dark (blue) regions represent cases where
f1(R)|n) = 0. (b) Nonlinear function f1(n) for a fixed value of the LD parameter
n = 0.5 (oscillating blue curve). Zero value (horizontal orange line)

after applying the vibrational RWA, the dynamics of such a system is described by the JC
Hamiltonian, Hjc = ig.(0cTa — o~ al), where g, = nQ/2 and ¢ = 0. This JC model is
analytically solvable and generates population exchange between states |g,n) < |e,n—1)
with rate Q,, ,—1 = 7Q/n. On the other hand, when the detuning is chosen to be § = v,
the effective model is instead described by the anti-JC model H,jc = igy(cTal — o~ a),
where g, = n§2/2, which generates population transfer between states |g,n) <> |e,n+1)

with rate €, 11 = nv/n + 1.

When the trapped-ion system is beyond the LD regime, the simplification of the
exponential term described above is not justified and Eq. (3.12) reads

Hit = %g+em(a*e"“+ae’“’t>—i<5t—¢) + He. (3.13)

When § = —v and Q) < v, after applying the vibrational RWA, the effective Hamiltonian
describing the system is given by the nonlinear JC model [322], which can be expressed as

Hyjo = ige[o™ fi(R)a — o~al f1(R)], (3.14)

where the nonlinear function f; [322] is given by
a1
f]_(’l’L) =e " /2 lz ma“al, (315)
=0

with afla! = A!/(74 —1)!. The dynamics of this model can also be solved analytically,
and as the linear JC model, yields to population exchange between states |g,n) +
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Figure 3.6.: Average value of o, operator versus time for a coherent initial state |a = +/30)
after (a) linear JC and (b) nonlinear JC evolution, both with the same coupling
strength g and n = 0.5 for the nonlinear case. As shown in (a), there exists an
approximate collapse and subsequent revival in the JC model dynamics, while for
the nonlinear JC model this is not the case.

le,n—1). However, in this case the Rabi frequencies are Q,,,, 1 = |fi(n — 1)|Qp 1 =
nQy/n|fi(n — 1)|, where f;(n) corresponds to the value of the diagonal operator f;
evaluated on the Fock state |n), i.e. fi(n) = (fi1(f)),. If the detuning in Eq. (3.13) is
chosen to be § = v, and 2 < v, then the application of the vibrational RWA vyields the
nonlinear anti-JC model,

Hpaje = igslotal f1(R) — o~ fi(R)a], (3.16)

which, as the linear anti-JC model, generates population exchange between states |g, n)
le,n+1) with rate Q,, 11 = | f1(1)|Qnni1 = 720/ + 1| f1(n)]. The nonlinear function
f1 depends on the LD parameter i and on the Fock state |n) on which it is acting. The
LD regime is then recovered when n4/((a + at)?) < 1. In this regime, |f1(n)| ~ 1, and
thus the dynamics is the one corresponding to the linear models.

Beyond the LD regime, the nonlinear function f1, which has an oscillatory behaviour
both in n € N and 7 € R, needs to be taken into account. In Fig. 3.5(a), we plot the
logarithm of the absolute value of f;(n,n) for different values of n and 7, where the
green regions represent lower values of log (| f1(n,n)|), i.e, values for which f; ~ 0. This
oscillatory behaviour can also be seen in Fig. 3.5(b) where we plot the value of f; as a
function of the Fock state number n for n = 0.5. For this specific case, we can see that
the function is close to zero around n = 14 and n = 48, meaning that for n = 0.5, the
rate of population exchange between states |g, 15) > |e, 14) and |g,49) + |e, 48) will
vanish for the nonlinear JC model. The same will happen to the exchange rate between
states |g, 14) <> |e, 15) and |g,48) <> |e, 49) for the nonlinear anti-JC model.

We observe approximate collapses and revivals for an initial coherent state! with an
average number of photons of |a|? = 30 by evolving with the JC model, as shown in

LA coherent state is defined as |a) = elal®/2 Z:io :}Z,M)
- n:
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Figure 3.7.: (a) The nonlinear function f, evaluated at different Fock states n, for the case of
n = 0.4518 (decreasing blue curve). Zero value (horizontal orange line). For this
value of the LD parameter, f1|17) = 0. (b) Phonon statistics of the initial thermal
state with (n) = 1 (c) Time evolution of the average value of the number operator
starting from the state in (b) and following the evolution for the preparation of Fock
state |17), that is during a nonlinear anti-JC model with spontaneous decay of the
two-level system. (d) Phonon statistics at the end of the protocol, t = 100 x 27/ gy,
with all the population concentrated in Fock state |17).

Ref. [176], see Fig. 3.6(a). Here, we plot (c*(t)) = (¢ (t)|o*|¢(t)) for a state that evolves
according to the JC model. Comparing the same case for the nonlinear JC model with
n = 0.5, as depicted in Fig. 3.6(b), we appreciate that in the latter case the collapses
and revivals vanish, and the dynamics is more irregular. This can seem natural given that
the phenomenon of revival takes place whenever the most significant components of the
quantum state, after some evolution time, turn out to oscillate in phase again, which may
be more unlikely if the dynamics is nonlinear. Notice that we let the case of the nonlinear
JC model evolve for a longer time, since the nonlinear function f; effectively slows down
the evolution.

3.2.2. Fock-state generation with a dissipative nonlinear anti-JC
model

In this section we study the possibility of using the dynamics of the nonlinear anti-JC
model introduced in the previous section to, along with depolarising noise, generate
high-number Fock states in a dissipative manner. In particular, the depolarising noise
that we consider corresponds to the spontaneous relaxation of the internal two-level
system of the ion. Such a dissipative process, combined with the dynamics of the JC
model in the LD regime (linear JC model), is routinely exploited in trapped-ion setups
for the implementation of sideband cooling. It is noteworthy to mention that the effect
of nonlinearities on sideband cooling protocols, which arise when outside the LD regime,
have also been a matter of study [331, 332].

Our method works as follows: we start in the ground state of both the motional and the
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internal degrees of freedom |g, 0) (as we will show later, our protocol works as well when
we are outside the motional ground state, as long as the population of Fock states higher
than the target Fock state is negligible). Acting with the nonlinear anti-JC Hamiltonian
we induce a population transfer from state |g, 0) to state |e, 1), while at the same time,
the depolarising noise transfers population from |e, 1) to |g,1). The simultaneous action
of both processes will “heat” the motional state, progressively transferring the population
of the system from one Fock state to the next one. Eventually, all the population will be
accumulated in state |g,n), where a blockade of the propagation of population through
the chain of Fock states occurs, if fi(n) =0, as the transfer rate between states |g, n)
and |e,n + 1) vanishes, Q,, ,4+1 = 0. We point out that the condition f;(n) = 0 can
always be achieved by tuning the LD parameter to a suitable value, i.e. for every Fock
state [n), where n > 0 there exists a value of the LD parameter 7 for which f;(n,n) = 0.
As an example, we choose the LD parameter n = 0.4518, for which f1(17) = 0, and
simulate our protocol using the master equation

I
p = —ilHyascfl + 520 pot —ato™p—pota), (317)

where I' = 2g,, is the decay rate of the internal state.

In Fig. 3.7 we numerically show how our protocol is able to generate the motional
Fock state |17), starting from a thermal state with (n) = 1. In other words, one can
obtain large final Fock states starting from an imperfectly cooled motional state, by
a suitable tuning of the LD parameter. As an advantage of our method compared to
previous approaches [335], we do not need a fine control over the Rabi frequencies or
pulse durations, given that the whole wave-function, for an arbitrary initial state with
motional components smaller than n, will converge to the target Fock state |n). We want
to point out that this protocol relies only on the precision to which the LD parameter can
be set, which in turn depends on the precision to which the wave number k and the trap
frequency v can be controlled. These parameters enjoy a great stability in trapped-ion
setups [336], and therefore we deem the generation of high-number Fock states as a
promising application of the nonlinear anti-JC model dynamics.

3.2.3. Nonlinear quantum Rabi model

Here we propose to implement the nonlinear quantum Rabi model (NQRM) in all its
parameter regimes via the use of the Hamiltonian in Eq. (3.13). We consider off-resonant
first-order red and blue sideband drivings with the same coupling €2 and corresponding
detunings 4., dp. The interaction Hamiltonian after the optical RWA reads [171, 325],

Q. . t vt —ivt .
Hiyy = Z 710+e“7(a ™ taeT") o=i(8it=6;) | Hec., (3.18)
j=rb

where w, = w;y — v+ 9, and wp, = wy + v + &, with 6,,0p, K v < wy and Q. = Qp K v.
We consider the system beyond the LD regime and set the laser-field phases to ¢, = 0.
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3.2 Nonlinear quantum Rabi model in trapped ions

If we invoke the vibrational RWA, i.e. neglect terms that rotate with frequencies in the
order of v, the remaining terms read

Hine = igRo ™ (frae " +al fre™") + H.e., (3.19)

where g® = 7€,./2 and f; = f1(7) was introduced in Eq. (3.15). The latter corresponds to
an interaction picture Hamiltonian of the NQRM with respect to the free Hamiltonian Hy =
1(6p + 6,)0- + 2(8, — 6,)a’a. Therefore, undoing the interaction picture transformation,
we have

R
w . -
HoqrMm = 7002 +wlala +igt (et —o7)(fra+al 1), (3.20)
where wit = —1(8, + ) and w® = (5, — §). Equation (3.20) represents the general

form of the NQRM, where wiy is the level splitting of the simulated two level system, w! is
the frequency of the simulated bosonic mode and g is the coupling strength between them,
which in turn will be modulated by the nonlinear function fi (7, n). The different regimes of
the NQRM will be characterised by the relation among these four parameters. First, in the
LD regime or y/((a + a')?) < 1, Eq. (3.20) can be approximated to the linear QRM [325].
Beyond the LD regime, in a parameter regime where [w® — wi| < ¢ < [wB + W, the
RWA can be applied. This would imply neglecting terms that rotate at frequency w® +wt
in an interaction picture with respect to Hy, leading to the nonlinear JC model studied
in section 3.2.1. On the other hand, the nonlinear anti-JC model would be recovered in
a regime where |w® + wl| < g® < |w? — wE|. It is worth mentioning that the latter
is only possible if the frequency of the two-level system and the frequency of the mode
have opposite sign. The USC and DSC regimes are defined as 0.1 < g®/w® < 1 and
g /wR > 1 respectively, and in these regimes the RWA does not hold anymore.

As an example, here we investigate the NQRM in the DSC regime with initial Fock
state |0, g), where |0) is the ground-state of the bosonic mode, and |g) stands for the
ground state of the two-level system. In Fig. 3.8(a), we study the case for = 0.67898,
where f1|7) = 0, g®/w® = 4 and w§ = 0. More specifically, a quantum simulation of the
model in this regime can be achieved with the following detunings and Rabi frequency:
d, = 27 x 11.31 kHz, 6, = —27 x 11.31 kHz, g% = 27 x 45.24 kHz and €, = 27 x 133.26
kHz. In Ref. [194], it was shown that the linear QRM shows collapses and revivals and a
round trip of the phonon-number wave-packet along the chain of Fock states, when in
the DSC regime. Here, we observe that in the nonlinear case, Fig. 3.8(a), collapses and
revivals do not present the same clear structure, having a more irregular evolution. Most
interestingly, the system dynamics never surpasses Fock state |n), for which f;(n) = 0.
Regarding the simulated regime of the nonlinear QRM, we point out that the nonlinear
term also contributes to the coupling strength. Therefore, to keep the NQRM in the DSC
regime, the ratio g% /w® should be larger than that for the linear QRM since f1(n) < 1
always. Summarising, our result illustrates that the Hilbert space is effectively divided
into two subspaces by the NQRM, namely those spanned by Fock states below and above
Fock state |n). We denote the Fock number n, where fi|n) = 0, as “the barrier” of the
NQRM.
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Figure 3.8.: Fidelity with respect to the initial state P(t) = |{1o|w(t))|? versus time is shown in
the upper figures. In the lower figures, phonon statistics is shown at different times,
where t = g™t/2r. In (a), |0, g) is chosen as initial state, while in (b) and (c) the
initial state is |a=1,g). In (a), the evolution occurs under the NQRM with LD
parameter 1 = 0.67898, where f1|7) = 0, g®/w® = 4 and wf = 0. Observing the
phonon statistics we see how Fock states where n > T never get populated. In (b),
the state evolve under the linear QRM. In (c), the state evolve under the NQRM
with LD parameter 1 = 0.57838, where f1|10) = 0, g®/w® = 3.7 and wf = 0.

To benchmark the effect of the barrier, we also provide simulations starting from an
initial coherent state with o = 1 whose average phonon number is (n) = |a|? = 1,
and make the comparison between the QRM and the NQRM in the DSC regime. For
the parameter regime g% /wR = 2 and Wl = 0, the fidelity with respect to the initial
coherent state in the linear QRM performs periodic collapses and full revivals as it can be
seen in Fig. 3.8(b). In the lower figures of Fig. 3.8(b), we observe a round trip of the
phonon-number wave packet, similarly to what was shown in Ref. [194] for the case of the
linear QRM starting from a Fock state. The NQRM, on the other hand, has an associated
dynamics that is aperiodic and more irregular, as shown in Fig. 3.8(c), and never crosses
the motional barrier produced by the corresponding fi(n) = 0. This suggests that the
NQRM could be employed as a motional filter. This filter is determined by the location of
the barrier with respect to the initial state distribution. Here, by filter we mean that the
population of Fock states above a given threshold can be prevented. For the simulation we
choose the LD parameter 17 = 0.57838 for which f1]10) = 0, which is far from the centre
of the distribution of the initial coherent state, as well as most of its width. The simulated
parameter regime corresponds to the DSC regime with g /wR = 3.7 and wi = 0. This
case could also be simulated with trapped ions with detunings of §, = 27 x 11.31kHz
and §, = —2m x 11.31kHz, and a Rabi frequency of 0, = 2w x 133.26kHz. As for the
case corresponding to initial Fock state |0, g), the evolution of the NQRM in the coherent
state case, depicted in Fig. 3.8(c), never exceeds the barrier.

In summary, in this section we have proposed the implementation of the nonlinear QRM
in arbitrary coupling regimes with trapped-ion quantum simulators. The nonlinear term
that appears in our model is characteristic of the region beyond the LD regime. This
nonlinear term causes the blockade of motional propagation at |n) whenever f;(7)|n) = 0.
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3.2 Nonlinear quantum Rabi model in trapped ions

In order to compare our model with the linear QRM, we have plotted the evolution of the
population of the internal degrees of freedom of the ion evolving under the linear JC and
nonlinear JC models and observe that for the latter the collapses and revivals disappear.
Also, we have proposed a method for generating large Fock states in a dissipative manner,
making use of the nonlinear anti-JC model and the spontaneous decay of the two-level
system. Finally, we have studied the dynamics of the linear and nonlinear full QRM on
the DSC regime and notice that the nonlinear case can act as a motional filter.
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Boson Sampling with Ultracold Atoms

The realization of quantum supremacy is a milestone on the path towards fault-tolerant
quantum computing. On the one hand, it demonstrates that quantum speedup is indeed
possible, which shall serve to discard the existence of some unknown and fundamental
physical principle capable of hindering the realization of a quantum computer [149]. On
the other hand, it constitutes the first violation of the so-called extended Church-Turing
thesis [337], which states that any physically realizable computational model can be
efficiently simulated by a classical Turing machine. The latter can only be claimed if the
computational complexity of the task performed by the quantum machine is known. For
example, the outperformance of classical computers by quantum annealers or quantum
simulators would not serve as a violation of the extended Church-Turing thesis, as the
computational complexity of the problem being solved is not well defined. In this sense,
a rigorous test of quantum supremacy has to be based on solid assumptions about the
computational complexity of the accomplished task [338].

Quantum sampling problems enjoy the fact that their computational complexity can
be precisely assessed [85]. These problems consist on generating samples according
to a probability distribution associated to the output of a quantum circuit. Moreover,
these models can be implemented by quantum computers without using error correcting
codes [339], dramatically reducing their experimental cost in comparison to other quantum
algorithms. Particularly, the so-called boson-sampling problem [87, 339, 340] has received
a lot of attention because non-interacting particles, for example photons, are enough for
its realization.

Boson sampling consists in the problem of sampling from the probability distribution
of the outcomes generated when you introduce N bosons in a linear interferometer with
M modes. Both initial and final states are written in the Fock basis, and the linear
interferometer is described by an M x M unitary matrix. The probability amplitude of each
outcome state is proportional to the permanent of an N x N submatrix, where the rows
and columns relate the initial state with that particular outcoming state. The permanent
appears due to all N! different physical paths contributing to the same outcome, see
Fig. 4.1(b). Even if it looks similar to the determinant, whose computation is efficient
by classical means, calculating the permanent of a complex-valued matrix is a #P-hard
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Figure 4.1.: a) Given an M x M Haar random unitary matrix U, a probability distribution can
be defined by the modulus squared permanents of N x N submatrices. Boson
sampling consists in sampling from this probability distribution Pgs. b) In an
experimental boson sampler, Pps contains the probabilities of all possible outcomes
of the machine, given an N-boson initial state. For example, the 3 x 3 submatrix
Ag formed by the 9 elements in red squares in a) relates the initial state alalal|0)
with the output state alalal|0). As a result of quantum interference among N!
physical paths, the probability of this output state is given by the modulus squared
permanent of As.

computational problem [341], meaning that the simulation of the boson sampling problem
is believed to be extremely inefficient for a classical computer. It has being conjectured
that sampling, even approximately, from the probability distribution of a boson sampler
is already a #P-hard problem [87, 342]. This, along with boson sampling being robust
against experimental imperfections [343-347], has motivated the rapid progress of boson
sampling machines.

Up to now, quantum boson sampling has been realized using photonic quantum
circuits [348-358], with the current record being 20 input and 14 output photons in
60 modes [359]. Although significant conceptual and technological advances have been
made scaling-up these photonic devices to a larger number of photons [358, 360-365],
the simultaneous control of more than twenty photons remains, so far, inaccessible
experimentally. In addition, the progress of classical methods to simulate boson sampling
has been significant in the last few years [366-368]. These two facts complicate a near-
term quantum-supremacy test by a photonic boson-sampling machine. On the other hand,
alternative methods for doing boson sampling with trapped ions [369], superconducting
circuits [370] or optical lattices [371, 372] have been proposed. However, up to now only
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a proof-of-principle experiment using coupled vibrational modes of a single ion has been
realized [373].

In this chapter, we present a scalable method to implement boson sampling using
ultracold atoms in state-dependent optical lattices. In our scheme, atoms cooled into their
vibrational ground state play the role of indistinguishable bosons, while both the lattice sites
and the internal state of the atoms serve as the bosonic modes. Polarization-synthetized
optical lattices can be used to realize state-dependent lattice-shift operations [374, 375],
which allows bringing together spatially separated modes. In addition, pairwise interactions
among these modes, analogous to the beamsplitters used in photonic devices, can be
achieved via the combination of MW radiation with site-resolved optical pulses. The
latter is the basic building block of our proposal, and has already been demonstrated in
Ref. [221], where the Hong-Ou-Mandel interference between two optically trapped atoms
is reported.

The chapter is organized as follows: In section 4.1 we describe the method to realize
quantum circuits with ultracold atoms in polarization-synthesized optical lattices. In
section 4.2 we discuss the case of the boson-sampling quantum circuit and the scaling
of such a device to tens of atoms. We study how the two-body collisions affect to the
rate in which valid samples are generated, and also how they change the form of the
final probability distribution. In section 4.2.3, we also consider other sources of error like
dephasing or imperfect ground state cooling.

4.1. Quantum circuits with spin-dependent optical
lattices

In this section we present ultracold atoms in state-dependent optical lattices as a scalable
architecture to realize discrete-time quantum circuits, and, in particular, boson sampling.
The idea is based on the fact that any M x M unitary matrix U describes the evolution
of a particular M-mode linear interferometer, allowing only nearest-neighbour coupling
among the modes [376, 377]. Linear interferometers of noninteracting atoms are an
interesting alternative to photonic interferometers because of the ability of controlling
a large number of particles in atomic systems. Moreover, these systems can exploit
controlled coherent collisions [378] among particles at the same site. These nonlinear
processes could increase the amount of quantum correlations in the output states [379],
possibly making the classical simulation of such a sampler even harder than for the linear
case.

Preparing an array of identical atoms
Interference between two optical laser beams is routinely used to create arrays of optical

micropotentials called optical lattices. Atoms can be trapped in those lattice sites and
repositioned one by one using state-dependent moving potentials [375, 380-383]. As a
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Figure 4.2.: |llustration of the quantum-circuit scheme based on ultracold atoms in polarization-
synthesized optical lattices. Each lattice site hosts two modes of the quantum
circuit, represented by two atomic internal states, |1) and |]). A representative
initial state is shown in the figure, where every second mode is occupied. Atoms are
displaced by state-dependent shift operations, while their internal states are coupled
using MW radiation and light shifts. Inset: A combination of local addressing pulses
and MW pulses realize the equivalent of a photonic beamsplitter.

result, these atoms can be prepared in states were the position of each atom in the lattice
is predefined. Currently, the record in the number of assorted atoms is in N = 111 [384],
well above the N = 20 photons achieved with photonic devices [359]. Furthermore,
ideas to increase this number up to 1000 exist for the case of two-dimensional state-
dependent optical lattices [375]. After being rearranged, the atoms can be cooled down
to their vibrational ground state by means of sideband cooling. Using this, a purity or
ground-state probability of up to 90% has being demonstrated [383], the main limitation
being the small trap frequency along at least one of the confining directions. In this
respect, probabilities close to unity are expected in deep three-dimensional optical lattices.
Alternative techniques to create low-entropy atom ensembles exist, which involve the
preparation of a Mott insulator state and the subsequent selection of atoms at predefined
lattice sites. With this method, a purity of 99% per site has being experimentally achieved
for 12 atoms [385, 386].

Wiring the quantum circuit with polarization-synthesized optical lattices

For the realization of discrete-time quantum circuits, we consider polarization-synthesized
optical lattices [375]. These consist of two independent optical potentials that are
polarization selective, trapping atoms depending on the polarization of the transition
associated with an internal state. For that, two states of the 6525’1/2 hyperfine manifold
of the 133Cs atom can be used, e.g., [1) = |F =4,mr =4) and ||) = |F = 3,mr = 3).
The lattice wavelength is set at A, = 870 nm. Then, due to different polarizability [387-
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389], atoms in [T) or ||} feel only either one of the two periodic potentials:
Vii(z) = VP cos™{2m/Ap[x — wp (]}, (4.1)

where the position of both lattice sites x4 () can be independently controlled with
subnanometer precision by a fast polarization synthesizer [374]. Also, the depth of the
micropotentials VTO& is sufficiently large to suppress the tunnelling of atoms to neighbouring
sites.

In Fig. 4.2 we illustrate how different lattice sites can be “wired” by using fast, state-
dependent shifts of the optical lattice, generating discrete-time quantum circuits with
ultracold atoms. In our scheme, the modes of the quantum circuit are represented by both
the different lattice sites and the two internal states. Thus, with our method, M /2 lattice
sites are sufficient to represent M modes. The shift operation preserves the coherence
between the two internal states [390], and its duration can be as short as the trapping
period, which is about 3 femtoseconds. The geometry of the circuit depicted in Fig. 4.2
is equivalent to those realized with photonic systems, except that in our case a single
spatial dimension is enough, in contrast to the two spatial dimensions used in photonic
circuits [355]. As in photonic circuits, the evolution of an M-mode interferometer coupled
pairwise at discrete time steps is represented by an M x M unitary matrix U [376, 377].
The matrix representation of a general pairwise interaction acting at time ¢ on lattice site

sis
e cos(0/2) —sin(6/2)
T(t,s) = ( e=isin(6/2)  cos(6/2) ) (4.2)

where ¢ is a phase imprinted onto only the |[1) mode, and 6 is the angle by which the
pseudospin (i.e., the two coupled modes, [1) and ||)) is rotated around the y axis of the
Bloch sphere. Interestingly, a general M x M unitary matrix U can be represented by
the product of M(M—1)/2 independent operations T'(t, s) [376, 377]. Notice that, as
each operation is characterized by two parameters, the whole protocol is then defined
by M(M—1) independent parameters, corresponding to the number of free parameters
characterizing a generic M x M unitary matrix, up to M phase shifts applied to the M
output modes, which are irrelevant for most applications. In principle, all these operations
can be implemented in M time steps, resulting in an M-step circuit depth [377].

Arbitrary mode coupling by light pulses

Two modes in the same lattice site can be coupled by combining site-resolved light
pulses with global MW pulses, realizing T'(t,s). More specifically, site-resolved light
pulses are used to imprint a local differential phase shift between the two hyperfine
states, [1) and |}), while global MW radiation results in a global Hadamard operation.
The latter can be implemented by a 7/2 MW pulse, rotating the pseudospin by 90
degrees around the x axis of the Bloch sphere. This is represented by a Hadamard-like
transformation Hayxs = exp(—io,m/4). Differential light shifts can be realized with
cesium atoms [387-389]. In addition, these pulses can be focused so that they act only
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onto the target sites [391-393], allowing the realization of independent rotations around
the z axis, A(ps) = exp[—io.¢/2], where the angle ¢, is controlled by the product of
the laser intensity and the pulse duration. The duration of the global MW pulse is about
150us, however, can be shortened to tens of microseconds just by increasing the MW
power. On the other hand, the local laser pulses can be realized in about 10us using
approximately 1uW of laser power per addressed lattice site. Moreover, in the case of the
latter, the probability of error by scattering of light is of the order of 1075. As the main
advantage, this method avoids using site-resolved Raman pulses in order to couple the
two modes.

The described quantum gates are sufficient to build a generic T'(¢,s) operation, as
shown by the following formula:

T'(t,s) = /2 T(t,s) = Hi, ,A(0)Hax2A(9). (4.3)

Notice that the €¢’*/2 is global only to the pseudospin subspace and, thus, we should
account for it when building the M x M unitary. However, it can be shown that the
algorithm in Clements et al. [377] can be easily adapted to employ T"(t, s) as the basic
building block of the quantum circuit, instead of T'(¢, s). Thus, the control of this global
phase is not necessary for the purpose at hand. In the inset of Fig. 4.2 an illustration
of the application of a T'(¢, s) operation between a [t) mode in site s and a |}) mode in
site s + 1 is shown. First, we use a spin-dependent displacement operation to bring the
[4) mode in site s 4+ 1 to the site s. Then, the quantum gates described above can be
applied, and the operation is finished by shifting back the ||) mode to site s + 1.

Site- and state-resolved detection of individual atoms

Being able to measure the output state is a necessary condition for any useful quantum
computation. A fluorescence image is captured to measure the final state [393, 394].
Using a high-resolution objective lens, the position of the atoms in the optical lattices
can be reconstructed with high-fidelity, exceeding 99% [395]. This fluorescence technique
provides information about the occupation of the lattice sites, however, to discriminate
between the two modes in the same lattice sites, a spin-sensitive detection scheme is
needed. For that, as demonstrated in Ref. [395], a long-distance state-dependent shift
can be performed, turning apart atoms in different states, [1) and ||), that were initially
on the same lattice site.

Ideally, one should also be able to detect how many atoms are in each site. Unfortunately,
standard fluorescence imaging produces pairwise atom losses, allowing only the parity
of the occupation number to be measured. To solve this, one could try to spread the
atoms along the perpendicular lattice sites before imaging, for example, through a ballistic
expansion. Similar methods are employed for number-resolving photodetection [352, 396],
and have been recently adapted to optical lattices [385, 397]. Alternatively, one could
exploit interaction blockade to induce occupation-dependent tunneling to distinct sites of
a multilayer optical lattice [398].
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4.2. Scaling of atomic boson sampling

Quantum circuits with ultracold atoms, described in section 4.1, provide a way to
implement boson sampling, as an alternative to photonic devices. Currently, atomic
systems allow controlling a hundred of particles distributed in hundreds of lattice sites,
which makes these systems highly attractive to scale up boson sampling and achieve
quantum supremacy. The initial state could be given by N atoms uniformly distributed
along the first N sites [1g) = 25:1 &5571|0>, where |0) is the vacuum of all M modes. If
the generated unitary U is chosen randomly according to the Haar measure, then to sample
from the output probability distribution P(ny,na,...,nar) = [(n1, na, ...,nM|U\¢0)|2 is
believed to be a hard task for classical computers [87]. Although the formal mathematical
proof of hardness requires N < M'/6, typically, a more feasible condition, i.e. N < M'/2,
is assumed sufficient.

In order to propose a quantum supremacy demonstration experiment by solving the
boson sampling problem, it is necessary to take into account experimental imperfections.
In this section we study how particle loss may, on the one hand, decrease the rate in
which valid samples can be generated, and, on the other hand, change the complexity of
the probability distribution we are sampling from.

4.2.1. A simple model for the sampling rate

The repetition rate of the experiment is directly related to the time necessary to prepare
the initial state, make all the interference operations, and measure the final state. The
initial state can be prepared efficiently in about 100 ms up to 100 atoms [375], that
is why we assume a fixed time t;, for carrying out this initial step. The time required
to make all interference operations, however, directly depends on the number of modes
in the system, which grows as M = N? as a requirement of the problem itself. As we
already mentioned, any unitary transformation of dimension M x M can be done by
M (M — 1)/2 two-dimensional unitary operations [376, 377] from which we consider that,
in average, (M — 1)/2 can be done in parallel, i.e., at the same time (see Fig. 4.2). The
final state measurement is done in a single operation lasting about t4et = 50 ms, which
detects the position and spin of the atoms by fluorescence imaging. All this suggests that
the processing time scales as ¢, = R;rl = N2t0p + tin + taet With respect to the number
of particles N. Here, £, is the time required to make an interference operation, while t;,
and tqe¢ are the initialization and measurement times respectively. In addition, we are
mainly interested in detecting the output states that have at most one atom in each mode,
since the probability of those events is the one predicted to be the hardest for classical
algorithms. Thus, the states belonging to this subspace, called collision-free-subspace,
are post-selected from all the output states. With a quadratic scaling of the number of
modes, approximately a fraction e~ ! of the final states correspond to these kind [399].

The above analysis describes the ideal situation where all atoms are prepared in the
ground state of motion, none of them is lost in the experiment, and the measurement
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4.2 Scaling of atomic boson sampling

is carried out with 100% efficiency. However, in a realistic scenario, one should account
for experimental errors that affect the rate at which post-selected samples are generated.
Following a similar approach as the one presented in Refs. [357, 366], we estimate the

sampling rate as

1
R= ;Rprn(]ivpsurv; (44)

where Py, is the survival probability of N atoms and 74 is the detection efficiency per
atom. The latter is controlled significantly well with the best reported detection efficiency
of 99% [395]. The survival probability of the N atoms during the complete evolution will
depend on the processing time ;. In principle, an atom may escape from the trap due
to background vapor collisions. The survival probability that accounts for this effect for
single atoms is given by the exponential formula exp (—tpr/Thg), Where T,q is the mean
lifetime of a single atom before it is lost by background collisions.

Also, the presence of more than one atom in the same lattice site may cause the loss
of one of the atoms, or even the loss of both of them due to inelastic collisions (e.g.,
spin exchanging collisions). For this type of collisions, the survival probability of a pair of
atoms can be written as a (1 + (tpr — tin)/7tn) " function of time [400], where Ty, is
the mean lifetime of two-body collisions. Then, one has to consider the probability of
having a particle pair on the same lattice site and per each step of the process. If we
start from a configuration that has all the atoms placed on different lattice sites, this
probability can be considered zero until ;,,. During the process of interference operations
and measurement, this probability cannot be ignored. To approximate the value of this
probability, we consider that the bosons are at all times uniformly distributed. We can
then write the survival probability of N atoms per time step 7 as

N/2 —k
_N_T_ T
Pstep(T) = (6 7'bg) E Ppair(k) |:1 + a:| (45)
k=0

where Ppai:(k) is the probability of finding k pairs distributed in different sites. For
example, kK = 0 corresponds to the case where all atoms are on distinct lattice sites.
Ppair(k) can be analytically calculated, leading to (3/2)%/(e3/2k!) for large N, see
appendix D.1 for details. Equation (4.5) does not take into account states with more
than two particles in a lattice site. For a more accurate description, Ppair(k) can be
substituted by P(kq, k3, k4, k5), meaning the probability of having ko pairs, ks trios, k4
quartets, and so on. In Fig. 4.3(a), different configurations are shown for N = 4 and
M = 12. However, and as proved in appendix D.1, this generalized probability tends
to the same Poissonian distribution (3/2)%2/(e?/?ky!) at large N. With this model, the
total survival provability can be written as

Psurv(N) = Pstep(top>1\/lpstep(tdet)~ (46)

Later, we will benchmark this model with exact numerical simulations for a small number
of particles N. Up to then, we can assume this model to be correct and compare it with
other models that describe the scaling of the boson sampling problem in photonic circuits
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Table 4.1.: Experimental parameters

Conservative  State of the art
Spin addresing + Lattice shift time (t,p) 150us +20us 30us +3us

Initialization time (i) 0.75s 0.1s
Detection time (tget) 60ms 30ms
Detection efficiency (nq) 0.99 0.999
One-body loss lifetime (7,4) 60s 360s
Two-body loss lifetime (7¢p) 40ms 400ms

or classical computers.

Conservative and state of the art values for the experimental parameters can be found
in Table 4.1. For the two-body losses, we take 7y, = 400ms as the state-of-art value,
which is in principle achievable using Feshbach resonances [401]. These two cases are
represented by the two solid blue curves in Fig. 4.3(b), were the lower and upper curves
corresponding to current and best cases, respectively. We have also included an additional
line (dotted blue) that represents the case with the best reported parameters except for
the mean lifetime of two-body collisions, which is assumed to remain 7y, = 40ms. Notice
that the upper blue lines meet the solid gray line (representing the classical computing
rate) around N 2 30, thus, predicting quantum advantage for N > 30 particles.

Photonic boson sampling devices also suffer from particle loss, which is, actually, the
main limitation when scaling up. Although the rate in which indistinguishable photons are
created is of Ry = 7T6MHz, the rate in which valid experimental samples are generated
in current setups drops down to R = 295Hz for 5-photon boson sampling [359]. If
the number M of modes scale quadratically with IV, the sampling rate of a photonic
experiment can be characterized by

1Ry
R= SN (4.7)
where Ry /N is the rate in which an N-photon initial state can be prepared and 1 = nn?
is the survival probability of a single photon during the experiment. The latter is a product
of a fixed survival probability 7¢ that accounts for errors that do not increase with the
number of particles N and the transmission probability of the photon through the circuit
nd, which depends on the transmission probability per unit of length 7. and the optical
depth d, that increases quadratically (d = M = N? for a square circuit [377]) with N. If
photon loss is allowed in the model, the sampling rate becomes

1Ry [ N \ n_p .
-0 1— )k 4,
R BN(Nkl)n (L —m)™, (4.8)

where k; is the number of lost photons. In boson sampling with lost photons, if the loss
of 2 photons is allowed R increases by a factor of N(N — 1)/2 with respect to the case
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— Current Photonic Values (Standard)
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Figure 4.3.: a) Examples of states with M = 12 and N = 4. P(0,0,0) is the ratio between
the number of states with zero pairs, trios and quartets, and the total number of
states. P(1,0,0) corresponds to the proportion of states with a single particle pair,
and zero trios and quartets. P(2,0,0) and P(0,1,0) for states with two particle
pairs, zero trios and zero quartets, and a single particle trio, zero pars and zero
quartets, respectively. b) Scaling of boson sampling machines. The sampling rate
versus the number of particles is shown for atomic (blue), photonic (purple), and
classical (grey) boson sampling devices. If experimental parameters are improved,
both photonic and atomic devices may surpass the classical algorithms, at N = 23
and N = 30, respectively. In the case of the photonic device, for the dashed curve
we allow ~ 30% of lost photons.

without losses.

From the R = 295Hz count rate reported in Ref. [359] for the 5-photon boson sampling,
and taking into account that the transmission rate of the 60 x 60 optical circuit is 98, 7%,
and, thus, 7. = 0.9871/%0 we can extract a fixed survival probability of 1y = 0.14.
According to Ref. [358], the single-photon source, interferometer and detection efficiencies
can be increased up to 0.8, 0.9, and 0.9 respectively, obtaining 7 = 0.65. In Fig. 4.3(b),
lower purple curves (both solid and dashed) assume 7y = 0.14 and a circuit transmission
rate of 7. = 0.987'/90 while the upper curves assume 7 = 0.65 and a perfect transmission
rate. With the best parameters, quantum advantage could be achieved around N = 23
with a 30% photon loss.

Finally, the time required by the Metropolised independence sampling algorithm intro-
duced in Ref. [366] to produce a valid sample scales as

1/R = 100aN?2N (4.9)
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where @ relates to the speed of the classical computer. This value has been reported to
be @ = 3 x 107! s in the case of the Tianhe 2 supercomputer [367]. For the case of
a regular computer we choose this value to be @ = 3 x 107 s. If comparing with the
photonic boson sampler with photon loss, we should substitute N by N — k; in Eq. (4.9).
The latter corresponds to the dotted grey line in Fig. 4.3(b), which crosses the photonic
sampling rate at around N ~ 23.

Since both ¢, and d scale quadratically with the number of particles, the atomic and
photonic sampling-rate formulas scale worse than the classical algorithm. However, and
as it is shown in Fig. 4.3(b), at meaningful time scales (i.e., for all practical purposes)
both experimental machines are expected to sample much faster than classical supercom-
puters. In the case of the atomic device, we show that sampling faster than a classical
supercomputer is possible around N = 30, both when 7, = 40ms and 7¢, = 400ms.

One thing that has to be considered is that two-body losses may change the form the
probability distribution we are sampling from. If that is the case, we need to quantify
how far are we from the probability distribution that corresponds to the boson sampling
problem. For that, in the next section we present a Hamiltonian model that will serve
us to quantify this distance between both probability distributions in terms of the state
fidelity.

4.2.2. Hamiltonian model for particle loss

In this section, we use the second quantization formalism of quantum mechanics to build a
Hamiltonian model that will represent the boson sampling problem with particle loss. The
system will contain N particles in M bosonic modes, and will be subjected to incoherent
one-body and two-body losses. Those losses can be represented, as we will see, by an
anti-Hermitian part in the system Hamiltonian.

Using second quantization, the free-energy Hamiltonian corresponding to a one-
dimensional optical lattice of M /2 sites (for simplicity, we will assume that the number of
modes is even) where each site can hold atoms in two different atomic states is written as

M/2
HO = Z wTa;g_LTaQS,LT + w¢a£S,¢a25,¢ (4.10)
s=1
where a;(aj) is the creation (annihilation) operator associated to the j-th mode. From

now on and for simplicity, a; + = a; and a;, | = a;, odd or even j numbers being associated
to [1) or |{) atomic states, respectively.

Coherent population exchange between [1) and ||} states can be achieved using a MW
field with frequency wy — wy, giving rise to Rabi oscillations. The effective Hamiltonian
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4.2 Scaling of atomic boson sampling

associated to this process is, in an interaction picture with respect Hy,

H, = Z —(a;_lagsewg + ags_la;se*w“) (4.11)

where Qg and ¢q are the Rabi frequency and the phase associated to the MW driving.
As anticipated in section 4.1, local differential light shifts can be produced by focused
laser beams, which allow to shift the energies defined by Hy. This can be represented by
the following Hamiltonian,

H, = < (ab,_ 42,1 — abas,), (4.12)

where the value of (), can be different for each site s. Combining the evolution of
Hamiltonians (4.11) and (4.12), any 2 x 2 unitary tranformation between on-site modes
can be represented. The time evolution operator corresponding to this generic operation

would be ) B
7 _iH(p=m) _iHY _iH(#=0) _iH?
U =e iH, T/4€ sz‘r/él6 iHy 7/46 zHZ‘r/4’ (413)

where 7 = 271/Qg, and Q,7/4 = 0, at exp [—iHI7/4] and Q,7/4 = ¢, at exp [~iH?T/4].
The operation described in Eq. (4.13) applies simultaneously in all M/2 lattice sites,
and it is characterized by M independent parameters 0; = (01,02, ...,0r1/2) and (Et =
(¢1,¢2, ..., 0n1/2). Those parameters describe M /2 arbitrary unitary operations, each as
defined in Eq. (4.3), between all on-site modes. An example is shown in Fig. 4.4 for the
case M = 6. As explained previously, the ability to shift the optical potential associated
to one of the atomic states allows to connect neighbouring modes of the circuit. Thus,
the following Hamiltonians, can also be implemented:

M/2—1

0 | B
H;" = Z 70(‘1;5@28+16“P0 +a25a;s+1e 2@0)7 (4.14)
s=1
and
M/2-1 0
H,; = Z f(agsa% - ags+1a25+1)~ (415)
s=1

Up to now, we have assumed the number of modes in the circuit M to be even. In the
case M is odd, the summatories in Egs. (4.11), (4.12), (4.14) and (4.15) have to sum
up to (M —1)/2. Doing the same as in Eq. (4.13) with Hamiltonians (4.14) and (4.15),
we are able to implement M /2 two-dimensional unitary operations among neighbouring
modes. Concatenating these operations as

[72 UMU]W,L..UQUh (4.16)
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Time

Figure 4.4.: Implementation of a 6 X 6 unitary operation in 6 time steps. At each time step t,
a 2 x 2 unitary transformation is applied on each site s, characterized by 6° and
@L. Red and blue lines represent bosonic modes associated with state |1) and ||).
Green circles represent the light shift generated by a focused laser beam, which
allows to perform an independent operations on each lattice site.

we are able to transform the M modes of the system according to a Haar random unitary
matrix U. Unitaries U and U should not be mixed: while U is an M x M unitary matrix,
U is an infinite-dimentional unitary operator acting on the Hilbert space of quantum
states. Both can be related by the following formula

M
UTCL;[? = Z Ujia;r, (417)

i=1
which describes how the j-th mode transforms after all operations in Eq. (4.16).

To model the effect of particle loss we can use a Lindblad master equation of the
following form

p=—ilH,p]+> TuLo(p), (4.18)
b

where 1
Ly(p) = FypF, — §{F5Fb”0}7 (4.19)

and F; represents a jump operator acting on the system and producing the loss. The
jump operator corresponding to one-particle loss due to collisions with background gas
would be an annihilation operator acting independently on each mode a,,. Thus, the
superoperator corresponding to this process would be

M
1 .
Log(p) = D ampal, = > {fim, p}, (4.20)
m=1

with a loss rate given by I',; = 1/7,,. For two-body collisions, we need to consider
two scenarios: on the one hand, two particles on the same mode can collide. The jump
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operator would be afn/ﬂ and the superoperator

1 ..
Loni(p) = 5 3 @2p(ah)* = 5 {imim — 1), 0}, (4.21)

m=1

with loss rate Iy, = 1/74p. On the other hand, two particles on neighbouring modes on the
same site could collide, in which case the jump operator would be ass_1ass, where s is the
site index. This jump operator would change to assa2s+1 When the lattice configuration
is shifted to produce the interactions described in Egs. (4.14) and (4.15). Thus, we would
have two different superoperators acting depending on the lattice configuration. Those

would be
M/2

L.
Etb?(p) = Z a28—1a25pa;s—1a£s - 5{77/23_17123, p}v (422)
s=1
or
M2 1
th2(p) = Z a25a25+lpa£sa£s+1 - §{ﬁ25ﬁ25+17p}a (4.23)
s=1

both with decay rate T'sp, = 1/7¢p.

In the boson sampling problem the number of particles is conserved. In other words,
the Hamiltonian commutes with N = > Tum, the operator corresponding to the total
number of particles. In the master equation, the elements that describe population transfer
from the NN particle subspace to another subspace with a lower amount of particles are
the first terms in Eqs. (4.20), (4.21), (4.22), and (4.23). If we are only interested in the
N particle subspace, we can safely ignore these terms, as they do not affect this subspace.
Doing so, we loose the unitarity of the master equation, which will now describe loss of
probability, tr(p) < 1. In exchange, the description of the problem becomes simpler and
the dynamics of the lossy system is given by the non-Hermitian Hamiltonian

H=H—iV -~ Z%N (4.24)
where V' changes from
Tip M PR | Y L " N
V= - mZ:lnm(nm —-1)+ -5 ; Nos—1M2s (4.25)
to
R M o Iy M/2-1 o
V=2 m:1nm(nm —D+ = ; f25N2s 41 (4.26)

depending on the lattice configuration. It can be proven that, at each step, the anti-
Hermitian part commutes with the Hermitian part, i.e. [H,V] = [H',V'] = 0, and,
in addition, we have that [N,V] = [N,V’] = [N,H| = [N, H'] = 0, thus, the time
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evolution operator corresponding to the time step ¢ can be written as Ue Ve ToeN/2,

At the end, the time evolution operator can be written as
UefAfTFng/Qeva[Tevaf17’..'67V2’T67V1T (427)
where V; is given by (73_171‘/@_171 when j odd, and U:_LlV’lA]t_l,l when j even, with

IAJM = H;:I (7]-. The probability of having an N-particle state at the output is then
given by

M M
p=e M N (o | (TLe ") [T eV o), (4.28)
t=1 t=1

where [1)) is the initial state of the system, and N|t) = Nlt). Notice that the
exponential decay produced by uncorrelated particle loss exp (—NT',z M 7) has the same
form as in Eq. (4.5). Using Eq. (4.27), we can also write the fidelity between the final
states produced by the cases with and without losses. This is given by!

M M M
F =l [Te oo /ol (¥ TTe ¥ lon. 429)

From Eq. (4.29), we learn that uncorrelated particle loss does not affect the state fidelity
nor the form of the final probability distribution. In consequence, one can claim that
homogeneous one-body losses do not change the complexity associated to the probability
distribution of the boson sampling problem. Unfortunately, one can not claim the same
thing for two-body losses, which is why we need to know how both the fidelity and
the success probability scale with the number of particles N. These quantities can be
numerically calculated for a small number of particles, however, their calculation becomes
intractable for more than five particles because the Hilbert space dimension increases
exponentially. Thus, it is convenient to have analytical expressions for ' and p. For that,
we need to do some approximations.

Weak two-body losses

If the two-body loss rate is small, meaning I'y, M7 < 1, we can expand all exponentials
to the second order, and we get that the success probability is

M M M
pr e TN o S 42 (V) + Vvl H0) (430)

ITypically, the fidelity between two pure states can be written as |(11|¢2)|?. However, if these are not
normalized, the correct expression is |(11]12)]|2 /({31 |11 ) {(a|12))
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Figure 4.5.: Numerically calculated (Vi) and (V;V,/) for N =3 and M = 9. (a) Mean value of
(V4) for 30 different random unitaries. Solid and dashed lines correspond to uniform
and anti-bunched initial states, respectively. (b) and (c) show the mean value of
(ViVir) for 30 unitaries and for the cases of uniform and anti-bunched initial states,
respectively.

and the fidelity is

Fa1=r2{ 3 (ViV) = (V) (Vi) } + O(). (4.31)

t,t

In Fig. 4.5, we can see the form of (V;) and (V;V}/) for two different initial states and for
N = 3. For a uniform initial state [¢,,), where all configurations have the same probability
amplitude, (V;) and (V;Vi/) maintain, in average, the same value throughout the process.
With an anti-bunched initial state, where the average distance among atoms is maximal,
(V4) and (V;Vy/) are zero at the beginning and they increase their value with each step
t. When increasing the number of particles, this behaviour is not expected to change,
as long as the number of modes scales quadratically with N. Thus, one can assume the
following lower bounds for p and F

p2 e MM N1 oMT (V) + M7 (14 M)(V2), |+ O(r) (4.32)
and
Fz1- 22 {(v2), — vz} + o), (4.33)
where we assume that (V;) < (V), and (V;Vi) < (V2),..

~

Now, one can analytically calculate the values of (V), and (V2),, which, for large N,
give (V), = 3/4 and (V?), = (3/2 +9/4)T'% /4, see appendix D.2 for more details.
Using these results, Eqgs. (4.32) and (4.33) give

p > efMFbgTN{l _ 3Mrtb7—/2 + 15M21"Eb7—2(1 + 1/M)/36} + O(TS) (434)

~
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Figure 4.6.: (a) and (b) Success probability per time step p;, where p =[], p:, for different
decay rates MUy, = 1 (upper lines), MUy, = 5 (middle lines), and M Ty, = 20
(lower lines), N = 3, and for a uniform and antibunched initial state, respectively.
Blue lines represent the exact calculation, where each point is calculated after 30
different random unitaries. Dashed and dotted green lines represent the results of the
models with algebraic and exponential decay, respectively. (c) Success probability
versus MT'yw,7. One can see how the algebraic model (dashed green) is in very good
agreement with the exact case with uniform initial state (solid blue).

and
F>1-3MT27%/8 4+ O(%). (4.35)

From the above equations, we can infer that when increasing the number of particles,
T¢p7 has to scale as 1/M, either by decreasing T or Ty, if we want to maintain a constant
value for F' and p. Notice that maintaining a constant value for the fidelity would imply
that the complexity of the generated sample is kept constant [363].

According to Eq. (4.35), achieving quantum advantage at N = 30 with 99% state
fidelity would require 7, to be around five thousand times the operation time 7. For
example, if 7 ~ 100us, then ¢, ~ 500ms. This value is, in principle, achievable using
Feshbach resonances [401]. However, it may well be that high fidelities are not necessary
to achieve quantum supremacy. Advantage with respect classical computers may be
possible in a regime where M Ty, 7 2 1, as long as sampling from the generated probability
distribution, different from the one generated by standard boson sampling, is a hard task.
This is why it is interesting to try to extend the previous analysis to the strong-loss case.

Strong two-body losses

In the following, we try to estimate how the success probability would scale in a scenario
where losses are strong and MT,7 < 1 does not hold true. Exact numerical simulations
can be used to calculate the behaviour of the success probability throughout the process.
Similar to the case with weak losses, probability loss per time step is more or less constant
for uniform initial states, see Fig. 4.6(a). To estimate this value, we assume we have a
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uniform state at each time step, then, according to the model presented in the previous
section, probability loss per time step would be given by?

N/3 N/2—3ks3 ks k
P@tep - eiNFbg Z Z k27 k3 |:1 + 3Ftb7—:| |:1 + 1—‘tb7-:| 5 (436)
k3=0 k=0

where P(ks, k3) gives the probability having ko pair and ks trios. We ignore the cases
where 4 or more particles are in a lattice site, since these probabilities are zero for N = 3.
Notice that Eq. (4.36) does not correspond to applying the loss Hamiltonian evolution
operator to the uniform state for a time 7, i.e. e"NTve™(e=V7),  which would end up with
a similar result with exponential decays exp (—T'y,,7) instead of algebraic (1 + I'y,7) L.
Interestingly, the formula with the algebraic decay approaches better to the exact result,
as it can be seen in Fig. 4.6(c). This tells us that the average state in the lossy case is
not really uniform, as it is in the case without any loss. On the other hand, the excellent
agreement between our model and the exact results justifies our model and its use in
Fig. 4.3(b).

According to this model, advantage with respect classical computers can not be
reached within the current experimental values. However, sampling faster than a classical
supercomputer would be possible around N ~ 34 with 7y, = 40ms and 7 = 33us. In this
regime, MT'y,7 ~ 1, and most likely the generated probability distribution is different
from the one required by standard boson sampling. Unfortunately, to determine wether it
is still hard to sample from that probability distribution is beyond the scope of this work.

4.2.3. Additional considerations

Particle loss is the main experimental imperfection that affects to the sampling rate.
However, there are other sources of error that, without affecting the sampling rate,
can change the form the final probability distribution, i.e. the final state. Undesired
differential light shifts may appear due to fluctuations of the magnetic field or imperfect
light polarization of the optical lattice [402]. These light shifts will induce errors in
the application of the 2 x 2 unitary transformations, which could deviate the total
M x M unitary transformation from the ideal Haar random unitary. In this regard,
Leverrier et al. [403] proved that the hardness of the final probability distribution is
guaranteed, as long as the error introduced by each operation scales as 1/N?2. A uniform
light shift can be represented in our Hamiltonian model, just by including a term like
Hapire = €0 Z A % 155 through all the process. For N = 3, a light shift with € = 8x10~3
yields F ~ 99%. Maintaining this fidelity at N ~ 30 would then require € ~ 8 x 1075,
which, for Qy ~ (27) x 3 MHz, would equal to an uncontrolled light shift of (27) x 240
Hz.

2The loss rate of 3 particles (a particle trio) on the same site is given by 3I'y,. Notice that there are 3
different ways to form a pair, thus, the probability of a two-body collision is 3 times higher.
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Another relevant issue is the degree of distinguishability among the atoms. The boson
sampling problem assumes that the particles are indistinguishable. In our case, two atoms
on the same mode will be indistinguishable only if they share the same motional state. For
that, ground-state cooling of all vibrational degrees of freedom is required. Moreover, the
transport of atoms could change their motional state by inducing unwanted excitations.
In this respect, Refs. [343, 404] prove that quantum advantage is also possible with
partially distinguishable particles. More precisely, Shchesnovich [404] shows that, while
increasing N, the final state fidelity (which measures how close we are to the boson
sampling probability distribution) would remain constant, as long as the fidelity between
the vibrational states of two atoms scales as 1 — O(1/N).

Summarizing, in this chapter we have proposed a method to realize boson sampling
with ultracold atoms in optical lattices. Using simple error models, we compare the scaling
of atomic, photonic and classical boson sampling machines up to tens of particles, and
conclude that, in the near future, atomic and photonic machines could achieve quantum
advantage with N =~ 30 and N =~ 23 particles, respectively. We benchmark the atomic
error model using exact numerical simulations of a Hamiltonian model that includes
one-body and two-body losses. This two models are in good agreement for N = 3 with
weak and strong two-body losses®. Finally, with strong two-body losses one may still
sample faster than a classical supercomputer, however, the probability distribution one is
sampling from does not correspond to the boson sampling probability distribution, and
further work is needed to prove wether it is still hard to sample from that probability
distribution.

3Numerical simulations of the Hamiltonian model become too demanding for N > 4.
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Quantum Sensing with NV Centers

The ability to manipulate a small quantum system using electromagnetic radiation, and
initialize and read-out its quantum state, can be used to gain control over nearby systems.
It is the case of nanoscale NMR, whose goal is that of detecting and controlling magnetic
field emitters (as nuclear spins) with high frequency and spatial resolution [405-410]. The
NV center is a prominent quantum sensor candidate owing to its long coherence times
working on room temperature environments. Its electronic spin is controlled with MW
radiation, while initialization and read-out is done with optical fields [282, 411]. At room
temperature, the decay time T3 of the NV center is of the order of milliseconds [126].
Coherence times due to dephasing T5 are typically shorter, due to the interaction among
13C nuclei in the diamond and the NV [230]. Here, DD techniques have played an
important role, taking the coherence time T, to the decay time 77 [167]. On the
other hand, DD techniques are also employed to couple the NV to a target signal,
e.g. classical electromagnetic radiation [231] or the hyperfine fields emitted by nuclear
spins [241, 283, 412]. In particular, DD techniques generate filters that allow the passage
of signals with only specific frequencies [413]. It is the accuracy of this filter what
determines the fidelity in the detection and control on the target signal. Continuous or
pulsed (or stroboscopic) DD schemes are typically considered. While the former requires
to fulfill the Hartmann-Hahn condition [289, 414], the latter uses the time spacing among
7 pulses to induce a rotation frequency in the NV, matching that of the target signal [415].
Pulsed DD schemes have advantages over continuous methods, such as the achievement
of enhanced frequency selectivity by using large harmonics of the generated modulation
function [267, 415]. Another advantage is the demonstrated robustness against control
errors of certain pulse sequences such as those of the XY family [269, 285, 416-418].
However, the use of large harmonics makes DD sequences sensitive to environmental
noise, and leads to signal overlaps which hinders spectral readout [267]. As we will show,
these issues can be minimised by applying a large static magnetic field B,. Unfortunately,
the performance of pulsed DD techniques under large B, gets spoiled unless 7 pulses
are fast, i.e. highly energetic, compared with nuclear Larmor frequencies (note these
are proportional to B,). This represents a serious disadvantage, especially when DD
sequences act over biological samples, since fast 7 pulses require high MW power causing
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5.1 Model: NV center for nanoscale NMR

damage as a result of the induced heating [419].

In this chapter, we propose a design of amplitude modulated decoupling pulses that
solves these problems and achieves tuneable, hence highly selective, NV-nuclei interactions.
This can be done without fast 7 pulses, i.e. with low MW power, and involving large
magnetic fields. We use an NV center in diamond to illustrate our method, although
this is general thus applicable to arbitrary hybrid spin systems. Furthermore, our protocol
can be incorporated to standard pulsed DD sequences such as the widely used XY8
sequence, demonstrating its flexibility. We note that a different approach based on a
specific continuous DD method [289] has been proposed to operate with NV centers
under large B, fields.

5.1. Model: NV center for nanoscale NMR

We consider an NV center coupled to nearby nuclear spins. This is described by

H=DS?—7.B.S. =Y w.l; + 5. A; - I, (5.1)
J J

where D = (27) x 2.87 GHz is the so-called zero-field splitting, 7. = —(27) x 28.024
GHz/T is the electronic gyromagnetic ratio of the NV center, and B, is the intensity of
the magnetic field applied in the NV axis (the z axis). The nuclear Larmor frequency is
wr, = Yn B, with 7, the nuclear gyromagnetic ratio. S, = [1)(1| — | —1)(—1] is the spin-1
operator representing the NV center, |1) and |—1) being two of the three hyperfine levels
of the NV. The nuclear spin-1/2 operators are I = 1/2 0% (a = z,y, 2) and Aj is the
hyperfine vector mediating the NV-nucleus coupling. The latter is given by

T e nh ~ 2T
A=l RS, (52)

Ty

where 7 is the position vector of nucleus j with respect to the origin (the vacancy site),
and po = 47 x 1077 T - m/A is the vacuum permeability.

The internal state of the NV is manipulated with an external MW field polarized in the
x axis. The Hamiltonian corresponding to such field is

H. = V29(t)S, cos [wt — ¢], (5.3)

where S, = %(\1)<0| +|—1)(0| + H.c.), ¢ is the pulse phase, and w is the MW driving

frequency. If this frequency equals the natural frequency of the |1) < |0) transition
(D +~.B./2), Eq. (5.1) is, in the rotating frame defined by DS? — ~.B.S.,

- . - Ot .
H=Y w wj-Iﬁ%ZAj-Ij+¥(\1><0|el¢+H.c.), (5.4)
J J
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Chapter 5. Quantum Sensing with NV Centers

—

where o, = [1)(1|—|0)(0|, and &; = &;/|J;| with &; = w2 — 3 A; (note that |&;] = w;).
It is worth mentioning that the use of the |1) <> |0) transition translates into a position-
dependent shift of the Larmor frequency of the nuclei, w; ~ wr, — %Aj For some
applications, it may be convenient to avoid this shift using the |1) <+ | — 1) transition
instead.

In pulsed DD methods resonance is achieved by the stroboscopic application of the
MW driving leading to periodic 7 rotations in the NV electronic spin. In an interaction
picture with respect to %(\D(mew + H.c.), the stroboscopic application of these MW
pulses is described as

N R : o
H:—ij wj-1j+F(t)?ZAj-1j, (5.5)
J J

with the modulation function F'(t) taking periodically the values +1 or —1, depending
on the number of 7 pulses on the NV. Notice that a similar thing has been done in
section 2.1 in the context of trapped ions.

A common assumption of standard DD techniques is that 7 pulses are nearly instan-
taneous, thus highly energetic. However, in real cases we deal with finite-width pulses
such that a time ¢, = 7 is needed to produce a 7 pulse (if €2 constant during the pulse).
This has adverse consequences on the NV-nuclei dynamics such as the appearance of
spurious resonances [420-422], or the drastic reduction of the NMR sensitivity at large
B, [288]. In Ref. [288] a strategy to signal recovery is presented. Here, we extend this
approach to achieve selective nuclear interactions. In the following, we demonstrate that
the introduction of extended pulses with tailored 2 leads to tunable NV-nuclei interactions

with low-power MW radiation.

5.2. DD with instantaneous MW pulses

We consider the widely used XY8 = XYXYYXYX scheme, X (Y) being a 7 angle rotation
around the z (y) axis of the Bloch sphere corresponding to states |0) and |1). The
sequential application of XY8 on the NV leads to a periodic, even, F(t) that expands in
harmonic functions as F'(t) = Y fy cos (nwwmt), where f,, = 2/T fOT F(s) cos (nwnms)ds,
and wy = 2F with T the period of F(t). See an example of F(t) in the inset of Fig. 5.1 (a).
In an interaction picture with respect to — . w; @; - I;, Eq. (5.4) is?

fncos (nwst)oy [ o ow ) .
H= Z — ATTS cos (wjt) + AYTY sin (wjt) + AZT7 |, (5.6)

n,J

IFor an example check article 14 from the list of publications.
275 prove it, one can use the following: ei(%'9) & ¢=ia("d) = Fcos(2a) + A x & sin(2a) + 7 (7 -
a) (1 — cos(2a)) .
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5.2 DD with instantaneous MW pulses
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Figure 5.1.: Signal (black-solid) harvested with instantaneous m pulses, B. = 500 G in (a) (b)
and B, =1 T in (c) (d). Circles and triangles are the theoretically expected values
for (o). In (a) we select | = 13,15 and their signals are clearly separated. In (b) we
use | = 33,35 and observe a spectral overlap (green arrow). In (c) (d) the spectral
overlap is removed owing to a large B., while the signal (black-solid) matches the
theoretically expected values. Final sequence time for (a) (c) is ~ 0.5 ms, and
~ 1.2 ms for (b) (d).

where Ax’y’Z*|AIyZ|W|th A‘”*ff (4; - wj)w],/_f‘ =0, x 4, A = (4; - @;) &j,
and I] = I 2y, I = I gy, I3 = I -Zj with &; = A”/A”f 9; = Ay/Ay and 2= AZ/AZ.
Notlce that the Cartesnan baS|s vectors have been redeflned for each nucleus J.

Now, one selects a harmonic in the expansion of F'(t) and the period T, to create a
resonant interaction of the NV with a target nucleus (namely the kth nucleus). To this
end, in Eq. (5.6) we set n = [, and T such that lwy & wy. After eliminating fast rotating
terms we get

A% ;
H =~ fl4k0_z[]'k—ez(wkfle)t+H.C.}
+ Z fljj UZ[I;ei(“j_l“M)t +H.c]
Jj#k
an.? — Ji(wj—nwyp)t
+ Y ) oell et Tt L e, (5.7)
n#l j
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Chapter 5. Quantum Sensing with NV Centers

By inspecting the first line of (5.7), one finds that nuclear spin addressing at the ith
harmonic is achieved when 5
T
le = l? = Wg- (5.8)
With this resonance condition, the first line in (5.7) is the resonant term f; A7 /40,17,
while detuned contributions (those in second and third lines) would average out by the
RWA. More specifically, with Eq. (5.8) at hand we can remove the second line in Eq. (5.7)
if
lwj — wi| > fiA] /4. (5.9
Detuned contributions corresponding to harmonics with n # [ are in the third line of (5.7).
These can be neglected if

|wj —n/lwg| = wL(l —n) /1> f,AT/4 Vn. (5.10)

To strengthen condition (5.9), one can reduce the value of f; by selecting a large harmonic
(see later), while condition (5.10) applies better for large values of B, since wy, < B,.
After neglecting the off resonant terms in Eq. (5.7), the Hamiltonian is

_ LA
T4

H o 1y. (5.11)
For the above Hamiltonian the dynamics can be exactly solved, and the evolution of (o)
(when the initial state is p = |+)(+| ® 11, i.e. we consider the nucleus in a thermal state)

reads .
(03) = cos (J%jkt) (5.12)

This is the ideal signal retrieved by perfect nuclear addressing when wy = wi /I, and its
represented by the depth of each panel (circles or triangles) in Fig. 5.1.

Assuming instantaneous 7 pulses, standard DD sequences with constant €2 [416-418]
lead to |f;| = 2,0 for | odd, even. Thus, large harmonics (i.e. with large I) reinforce
condition (5.9) as they lead to a smaller value for f;. In Fig. 5.1 we compute the
signal corresponding to the NV observable (o) in a sample that contains 150 '3C nuclei
(71s¢ = (27) x 10.708 MHz/T). To obtain sufficient spectral resolution we use large
harmonics. Figure 5.1 (a) shows the signal for [ = 13,15 and the theoretically expected
values for (o,) (triangles for | = 13 and circles for | = 15) that would appear if perfect
single nuclear addressing is considered. We observe that the computed signal does not
match with the theoretically expected values. In addition to a flawed accomplishment of
conditions (5.9, 5.10), this is also a consequence of using large harmonics since, for large [,
the period T' = 27l /wy, and the spacing between 7 pulses grows, see inset in Fig. 5.1(a),
spoiling the efficient elimination of the o, AZI7 terms in Eq. (5.6) by the RWA. In the
inset of Fig. 5.1 (a) there is a sketch of the pulse structure we repeatedly apply (20
times in (a) and (b), while in (c) and (d) that structure is used 400 times) to get the
signals in Fig. 5.1, red blocks are instantaneous 7 pulses, while their associated F'(t) is in
blue. Working with even larger harmonics introduces the problem of spectral overlaps.
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5.3 A solution with extended pulses

These appear when the signal associated to a certain harmonic contains resonance peaks
corresponding to other harmonics. In Fig. 5.1 (b) one can see (green arrow) how a peak
of I = 35 (green circle) is mixed with the signal of | = 33 (orange triangle). This is an
additional disadvantage since the interpretation of the spectrum gets challenging.

Condition (5.10) is strengthened using a large B,. This also implies a larger resonance
frequency (namely wy) for each nucleus. Addressing large wy is beneficial since the period
T (note that, in resonance T' = 27l /wy,) and the interpulse spacing get shorter turning
into a better cancellation of 0, AZI7 terms. In Fig. 5.1 (c) (d), we use a large B, =1 T
and the spectral overlap is removed, while the computed signal matches the theoretically
expected values (blue triangles).

Unfortunately, to consider 7 pulses as instantaneous in situations with large B, is
not correct, since nuclei have time to evolve during 7 pulse execution leading to signal
drop [288]. Hence, if one cannot deliver enough MW power to the sample, the results in
Fig. 5.1 (c) and (d) are not achievable.

5.3. A solution with extended pulses

In realistic situations 7 pulses are finite, thus the value of f; = 2/T fOT F(s)cos (lwms)ds
has to be computed by considering the intrapulse contribution. This is (for a generic
mth pulse) 2/T f;ﬂ’:‘H" F(s) cos (lwys) ds, with t, being the 7 pulse time and ¢, the
instant we start applying MW radiation, see Fig. 5.3 (a). In addition, the F'(¢) function
must hold the following conditions: Outside the 7 pulse region F'(t) = £1, while F(¢) is
bounded as —1 < F(¢) < 1 Vt, Fig. 5.3 (a).

Now, we present a design for F'(t) that satisfies the above conditions, cancels intrapulse
contributions, and leads to tunable NV-nuclei interactions. In particular, for the mth pulse

F(t) = cos [m(t — ty)/tx] + Z g (t) sin [qlwn (t — tp)]. (5.13)

Here, a(s) are functions to be adjusted (see later) and ¢, = ¢,,, +t, /2 is the central point

of the mth pulse, Fig. 5.2. We modulate F'(s) in the intrapulse region such that (for the
mth pulse) ftthrt“ F(s) cos (lwnms) ds = 0 and F(t) cancels the intrapulse contribution.

m

Once we have F'(t), we find that the associated Rabi frequency is

Qt) = 9 arccos[F(t)] = S S (5.14)

ot VI—F(t)?

if F(t) differentiable. See appendix E.1 for additional details. Now, the value of the f;
coefficient obtained with the modulated F(t) in Eq. (5.13) (from now on denoted f*)
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F(t) cos (lwwmt)
1
-1
tm tp , tmt1 tp \ T
mth pulse (m + 1)th pulse

Figure 5.2.: Upper panel, one period of F(t) (solid-blue) including the intrapulse behavior, and
the cos (lwmt) function. Extended m pulses span during t, (intrapulse regions
appear marked in red). In this example, | = 13 and t, ~ 4.5 x (T'/l). Solid-black,
behavior of F(t) in case standard top-hat pulses are applied. Bottom panel, train
of modulated §)(t) leading to F(t).

depends only on the integral out of 7 pulse regions. This can be calculated leading to

= %cos (Wlt“ﬂ/l) sin (7/2), (5.15)

which is our main result. For the derivation, see appendix E.2.1. By modifying the ratio
between ¢, (the extended 7 pulse length) and T/l we can select a value for f™ and
achieve tunable NV-nuclei interactions. According to Eq. (5.15), f™ can be taken to any

amount between —% and %, see solid-black curve in Fig. 5.3(a). In addition, owing to
the periodic character of Eq. (5.15), one can get an arbitrary value (between —7= and )

for f/" even with large t.. This implies highly extended 7 pulses, thus a low delivered
MW power. On the contrary, for standard 7 pulses in the form of top-hat functions (i.e.
generated with constant ) one finds (see appendix E.2.2 for the calculation)

i _ 4sin (wl/2) cos (wlt, /T)
! wl(1 — 4122 /T?)

(5.16)

Unlike f/", the expression for flth shows a decreasing fashion for growing ¢,.. Note that
| /8] o [t /(T/1)]~2. This behaviour can be observed in Fig. 5.3(a), curve over the
yellow area. Hence, standard top-hat pulses cannot operate with a large ¢, as this leads
to a strong decrease of f{, thus to signal loss.

To show the performance of our theory, we select, a Gaussian form for a;(t) =
are~(=1)*/21 and set a,(t) = 0, Vg > 1. See one example of a modulated F(t) in
Fig. 5.2 (solid-blue) as well as the behavior of F'(t) if common top-hat 7 pulses are used
(solid-black). Once we choose the ¢, I, and ¢ parameters that will define the shape of
F(t), we select the remaining constant a; such that it cancels the intrapulse contribution,
ie. ft:"H” F(s)cos (lwys) ds = 0. By inspecting Eq. (5.13) one easily finds that a
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Figure 5.3.: (a) f (black-solid) and f{® (curve on the yellow area) as a function of the ratio
tr/(T/1) forl =13. (b) (0z) (curves over dark and clear areas) for the conditions
discussed in the main text. Inset, (o,) computed with top-hat pulses. For all
numerical simulations in (b) we assume a 1% of error in Q)(t) [423].

natural fashion for a; is given by

f;““ cos [(s — tm)/tx] cos (lwms) ds

(5.17)

ay = —  G—tp)?

ft’”'+t” e 222  sin [le (8 — tp)] COS (lWMS) ds

tm

In Fig. 5.3(b) we simulated a sample containing 5 protons® at an average distance
from the NV of = 2.46 nm. Numerical simulations have been performed starting from
Eq. (5.4) without doing further assumptions. The 5-H target cluster has the hyperfine
vectors (note vy = (27) x 42.577 MHz/T) Ay = (27) x [-1.84,—3.19, —=11.02], A, =
(27) x [2.38,5.04, —8.78], A5 = (27) x [8.09,2.66, —1.02], A, = (27) x [4.26, 2.46, 3.48],
and A5 = (27) x [4.07,1.00, —7.09] kHz. We simulate two different sequences, leading to
two signals, using our extended 7 pulses under a large magnetic field B, = 1 T. Vertical
panels with yellow squares mark the theoretically expected resonance positions and signal
contrast. For the first computed signal, curve over dark area in Fig. 5.3(b), we display a
XY8 sequence where the phase of each X (Y) extended pulse is ¢ =0 (¢ = 7/2). The
modulated Rabi frequency (t) is selected such that it leads to fi3 = 47/13 = 0.0979
for [ = 13 (note this corresponds to the maximum value for f{3) with a pulse length
tr = 6 x (T/l). In addition, we take the width of the Gaussian function ay(t) as
¢1 = 0.07t,. The scanning frequency wy spans around yg B, /I for | = 13, see horizontal
axis in Fig. 5.3(b). After repeating the XY8 sequence 400 times, i.e. 3200 extended 7
pulses have been applied leading to a final sequence time of ¢; ~ 0.488 ms, we get the
signal over the dark area. As we observe in Fig. 5.3(b), this sequence does not resolve all
nuclear resonances of the 5-H cluster.

3Note that the presence of extended pulses disables the use of numerical techniques, as those in [230],
to simulate large nuclear samples. Hence, because of machine restrictions, here we focus in a sample
that includes five nuclei and the NV
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To overcome this situation, we make use of the tunability of our method, and simulate
a second sequence with extended 7 pulses leading to the signal over the clear area in
Fig. 5.3 (b). This has been computed with a smaller value for f{% = 0.0979/3 = 0.0326
which is achieved with ¢, & 6.4 x (T/l), i.e. a slightly longer 7 pulse than those in the
preceding situation, and ¢; = 0.07t;. As the f3 coefficient is now smaller, we have
repeated the XY8 sequence 400 x 3 times (i.e. 9600 pulses) to get the same contrast
than in the previous case. The final time of the sequence is ¢y ~ 1.5 ms. As we observe
in Fig. 5.3(b), our method faithfully resolves all resonances in the 5-H cluster, and
reproduces the theoretically expected signal contrast. It is noteworthy to comment that
the tunability offered by our method will be of help for different quantum algorithms with
NV centers [284, 286, 424, 425].

5.4. MW power and nuclear signal comparison

In the inset of Fig. 5.3(b) we plot the signals one would get using standard top-hat pulses
with the same average power than our extended pulses in Fig. 5.3 (b). We use that the
energy of each top-hat and extended m pulse, E™(t;) and E®*(t,), is o< [ Q%(s)ds
where the integral extends during the 7 pulse duration (top-hat or extended). For an
explicit derivation of the energy relations see appendix E.3. The solid-orange signal in the
inset has been computed with a XY8 sequence containing 3200 top-hat 7 pulses with a
constant & (27) x 18.2 MHz. For this value of €, a top-hat 7 pulse contains the same
average power than each extended 7 pulse used to compute the signal over dark area
in Fig. 5.3(b), i.e. E'™M(t;) = E(t,). Unlike our method, the sequence with standard
top-hat 7 pulses produces a signal with almost no-contrast. Note that the vertical axis
of inset in Fig. 5.3(b) has a maximum depth value of 0.98, and the highest contrast
achieved with top-hat pulses falls below 0.99. The dashed signal in the inset has been
obtained with top-hat 7 pulses with & (27) x 4.68 MHz. Again, this is done to assure
we use the same average power than the sequence leading to the curve over the clear
area in Fig. 5.3(b). In this last case, we observe that the signal harvested with standard
top-hat 7 pulses does not show any appreciable contrast. These results indicate that our
method using pulses with modulated amplitude is able to achieve tunable electron nuclear
interactions, while regular top-hat pulses with equivalent MW power fail to resolve these
interactions.

In summary, in this chapter we presented a general method to design extended 7 pulses
which are energetically efficient, and incorporable to stroboscopic DD techniques such as
the widely used XY8 sequence. Our method leads to tunable interactions, hence selective,
among an NV quantum sensor and nuclear spins at large static magnetic fields which
represents optimal conditions for nanoscale NMR.
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Conclusions

In this Thesis we have designed protocols that tailor light-matter interactions for specific
applications in quantum platforms such as trapped ions, ultracold atoms in optical lattices,
and NV centers. In short, we have used DD techniques to design quantum operations
that are robust against errors in environmental and control fields, achieving high-fidelity
quantum logic in trapped ions and energy-efficient NMR at the nanoscale with NV centers
in diamond. We have also studied generalised models of light-matter interaction, leading
to the discovery of selective k-photon interactions in the Rabi-Stark model and a proposal
for preparing non-classical quantum states using the NQRM. Moreover, we have shown
how the appropriate tailoring of interactions among ultracold atoms in optical lattices
could lead to solve the boson sampling problem faster than the best supercomputers, thus
demonstrating quantum supremacy. More specifically:

In chapter 2, we proposed two different methods to generate robust high-fidelity two-
qubit gates with MW-driven trapped ions. On the one hand, we have demonstrated that
pulsed DD schemes are efficient generators of fast and robust two-qubit gates. Particularly,
our MW sequence induces all motional modes to cooperate, which results in a faster gate.
In addition, our sequence is specifically designed to be robust against fluctuations in the
magnetic and MW fields. Then, it achieves fidelities larger than 99.9% including these
realistic sources of decoherence. On the other hand, we proposed a different method that
uses phase-modulated continuous DD combined with phase flips and refocusing 7 pulses,
to produce entangling gates with high fidelity. Contrary to the previous case, here we
considered low-power MW radiation which matches current experimental scenarios. In
particular, we demonstrated that fidelities on the preparation of maximally entangled Bell
states exceeding 99% are possible within current experimental limitations. Moreover, we
also showed that fidelities larger than 99.9% are reachable with minimal experimental
improvements. Summarising, with the help of DD methods, we have developed two gate
schemes that can arguably improve the fidelities of current entangling operations up to
the threshold required for the application of quantum error correction techniques. Finally,
in the same direction, one could study whether amplitude modulated pulses, like the ones
used in chapter 5, can bring extra robustness to our gates.
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In chapter 3, we have studied two different models of light-matter interaction and
propose means for their quantum simulation with a laser-driven trapped ion. First, we
have considered the Rabi-Stark model, both in the SC and USC regimes. Here, we
discovered k-photon interactions whose resonance frequency depends on the state of the
bosonic mode. We have identified that this selective behaviour is caused by the Stark
term, and developed an analytical framework to characterise these selective interactions.
Second, we propose the NQRM, as a natural extension of the QRM in trapped-ion systems.
The nonlinear term f;(7), which appears when moving outside the LD regime, causes
the blockade of motional-state propagation at |n), whenever fi(72)|n) = 0. In the SC
regime, we compared the linear and nonlinear Jaynes-Cummings models, and observe
that collapses and revivals of coherent states disappear. As an application of the model,
we proposed a method to generate large-n Fock states in a dissipative manner, making
use of the nonlinear anti-JC model, and the spontaneous decay of the two-level system.
Regarding this, we find interesting to study how the time needed to prepare the Fock
state scales with the number n!. Finally, we showed how the Rabi-Stark and the NQRM
can be implemented using a single trapped ion. Natural follow-ups of these works could
involve proposals to realise these models in cavity or circuit QED systems or the extension
to more qubits.

In chapter 4, we have introduced a method to realise boson sampling with ultracold
atoms in optical lattices. The group of Prof. Dieter Meschede and Dr. Andrea Alberti
had previously demonstrated discrete-time random walks [395] and two-particle quantum
interference [221] using MW pulses combined with spin-dependent optical potentials.
Boson sampling, equivalent to a multiparticle quantum walk, is hard to simulate classically,
as proved by Aaronson and Arkhipov [87]. On the one hand, we have studied the effect
of particle loss in the boson sampling problem. In particular, we studied how correlated
two-body losses hinders the rate in which valid experimental samples can be generated.
With low particle loss, we proved that the samples are close enough to the boson sampling
probability distribution (BSPD). Interestingly, we also observed that sampling faster than
a classical supercomputer is possible for strong particle losses, however, the probability
distribution we are sampling from does not resemble the BSPD. It is still an open question
whether it is hard to sample from the probability distribution generated by a boson sampler
with strong two-body losses. We also estimated how small other experimental errors
have to be when increasing the number of bosons, in order to keep sampling from the
BSPD. These experimental errors include fluctuations of the magnetic field or imperfect
ground-state cooling. We note that, in principle, DD techniques could be used to relax
the constrains on the fluctuating errors. As a final remark, we notice that one of the
advantages of using atoms for boson sampling may come from the point of view of
verification. This is, to verify that the results delivered by the boson sampler are correct,
even in regimes where the results cannot be retrieved with classical supercomputers. In
this regard, instead of bosonic atoms, a fermionic species could in principle be loaded in
the optical lattice. Doing the same operations to the fermionic atoms would also result
in a sampling problem (fermion sampling). However, in this case, the final probability

IWe thank Prof. Jonathan P. Home for bringing up this suggestion.
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distribution can be calculated in a time that scales polynomially with the number of
particles. One could then verify that the machine samples correctly from the fermionic
probability distribution, and expect that the same will happen for the bosonic case.

In chapter 5, we presented a general method to design extended MW pulses that achieve
tuneable interactions, hence selective, among an NV quantum sensor and nuclear spins at
large static magnetic fields. The latter represent optimal conditions for nanoscale NMR,
enhancing the precision with which signals from magnetic field emitters can be retrieved by
the NV center. At large magnetic fields, the values of the Larmor frequencies increase and
these may surpass the value of the Rabi frequency associated to the applied MW radiation.
This induces a reduction in the contrast of the NMR spectra, something that is solved by
our amplitude-modulated extended 7 pulses. Our method avoids having to increase the
value of the Rabi frequency to that of the Larmor frequencies, leading to an energetically
efficient method. Furthermore, the method is general and can be incorporated to all
stroboscopic DD techniques such as the widely used XY8 sequence. During the course
of this thesis, we have also proposed the use of amplitude-modulated pulses for double
quantum magnetometry?. In that case, a more complex two-tone stroboscopic driving is
required, achieving a larger spectral signal.

All in all, this thesis explores new avenues in the control of quantum systems through
light-matter interactions shaped by specifically designed radiation patterns. We expect
that the results presented here will boost the experimental generation of MW-driven
two-qubit operations with fidelities well above the required threshold to apply quantum
error correction techniques, better quantum sensors performing NMR at the nanoscale, and
the first quantum supremacy experiment using trapped atoms. Moreover, our results will
help in the development of quantum technologies which, besides leading to technological
progress, will certainly be key assets to unveil the unsolved questions of nature.

2Check article 14 from the list of publications
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Further Considerations on the Pulsed
DD Two-Qubit Gate

A.1. Initial approximations

Two-Level Approximation

In this section we numerically argue that the presence of the additional hyperfine levels
of the 171Ybt ion, the fluctuations of the magnetic field, and the effect of fast rotating
terms does not threaten the gate fidelities claimed in section 2.1. For numerical simplicity
we have considered a single four level system and looked for the fidelity of the propagator
after a sequence of 20 w-pulses is applied. We find that the error (infidelity) is on the order
of 107?, hence being one order of magnitude below the gate errors reported in Table 2.1.
Therefore, we conclude that the presence of the additional levels, counter-rotating terms,
and the fluctuations of the magnetic field have a negligible effect on the final fidelity
of the gate to the order claimed in section 2.1.3. We detail now the parameters and
conditions in our numerical simulations.

In the hyperfine ground state of the 17'Yb™ ion, transitions can be selected with the
appropriate polarisation of the control fields. However, experimental imperfections might
generate unwanted leakage of population from the qubit-states to other states. On the
other hand, the presence of fluctuations of the magnetic field may also result in imperfect
m-pulses which may also damage the performance of the gate. To account for these
experimental imperfections we simulate the following 4-level Hamiltonian

Hy = Eo|0)(0] + Ex[1){1] + E5[2)(2] + E3[3) (3] + X (£)[1) (1] — X (2)|3) (3]
+  Q)(|0) (1] + €L]0)(2] 4+ €1]0)(3| + H.c.) cos [wt + ¢(¢)], (A1)

where the energies of the hyperfine levels, E;, are those corresponding to a "1Yb™ ion in
a magnetic field of 100 G, and the qubit is codified in levels {|0),|1)}. Function X ()
represents a fluctuating magnetic field, which shifts the magnetically sensitive levels |1)
and |3) in opposite directions. Numerically we have constructed this function as an OU
process [293], where the parameters have been chosen such that the qubit-levels, in the
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A.1 Initial approximations
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Figure A.l.: a) State infidelity after a AXY-4 sequence, consisting of 20 m-pulses and a total time
of 80us, vs the strength of the leakage of population to other spectator levels. Each
point is the average of the infidelities of 100 runs of the sequence in the presence of
stochastic fluctuations of the magnetic field. b) State infidelity as a consequence of
coupling to a radial mode of the kind in Eq. (A.3). We observe a growing infidelity
for larger values of B with 3 = A, /muvi. The case of gg = 150T/m for two qubit
gate phases ¢ = m/4 squares, and ¢ = 7/8 circles. In c) we use gg = 300T/m
and, again, we use squares for ¢ = /4, and circles for ¢ = w/8. For both plots
we used Y4 = |€) ® (|g) —ile)) + |g) ®|g) (up to normalisation) as the initial state.

absence of any pulses, show a coherence decaying exponentially with a 75 coherence-
time of 3ms, as experimentally observed [196]. Particularly, this corresponds to values
7 = 50us for the correlation time, and ¢y = 2/(75 * T3) for the diffusion constant of the
OU process. Q(t) is a step function taking exclusively values 2 and 0, and €, is a small
number representing the leaking of the qubit population through unwanted transitions.
For the numerical analysis we have used unfavourable values for this set of parameters.
More specifically, the Rabi frequency was assigned a value of Q = (27) x 20MHz, which is
already twice the maximum value used in all the other simulations throughout the analysis,
having therefore a larger probability of exciting other, undesired, hyperfine transitions.
Moreover, the simulations were performed for the longest sequence discussed in section
2.1.3, which lasts 80us.

We compare the propagator resulting from our simulations to the identity, which is
what one would expect after an even number of m-pulses, 20 in our case, and we compute
a value for the fidelity according to the definition

Tr(ABt
Py [TAB)

~ V/T(AAD T (BBT)’ (A-2)

where F4 p is the fidelity between operators A and B. To account for the stochastic
effects of the OU process that models the fluctuations of the magnetic field, we have
averaged the resulting fidelities over 100 runs of our numerical simulator. In Fig. A.1 we
show the value of the infidelity, 1 — F', for a number of values of . We can see that the
error grows non-linearly with the strength of the leakage € due to polarisation errors in
the control fields. However, for alignment errors below 20% (¢, = 0.2) we obtain that
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Appendix A. Further Considerations on the Pulsed DD Two-Qubit Gate

the infidelity is smaller than 10~*. Hence, for polarisation errors below 20%, the effect of
additional hyperfine levels, magnetic field fluctuations, and fast counter rotating terms
should only be detectable in the fifth significant order of the gate fidelity, and not alter
the 99.9% fidelity claimed in section 2.1.3.

Coupling with radial modes

In this section we study the influence of the motional radial modes of the ion in our
proposal. To account for the effect of a given radial mode d, Hamiltonian (2.1) needs to
be complemented with a term of the form

vpd'd + Ap(d + d")[oF + o] (A.3)

Because of computational restrictions, in this analysis we will only consider one radial
mode, and assume no motional decoherence. Term (A.3) is justified because of the
unavoidable presence of some remanent magnetic field gradient in the radial direction,
which leads to the coupling A, that we model as a fraction of the coupling n;14 in
Hamiltonian (2.1) of the main text, i.e. A, = fniv1. We have compared the states
evolved under Hamiltonian (2.1) in the main text including and not the coupling term in
Eq. (A.3), and computed the infidelity between them. In Fig. A.1 we show the results for
different values of 3. The value of v, = (27) x 2.5 MHz was used in the simulations, and
the initial state for the qubits was chosen to be v, in Table 2.1, while a thermal state
with 2 phonons was used as the initial state of the radial mode. We observe that even for
large values of 3, the impact of the radial mode is negligible, on the order of 10~ for
values of 8 up to 0.4, which are experimentally unexpected.

A.2. Two hyperfine ions under a magnetic field
gradient

The Hamiltonian of the relevant hyperfine levels of the two-qubit system (composed, in
our case, of two 71Yb™ ions) under a z dependent magnetic field can be expressed as

H=wad'a+wmcle + [we+7.B(z1)/2)le)el +welg)(gls
+ [we +7eB(22)/2][e)(el2 + welg) (glo- (A4)

If we assume that the ions, which interact through direct Coulomb force, perform only small
oscillations around their equilibrium positions, z; = z? + ¢, and we expand B(z;) to the
first order in g;, then B(z;) = B; + gp q;, where B; = B(2Y) and gp = 8B/8zj|zj:2?.
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A.3 The interaction Hamiltonian

With this, and up to an energy displacement, the Hamiltonian (A.4) reads

1 1
H = §[We+%31/2—wg] Uf+§[we+%82/2—wg] o3 (A.5)
+ viata+wvacte + %(fh + o) + 9B

8 (@107 + 203),

where we have used the relations |e)(e|; = 3(1 4 07) and [g)(g|; = 5(1 — of). At this
moment, it may be useful to recall that the displacement of the ions from their equilibrium
positions, g1 and g2 can be expressed in terms of the collective normal modes, 1 and

Q2, as
- [ R [ R
ql = Ql\/iQ2 = 4M]/1 (a + a/J[) - 4My2 (C + CT)7

_ Q1+Q2_ h (
e = 75 T\ 1

a—i—aT) + (c—&—cT), (A.6)

4Ml/2

M being the mass of each ion. Using these relations, which follow the prescription in [280],
Eq. (A.5) can be rewritten as

1
H = 5[(,ue +9eB1/2 — wglof + mui(a+a")o? —nava(c+ co?
1
+ 5lwe +7eB2/2 — wlog +mrr(a+ a")as +nava(c + c')os
e h
+ wadla+vacte+ % Mo, (a+al), (A.7)
h

where we have defined 7, 2 = % e

and the normal modes. The last term in Eq. (A.7) can be absorbed by a redefined bosonic
operator b = a + 21, which results in Hamiltonian

as the coupling strength between the qubits

w1
2
w2

2

H=u1b'b+wmcle + o +mui(b+ b oF — nara(c+ co?

+ Ior +7}1V1(b+bT)J§ —|—7721/2(c—|—cT)a§ (A.8)

where wi 9 = we — wy — 41ﬁu1 + 7VeBi,2/2. Furthermore, we can easily compute the
quantity wy — w1 = Ye(Ba — B1)/2 = Y95 (28 — 29) /2 = v.gpAz /2.

A.3. The interaction Hamiltonian

A bichromatic MW field of frequencies w; and phase ¢ will be applied to the system
described by Eq. (A.8). The action of such MW field on the ions is described by the
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following Hamiltonian

H.(t) = Z Q;(t) (o] + 03) cos(w;t — @) (A.9)

j=1

where €2 is the Rabi frequency associated to the intensity of the MW field with frequency
w;. If we add this term to the Hamiltonian (A.8), and we move to an interaction picture
with respect to Hy = 07 + 205 + 11b'b + 1aclc, the complete Hamiltonian in the

interaction picture will be given by

HI(t) = nlylbefi”ltoz — nmovace” M2 aE 4 muibe” M GE + movnce 202
Z Q;(t) cos(w;t — @)] (o7 e + o e™2") + H.c. (A.10)

i ot ot . 2 _ip 2 .
where we have use the relations €@ @ge=0a'a — =10 gpd 00" gte=i00" — 5+¢i20
Rewriting the last term leads to

HI(t) = muibe M 0F — novace” 2 aF 4 mvibe” M 0E + novoce” 2l al
n QIT(t) [afew(eﬂ(wlt—@ 1) + of (elertwate=io | e—i(wl—wz)teiqﬁ)}
+ Q22(’5) [gr(ei(wﬁwl)te—w 4 e W)t ity | kit (gi2(w2t=9) | 1)}
+ Hec (A.11)

At this point we can safely neglect the terms that rotate with frequencies +|2w |, £|2ws|
and +|w; +ws| by invoking the RWA. Because |wi ], |wa| 3> 94, Qs, these terms will have
a negligible effect on the evolution of the system. On the other hand, terms that rotate
with frequencies &|ws — w1 | would have a significant effect on the evolution of the system.
However this will be suppressed at the end of the two-qubit gate, because of the design of
the pulse sequence. How this elimination occurs is covered in section 2.1.3 and appendix
A.6. Hence, we can assume that these terms do not have any effect on the system and
we can neglect them, thus the Hamiltonian is

H(t) mvr(be” ™ £ bTe1) 0% — mouy(ce” ™2t 4 cTe2) o (A12)
,'711/ ( —ivqt bTeiult)o,g =+ 772V2(C€_iy2t + CTeiugt)O_g

1 (1) a(t)
2

+ o+

(o' +or7e) +

2 (05 e™ +o5e7™?),
which corresponds to Eq. (2.4) in the main text.
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A.4. The time-evolution operator

An analytical expression for the time evolution operator exits for any Hamiltonian of the
form

N M
H"(t) Z Z FiOnmvm (ame™ " + af e t)o?. (A.13)

j=1m=1

The Hamiltonian for our ion system, undergoing a sequence of instantaneous m-pulses, is
given by

HH(t) = fi (t)nlul(be_wlt + bTei”lt) o5
- fi®)mava(ce™ ™2t 4 cTei”zt) o5
+ g(t)mul(be*i’“t + bTe“’lt) o3
+  fo(t)marva(ce™ 2t 4 cle2t) o2, (A.14)

and therefore belongs to this category with a; = b, as = ¢ and 11 = 121 = 11,
M2 = —T22 = —1e.

The time evolution operator of a time dependent Hamiltonian is given by the Dyson
series or equivalently by the Magnus expansion:

U(t) = exp {0(t) + Q' (¢) + Q' (1) + ...}, (A.15)

where (in general for to # 0)

OM(t, tg) = —z’/ttdtlH(tl)
DM(11y) = % / it / dta[H (1), H(ts)] (A.16)
W) -~ L / / s /2 dty (LEL (), [H (1), H (15)]
+ [H(ts), [H(t2), H(R)]),
and so on. In our case, QM terms for k > 2 are zero because [H(s), [H(s'), H(s")]] = 0.

The first term QM can be written as

DMt 1) = —zme amGim (t,t0) + amGﬂn(t,to)]aj (A.17)

]m
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where

t
Gim(t,to) = vm / dt' f; (e~ mt, (A.18)

to

The second term can be calculated to be

ON(t,tg) = —7/ dtl/ldtg (t1), (tz)]:—i/ dty [H(t1), 0 (t1, to)]
= / dtlzz 77Jm773 m/'Vm

X [filame ™" +al, 7"”T”'tl)a (A G i +a /G )03

= / dty Z Z njm'r]] mVm

Jjt m
X (B G (sl + Gy [ahanl) 505, (A19)
which, using [am, a! ] = 8m.m and (05)% = 1 becomes
Dt to) = ot to)oios + K(t,to)1, (A.20)

where the phase ¢ is a time dependent function given by
t
pltto) =39 / AoV {1 (E)Gam (' t0) + Fo(t)Cum (£, o) Ve (A.21)
m to

where  indicates the imaginary part. We have ignored the term K(t), as it will only
contribute with a global phase. Finally, we can easily check that the time evolution
operator can be written as

Ul(t,to) = Us(t,t0)Uc(t, to) (A.22)
where
Us(t,to) = eXp{ —1 Z Nim [amGjm(t, to) + amG;m(t, to)] o]z»}, (A.23)
Jm
and
Uc(t,to) = exp [iv(t,to)oios]. (A.24)
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A.5 Properties of the G ., (t) and ¢(t) functions

f(z)
+1 = -~ =
T ) ~ Ta Ta ~ ~ Ta
Ty T Th Th
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e
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Figure A.2.: Modulation function f(z) function that corresponds to the first two blocks of the
AXY-4 pulse sequence. Time has been normalised by the characteristic time of the
sequence T (v =t/7), as well as 7o = 7o /7 and T = 1,/ T.

A.5. Properties of the G;,,,(t) and ¢(t) functions

Searching for all different sequences that fulfil the conditions G, (Tg) = 0 and ¢(Tg) # 0
gets easy if we identify which are the indispensable variables that define the problem.
The sequence function f1(t) = f2(t) = f(t) is completely defined by the four parameters
Ta,Th, T, and ng, for the case of an AXY-ng sequence. The duration of the sequence is
of course only determined by two of them: 7 and ng (T = np7). It is useful to rescale
the domain on the f function using 7, the characteristic time of the sequence, as t = x7.
Then, the property f(t 4+ 7) = — f(t) becomes f(z+ 1) = —f(x), and also 7, 7, may be
redefined as 7, = 7,/7 and 7, = 7,/7. The AXY-4 sequence with this time rescaling is
shown in Fig. A.2. With this change of variable, the G}, functions at a time T read

Tq , M ,
Gim(Ta) =vm dt f(t) et = v, dx f(x) e”mT, (A.25)
0 0

Now, if we relate 7 and v as
v = 2xr with r € N, (A.26)

these functions become independent of the frequency v,
M _ M _
Gih1(Te) = 1/17’/ de f(x) e ™% = 27rr/ dz f(z) e ™"  (A.27)
0 0
M . M 4
Gjo(Tg) = vor / dx f(x) e 2V = o /3y / d f(z) e 27V3  (A.28)
0 0

This simplification works also for the ¢(t) function, that can be redefined in terms of
#1(t) and @1(t) as
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where
M x
¢1(Te) = (2771)* S / e / dy [f1(2) f2(y) + fa(2) fi(y)] €279 (A30)
0 0

M x )
5a(Te) = (27V3r) S / dz / dy [F1(@) Fo(y) + Fol@) fa(9)] 2730 (A31)

or
M x
H(Te) = (2mr) S / da / dyLf1(@) Fav) + Fale) fa(9)] (A32)
0 0
ei27r7‘(w—y)_ 1 €i27r\f7'(w—y)
«( S5V, (A.33)

Now, it is clear that the functions G,1(Tg), G42(Tc), and 3(Tg), only depend on
Ta» 7o, na and r. Therefore, the functions plotted in Fig. (2.3) (corresponding to cases
ng =4, r = 1,2,3), do not depend on the frequencies v,,, but only on 7, and 7.

A.6. Pulse propagator

Our strategy to produce fast m-pulses on a certain ion qubit and, at the same time,
eliminate undesired effects on the off-resonant qubit consists in appropriately choosing
the Rabi frequency of the driving. When a 7w-pulse is applied, say on the first qubit, we
have the following Hamiltonian

H= %af + %05 + Q cos(wit — @) (o] + 05). (A.34)

w2

=05 and after eliminating fast rotating terms,

In a rotating frame with respect to -of +
the above Hamiltonian reads
D 4 N

H==Co) + ?[a;eid’eiéﬂ +H.cl, (A.35)

where 0¥ = 07 €'® + o7 e and §, = wy — wy. At this level one can argue that, only

when the Rabi frequency is small, the second term on the right-hand side of the above
equation is negligible. This unavoidably limits the value of 2; and, consequently, how fast
our decoupling pulses can be. In this respect, note that for a value of wy —w; = (27) x 45
MHz, which is even larger than the ones used in section 2.1, we find that ; should be
significantly smaller than (27) x 1 MHz if we want to eliminate the crosstalk between
ions during 20 w-pulses, see Fig. A.3.
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A.6 Pulse propagator
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Figure A.3.: Fidelity after 20 m-pulses between the propagators associated to the Hamiltonians
H = 20+ Lofe®e + Hel and H = $10{ as a function of the Rabi
frequency ). We can observe how the fidelity decays because of the fail of the
RWA. For this plot we have taken 62 =~ (2m) X 45 MHz, a value that is even larger
than the ones we use in section 2.1.3.

To eliminate this restriction, we can use the following expression
~ —i [* H(s)ds -
U[t:to] = Te fto = UOU[t:tO] (A36)

t
. N T . .
— 6_7’H5(t_t0)T6 zfto U (H(s)—Hs)Upds

)

where 7' is the time ordering operator, Hs = —(d3/2)03, and find the time evolution
operator for Eq. (A.35) in a generic time interval (¢,%o). This is

Uppgg) = €+ 2 o8 (t=10) giF o5 (t=to) g=ir(t=to)ro-5 (A37)
where v = 2,/Q% + 63 and
1
flo = 5205 (9~ o), ~Osin (6 + ¢0), 6] (A.38)

with Yo = 5t0/2

Note that the first and the second terms in Eq. (A.35) commute, which allows to apply
the relation (A.36) only to the part [0 e?®e?2! + H.c.]. Finally, for the sake of realising

a m-pulse we will set (t —ty) = 1) = g which gives rise to

Ut(:) — o iQ/2)0 0 tx ,i(82/2)05 tr ,—ivtn (0-F2) (A.39)
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In the same manner, for a m-pulse (with tSTQ) = le) in resonance with the second ion
we would have

Ut(f) — o~ i(22/2)0tx i(61/2)0F tr g—ivtr (f10-G1) (A.40)

Equations (A.39) and (A.40) contain the terms corresponding to the m-pulses in which
we are interested (exp [— zﬂ—la(ft ] and exp [— 19—2037 tr]) plus the crosstalk contributions
we want to get rid off. To eliminate terms exp [—i7yt, (7o - &2)] and exp [—ivt, (7o - 1),

we will adjust the Rabi frequencies €2, 2 such that

(Q.2)2 + (521)2 —— = 7 x k, with k € Z. (A41)

t
Yir = 012

w\»—*

In this case we have that exp [—ivt,(fig - 02)] = exp [—ivt,(fig - 71)]] = £1, i.e. the
unwanted terms contribute as a global phase Hence, only pure dephasing terms remain
in both pulses, exp[ 205t,] and eXp[ So%t,], which will be cancelled by our tailored
MW sequences as explalned in section 2. 1 3.

A.7. Heating rates estimation

To estimate the I', . parameters, we will rely on the data provided in [276], as well
as on the scaling relations one can extract from [287]. More specifically we take as
reference values (for the center-of-mass mode) 72t = 41 phonons/second for a frequency

viet/(2m) = 427 kHz, and (for the breathing mode) nief, = 7 phonons/second for a
frequency v4f/(27) = 459 kHz, [276]. The latter values correspond to a configuration at
room temperature (77! = 300 K) with an ion-electrode distance of d*, ~ 310 um, that

would give rise to a magnetic field gradient gp = 23.6T/m.

Our operating conditions require, for the first studied case, an ion-electrode distance of
di—e =~ 150 um, to generate a magnetic field gradient of g5 = 150T/m where v; = v and
vy = /3v with v/(27) = 150 kHz, while we will consider low temperatures of 7' = 50 K.
In this situation one can derive new values for 7.com and npge using scaling relations [287]
which in our case are

ref dref \4 /ety —2.13
e (B E ) e
ref \ 2 dref 4 ref —2.13
et () (2) () (r43)
1—e

Then, one can use that, when close to the motional ground state, we have [287]

and

hcom,bre = 1_‘b,c Nb,c; (A44)
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A.7 Heating rates estimation

that together with the definition of N, . = Nfhermal — 1 /(emvi2/ksT _ 1) allows us to
obtain the values for I'y, ..

In the second studied case, a magnetic field gradient of gp = 300% would require to
locate the ions closer to the electrodes, which would induce more heating. We estimate

a distance according to the relation di_. = % 150 pm ~ 106 pm that assumes a
d%. This new distance can be used in Egs. (A.42) and (A.43) to

derive new values for the heating rates I'y ..

dependence gg ~
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Further Considerations on the Hybrid
Two-Qubit Gate

B.1. Interaction pictures and MW sequence

In section 2.2, our reference frame is established by Hy = %Uf + %05 +vala, named the
ion frame. This means that the Bell state produced by the protocol will be actually rotating
according to this frame. Throughout the section, we make use of various interaction
pictures to acquire a better understanding of all interactions. The first one is the so-called
bichromatic interaction picture [264, 291, 292], and it is defined by Hp(t) = Q cos (0t)S,.
As the gate Hamiltonian in Eq. (2.23) is written in this picture, the state produced at
time ¢, will match the one in the ion frame if Uy (t,) = exp [iQsinc(dt,,)S,] = 1. For
that, we impose the following relation between the detunings £ = §/N = v /(N — 1), thus
assuring that 0t,, = 2w N, where N € N. The latter is not strictly necessary, as the same
effect can be obtained using pulse shaping [264, 291].

The addition of the carrier driving introduces the term Q%Sy in Eq. (2.30), that,
while commuting with the gate Hamiltonian, it produces qubit rotations that have to be
synchronised with the time t,. For that, it is necessary to choose Qpp in such a way
that QDDtn = 2mm where m € N. Moreover, the number of phase flips also limits the
possible values of Qpp as the time interval between phase flips needs to be a multiple of
QW/QDD. The latter is crucial for a correct elimination of magnetic field field fluctuations.
At the same time, this also sets a lower bound for the minimum non-zero value of Qpp,
which increases with the number of phase flips. Finally, in the phase modulated case, the
time interval between two phase flips should also be multiple of 7/4.

'The sinc function is defined as sinc(z) = sin (z)/x.
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B.2 Hamiltonian with crosstalk terms and two vibrational modes

B.2. Hamiltonian with crosstalk terms and two
vibrational modes

The Hamiltonian describing two trapped ions under a static magnetic field gradient
0B/0z = gp, in an interaction picture with respect to the free energy term of the qubits
and the modes %'of + 03 + vbtb + 3Bucleis

Hye = molbe™ +516™)(0F +05)
+ 371/4771/(667“/51” + chei\/g’”t)(fJf7 +03) (B.1)

where bf(b) and ¢! (c) are the creation (annihilation) operators associated to the longi-
tudinal center-of-mass and breathing modes of the two-ion crystal. The former is used
as the quantum bus of the qubits, while the latter stays off-resonant. For the numerical
simulations in the main text we will truncate the Hilbert space of these at N, = 15
and Ny, = 5 respectively.

The Hamiltonian of a MW driving with frequency @, and phase ¢ acting on the first
qubit reads

9] ) ] . ) . )
qu — é(o_;rezwlt _|_O_;ezw2t)(61wlte—zq5 + e—zwltezg{)) +H.C., (Bz)

where |w; — @1| € we — w1 K wy + wa. If we neglect terms rotating with (w1 + @1)
and £ (wy + @) by applying the RWA and consider &p = wy, the Hamiltonian reads

O

Hp =

— (o] + oSN e L He., (B.3)

1/3
2 . . .
where Aw = wy —w; = 172 (47r52:}\4u2) . In our protocol, each qubit is driven by two

phase-modulated MW fields, and the total Hamiltonian reads

2
H=Hy+Y {QQ(t) cos [w;t — @] — Qpp sin [wjt — ¢]}
j=1
x (o et £ et £ He.). (B.4)

where Q(t) = Qcos (0t) and ¢ = ¢(t). After neglecting all the terms rotating with
frequencies on the order of w; the Hamiltonian is reduced to

H = Hys+[Q (1) - if(n =22 ]”c(t)w)
X [of (14 e 4 o) (1 + e29Y] + Hec., (B.5)

where f(t) changes from +1 to —1 depending on the number of phase flips applied,
and ¢(t) can be found in the main text. This is the Hamiltonian used in our numerical
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Appendix B. Further Considerations on the Hybrid Two-Qubit Gate

simulations, which include the crosstalk terms that rotate with +Aw as they have a
non-negligible effect. However, these will be averaged out by the introduction of the
carrier field. For clarity, in section 2.2.1 we disregard these crosstalk terms and the
off-resonant motional mode, which reduces the Hamiltonian (B.5) to

H = nu(be™ ™ + bTe™") S, + [Qcos (6t) — i f(t)%]ezﬂw%; +He, (B.6)

which corresponds to Eq. (2.28) except for the f(¢) function, which is not included in the
main text for simplicity.

B.3. Second-order Hamiltonian derivation in the
phase-modulated case

In this section we derive Eq. (2.31) calculating the second-order Hamiltonian corresponding
to Eq. (2.30). This reads

20
5

)(be*”’t +bTe™)S, + 2nuvJy (?) (be™ ™" + bTe™) sin (51)S,

QDDS g, JE(29/9)
2 v PP (20/6)

H= 77VJ0(
+ cos (26t)S,. (B.7)

Moving to an interaction with respect to QDDSy/Q, H transforms into

H = nVJo(S’ere*i(”*Q)t + S_be i 4 H.c.)
B 2

+ 2y (be” ™t + bTe™) sin (51)S, — QDDi—1 cos (26t).S,, (B.8)
0

where Q = Qpp and Sy = (5. £1iS,).

It is convenient to calculate the second-order Hamiltonian that corresponds to the first
term in Eq. (B.8) in the regime where Qpp < v, as its coupling strength is larger than
the one of the gate. The second-order Hamiltonian can be extracted by using the Magnus
expansion, and it is given by

77 (2) R Y A T S VIO

A (1) = T2 [ ar'[Sbe + 5 be +He.
0

LS be =D LG pem it DY L ). (B.9)

First, we can calculate the part that will lead to the time independent, accumulative part.
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B.3 Second-order Hamiltonian derivation in the phase-modulated case

These terms are

/t dt'[pS,,bfS ] ... = [bS,, bTS’,]i%(l — cos [(v — Q)t]) (B.10)
0

/Ot e[S bS] .. = [bS_, 15, V_fiﬂ(l ~ cos[(v + 0)1)). (B.11)

The commutators can be calculated using the following relation, [AB, ATBT] = [A, AT|BBT+
AYA[B, Bf], valid if [A, B] = 0. Using this, we have that

- s 1 1
[bS,bS ] = 1(S§+Sf)+(bfb+§)5y (B.12)
L 1 1

[bS_,bTS,] = Z(Sﬁ—&-Sﬁ)—(bTb—ki)Sy, (B.13)

and the time-independent part of the second order Hamiltonian reads

. 22 J2 1 1
g - _ Y 0{ _ ~} 2 g2
eff 4 V—Q+Z/+Q (Sac+Sz)
2,2 72
n°v Jo{ 1 1 } t
- — — = r(20Tb+1)S,, B.14
s b R S (ARSI (B.14)
which can be rewritten as
) = = %(52 + 52) = g (26b + 1), (B.15)
where g, = Y175 and go = (2200
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Further Considerations on the
Selective Interactions of the QRM

C.1. Dyson series of the Rabi-Stark Hamiltonian

The Rabi-Stark Hamiltonian as written in Eq. (3.1) is
H= %UZ +wa'a+ya'ao, + g(oy +0_)(a +a') (C.1)

where 0, 0, o_ are operators of the two-level system and a' and @ are infinite dimensional
creation and annihilation operators of the bosonic field. Using the ket-bra notation, the
two-level matrices are o = |e)(g], o— = |g)(e| and o, = |e){e| — |g)(g| where |e} and
|g) the excited and ground states of the two level system, respectively. On the other hand,
the bosonic operators can be written as

al = i vn+1|n+ 1)(n| (C.2)
a:i\/n+1|n)<n+1| (C.3)

where |n) is the n-th Fock state. With this notation, the Hamiltonian in Eq. (C.1) can
be rewritten as

H =Y wile)el ®[n)(n] +wilg){gl ® In){n

n=0

+Q,(le){g] + He.) ® (Jn + 1)(n| + H.c.) (C.4)

where w& = (w+y)n+wp/2, wd = (W —"y)n —wy/2 and ,, = gv/n + 1. We can move
to an interaction picture with respect the diagonal part of Eq. (C.4), and the non-diagonal
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C.1 Dyson series of the Rabi-Stark Hamiltonian

elements will rotate as

le)(gl@n+1)(n| — |e){g]®|n+ 1)(n|e@nrmwn)! (C.5)
) el @ In+1)(n| — [g){e| ® |n+ 1)(nfe” “nwn)t (C.6)
le)(gl@ In)(n+1] — [e){g| ® [n)(n + 1|e"“n—wnsa)t (C.7)
g) (el @ [n)(n+ 1| = [g){e| ® [n)(n + L|e~ “nramwn)t (C8)

where 6 = wf | —wd = wH[wo+y(2n+1)]and 6, = wi | —w =w—[wo+7(2n+1)].
The Hamiltonian in the interaction picture can be then rewritten as

oo
t) = Z Q, a+e“$" 4o e )@ |n+1)(n| + H.c. (C.9)

which corresponds to Eq. (3.2).

C.1.1. Second-order Hamiltonian

The second order Hamiltonian that corresponds to Eq. (C.9) is given by [153]

HP () = —i / t dt' Hy(t)Hp(t'). (C.10)
0
We can write H;(t) as
ZQ (Su(®)ln+ 1)l + SEO Y +11), (C.11)
n=0
and, then,
HO( _—ZZQ Qo ( t)ln + ><n\+sg(t)|n><n+1|)
/dt( ()l + 1)+ S (') (o' +1]), (C.12)
0

which gives H?) = Hf) + HP where

ZZQQ( /dtsf( ))\n+1><n+1|

+23 (S50 /0 At'S,(1) ) In)n] (C.13)
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Appendix C. Further Considerations on the Selective Interactions of the QRM

gives diagonal elements and
t
HP () = =iy 21 (S () / at'Sa(t'))In + 2)nl

92,001 (S1(0) / 4t} (1)) ) (n + 2] (C.14)

is related with two-photon processes. Calculating the two-level operators we obtain

t .
Sn(t)/ ar'sit) = 5%0’+U,+5L_0',0+
0 n n
- 5%0+U,ei6¢t - 5%0,0+ei6":t (C.15)
t . .
S};(t)/ dt'S,(t") = —6%0_0+— =040
0 n n
+ 5%0_0_5_671'5# + 6%0+0_67i55t (C.16)
t .
Sn+1(t)/ dt/Sn(t/) _ 75%0_‘_0_ ( AR I T 616I+1t)
0
_ 570 J+(€i(5;+1+6:;)t _ eié;rlt) (C.17)
St / WS (t) = o o (T )
n+1
+ 5; U+U_(e_i(§;+6:+1)t ) (C.18)
n+1

We can ignore the terms oscillating with 6.7, as these frequencies correspond to reso-
nances of the first-order Hamiltonian and one-photon processes. Keeping the other terms
we have that

HY ~ 302 (B + 2 ) o+ 1) (n+ 1] - 02 (T2 + 2225 ) n)(n) (C.19)

o On &t Sn
and
O4L0_ + o_0
HI0) 3~y (= 0 St 0 000 Y 2) o

+Q Qn+1(0' (o8 71(6++6_ 1)t + -:;‘—efz(én +6:+1)t)|n><n+2|. (C20)
5n+1 5n+1

The two-photon transition terms in Eq. (C.20) oscillate with frequencies 6,7 + 6, | =

2w — 27 and 5:[“ + 9, = 2w + 27, which are zero only in the points of the spectral

collapse. Thus, we do not expect to see two-photon transitions in the regime where the
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C.1 Dyson series of the Rabi-Stark Hamiltonian

Hamiltonian is bounded from below. The terms in Eq. (C.19) will induce an additional
Stark shift that can induce a shift in the resonance conditions of the higher order processes,
as we will see later. The Hamiltonian can be simplified to

HO ~ Z {( Qj >g+g_ + (i;i_‘ll - ;?)0_0+}|n><n. (C.21)

C.1.2. Third-order Hamiltonian

The third order Hamiltonian is calculated by

t t’
HO (1) = (—i)?2 / dr / dt" Hy (6 H (8 H (). (C.22)
0 0
Following the same notation of the previous section, the third order Hamiltonian is
H® (1) Z Q QnQn( S, () + 1)(n] +H.c.)

/dt( ()l + 1) ('] + He.) /Otl at" (S () + 1) (| + He). (C23)

If we focus on the three-photon resonances, the following Hamiltonian contains them

1P (1) ZQ Q11280 12(t)
t
x / dt’SnH(t’)( / dt”Sn(t”))|n+3)(n|+H.c. (C.24)
0 0

The contribution of the two-level operators can be easily calculated by noticing that from

Snt2(t)Sna1(t)Sn(t") = (UJreilsI”t + 076i6;+2t> (C.25)
% (UJreizSIJrlt’ —i—a,eié;ﬂt/)(mre“sn v g eint” ),
only the following two terms are not zero (notice that o3 = 0)

St a(D)Sn i1 () (") = oy eidisateiduint ¢Ont” 4 o eiuiateidint g0nt” (C.26)
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Appendix C. Further Considerations on the Selective Interactions of the QRM

After calculating the integral we obtain that the Hamiltonian is

1 - <(3) et
H(S QO Qn Qn - (ezé+7Lt _ ezénJer)
=3 0.0, H{W%%

n=0

1 ; s+
+— (eﬂ("”"”t — e“sn+2t) orln+3)Yn|+H.c
e I+ 30

1

5 (67 +5;)(ew(jt 625;”)

+QnQn+1 Qn+2
n+1

+ﬁ (eiQ(w_"’)t - ei5ﬁ+zt) }an}(n +3|+He (C.27)

where 61%) = 6%, 467 + 0 =2w+06F, and 6% =6 46 + 0y = 2w 40,
Ignoring the resonances 4,7, or 4, , that correspond to the first-order processes, and
2(w =£ 7y) which is only zero at the point of the spectral collapse we are leaved with

1 (3)
HP(t Qi 1ol ————— 0 eOntt
;) TR 25w =) T
1
g -t S+ 3V (n + H.c, C.28
) }| )inl (C.28)

where the 3-photon JC and anti-JC resonances are easily identified as 583 + =0 and

67(137 = 0 respectively. In a simplified way, Eq. (C.28) is rewritten as

HO 1) = 3 (0 0y e+ 0P o_en"t)|n + 3)(n] + Hee, (C.29)
n=0

where + = g3/ (n+3)1/nl/26} (w—~) and QP = g3\ /(n + 3)/nl /267 (w +7), as

shown in section 3.1.2.

C.2. Derivation of the Rabi-Stark Hamiltonian in
trapped ions

In this section we will explain in detail how to go from Eq. (3.9) to Eq. (3.10) in the main
text. Equation (3.9) reads

Q

) Q
Ha(t) = —i—n2Taa+e_“5Tt ALY

ope 0t s hso + Hec. (C.30)
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C.2 Derivation of the Rabi-Stark Hamiltonian in trapped ions

At this point the vibrational RWA has been applied, however for a precise understanding
of the effective dynamics we need to consider the following additional terms that have
been neglected, so that the total Hamiltonian is H = Hx + Hpg, where

Hgp(t) = —?O—Jrefz(fwr&r)t _ 7bo_+€ﬂ(u+5b)t
+ ine'?s 7SJ+(ae*“’t +afe™!) + Hee. (C.31)

The first two terms are the off-resonant carrier interactions of the red and blue drivings
which are usually neglected given that Q,;, < v. The last term represents the coupling to
the motional mode of the carrier driving. The latter does not commute with the first and
second terms, and moreover, they both oscillate at similar frequencies (as 4., 6, < v).
The consequence is that, at second order, these terms produce interactions that cannot
be neglected as we will see in the following. The second order effective Hamiltonian is

H?@) = —i /tH(t)H(t’)dt’
0

— / (s + Hs(0) (Hale) + Ha@))dt'.  (C32)

0

We are only interested in terms arising from fg Hp(t)Hp(t')dt’ whose oscillating frequency
is §,. or 8. These are

Q, ; ¢ Qs _, - 025, - ;
70+6_’(_”+6*)t/dt’infe_wsa,ae_wt =-n Z oLo_e 98Tt (C 33)
0 v
Q . t Q . - Qs . -
7ba+eﬂ(”+5b)t/dt’in?seﬂ‘z’sa_aTe’”t :n%oq_a_e*wse*wbta]h(C.34)
0 V
. Qg ips toivt ! /Qr i(—v48,)t _ Q50 ips 10t T
—i—eoyale /Odt —o_e —nmmra,e e*r*a’(C.35)
. QS ; ; ¢ Qb : ’ QSQb . .
i 285 igs —ivt dtlf . i(v+dp)t - _ . ids i0pt C.36
e o ae /0 5 0-¢ 7774(V+5b)0+0. et )
Q. b Qs o 059, o
—70761(*””")’5/dt’in;ewsa+afem =-n i o_oe'?sertal(C.37)
0 4
Q , b Qg o Qg0 o
——ba_e’(”+5b)t/dt’in—sel¢sa+ae_1”t Y ba_a+el¢sez‘sbta(C.38)
2 o 2 v
Qs . toQ, ; / Qs . ;
inge*“ﬁsa_ae*“’t/dt’70+e*’(*”+5"‘)t :1774(1/5 5 )cr_o+e*’¢sefz‘5"ta(C.39)
0 - Ur
Qs

Q ) X tQ . , ) )
in7se_’¢sa,aTe’”t/dt'%a+6_z(”+5b)t = — U,U+e_z¢se_“5btajf.(C.4O)
0

4(v + 0p)
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Appendix C. Further Considerations on the Selective Interactions of the QRM

If we assume that 1/(v £ ;) ~ 1/v and reorganise all the terms we get that the

second-order effective Hamiltonian is

QSQT
4v

Qg8
4y

Hg)(t) ~ (ie""se g + Hoe)o, — 1 (ie""¥se gl 4 Hoc)o, (C.41)

which can be incorporated to the first-order Hamiltonian in Eq. (C.30) giving

Heg(t) = —i(2 g£1)0+ - gﬁz)e’wsaz)ae*“s”‘ (29(1)0 + géz)e*wsaz)aTe*i‘sbt
Q Q ,
+ ?OaJre igs n278aTaa+e’¢S +H.c., (C.42)

where g(l) =nQ,p/4 and gi?b) = nQsQ,p/4v and Qo = Qs(1—n?/2). Now, if we assume
¢s = 0 or m and move to a frame with respect Q%ax, we obtain (below Q = Qpp for
clarity)

R Q '
HL = OJ?OU T 7Sa7a0+ — z( D (o +ioye M) F gPo e ”Qw’)ae_“m
B Z.(gén(% +ioye mtaf) + g(2)0ze—iﬂtom)a4f€—i6bt +He, (C.43)

where Qpp = £Q0 — Wl for ¢s = 0 and ¢s = 7 respectively. Using that

Uye_mt‘” = cos (Qppt)oy, — sin (Appt)o, = G eiftont 4 5 e—itpnt (C.44)

o.e” 1% = cos (Qppt)o, + sin (Appt)o, = —i(Fe’ PPl — 5 e~ 0h)  (C.45)

where 54 = (o, £90)/2, and that the detunings are chosen to be §, = Qpp + wl and
8 = Qpp — Wi, Eq. (C.42) is rewritten as

wR QS
HeIff = 700 Fn 7aTao+
+ (gﬁl)(—iaaj 4[5, €PPt £ Heel)) + @ (5, ePort — H‘c.)ae*mDDte*i‘“Rt
4 (gél)(_io'x + [6_+eiSZDDt +Hc]) F g( )( it H.C.)aTeiiQDDtei“’Rt
+ Hec (C.46)

where all terms rotating with £Qpp or higher can be neglected by the RWA. After the
approximation we have

R 0 ‘
HeIff = w?oo'm + 7727561“10'_;,_ + (ggl) + gfnz))a._‘raefszt

+ (g (1) T g( )) ate®™ + Hee. (C.47)
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C.2 Derivation of the Rabi-Stark Hamiltonian in trapped ions

which in a rotating frame with respect —w®ata is
I _ W R_{ ~ L o+ - 285 4
Hy; = 70r+w a'a+gjc(6ra+d_a")+ gayc(6ra’ +6_a)Fn — @'aos (C.48)

where gyc = nQ,-(1 £ Qg/v)/4 and gasc = 782 (1 F Qg/v)/4, depending on the choice
of the phase ¢g =0 or ¢g = 7.
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Further Considerations on Boson
Sampling with Ultracold Atoms

D.1. Pair distribution in the optical lattice

To estimate the rate of two-body collisions in section 4.2, we need to know the probability
of finding k pairs of atoms occupying the same lattice sites, regardless of their spin states.
To calculate this probability, we assume that the quantum circuit realises a Haar-random
unitary matrix U and, importantly, that the system is in a linear superposition of all
possible states, where the probabilities of all states are the same. This second assumption,
namely the uniform distribution (on average) over all possible bosonic configurations, has
been proven for the output modes of the quantum circuit [399] and, for convenience, it is
assumed valid in this work for the intermediate stages of the quantum circuit too. This
will be justified by exact numerical simulations in section 4.2.2.

We can calculate the probability of finding exactly ks pairs by simply counting the
number of configurations with ko pairs of atoms in the same site, and dividing it by the
overall number of possible bosonic configurations. This latter is given by the multiset

coefficient ((%)) To determine the number of configurations containing ko pairs, we

should first consider that there are (1%2) different ways in which ko pairs of atoms can
be arranged in M/2 sites. Since for each site doubly occupied, there are three possible
spin configurations, |2),]0)+, |1);|1)+, and |0)]|2)+, the previous number of combinations
should be multiplied by 3*2 to obtain the total number of configurations. Secondly, we
should consider that there are (Aj'{/fgkiz) combinations in which the remaining N — 2ks
atoms could be arranged in the remaining M /2 — ko sites. Since for each site singly
occupied, there are only two possible spin configurations, |1);]0)+ and |0),|1)+, the
previous number of combinations should be multiplied by 2V=2*2 to obtain the total
number of configurations in which the N — 2k, single atoms could be arranged. Thus,

the probability of finding ko pairs of atoms in distinct sites is:

3k2 (]\2[22) 2N72k2 (1\/[/27k:2)

T

Ppair(NvM;k2) = (Dl)
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D.1 Pair distribution in the optical lattice

Equation (D.1) only takes into account particle pairs, forgetting about states that have
more than two particles in a site. Those can be taken into account defining a more general
expression P(ka, ks, k4, ...), corresponding to the probability of having ks pairs, ks trios,
k4 quartets and so on. For simplicity, we will consider the case for only pairs and trios.
The number of configurations in which ks trios can be placed in M/2 sites is given by
(A,{f) This number has to be multiplied by 4%3, as 4 different states can represent a trio
in asite: |3);|0)4, 2)411)4, [1)1]2)+ and |0)|3)4. Then, the number of configurations
in which ko pairs can be placed in the remaining M /2 — k3 sites is given by (M/,fng).
Finally, the number of configurations in which the remaining N — 2ky — 3k3 particles can
be placed in N — 2y — 3ks sites is given by (/%,*271). The probability of having &,
pairs and ks trios is then given by

e () (5 e (L (V)
(D-2)

In the limit of large N, both Egs. (D.1) and (D.2) converge to a Poissonian distribution

/\k
lim Poui(N, M k) =

N —oco 6)‘1(7!7 (D3)

with average value A\ = 3/2c. Here, the constant factor ¢ denotes the ratio ¢ = M/N?,
which in the main text has been simply assumed equal to 1. As an example, the probability
associated to the collision-free subspace (the subspace of states where all atoms are at
different sites), i.e. Py, (N, M;0), tends to 1/ exp(3/2c) for large N.

To prove how Eq. (D.2) tends to Eq. (D.3) for large N, it is useful to recall that

((%)) - MT]'V ]ﬁl(l +a/M) =~ exp (Ni:l a/M) ~ exp (N*/2M), (D.4)

a=0 a=0
and
N N-1 N-1
(J‘A{) - % [T (1—a/M)~exp(= 3 a/M) ~ exp (—-N?/201),  (D.5)
" a=0 a=0

for M < N. Using these relations, Eq. (D.2) can be rewritten as

1 [ N3 \®/3N2\"
P(kz,kg)zk2!kgl(2M2) <2M> e 3NT/2M (D.6)

For a M = cN? scaling, N3/2M? tends to zero, which means that the probability of
having trios tends to zero for large N. Of course, the same will happen with the probability
of having four or more particles in a site. For k3 = 0, the probability of having ks pairs
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Appendix D. Further Considerations on Boson Sampling with Ultracold Atoms

can be written as
1 /3\"
Ppair(kg) = P(k‘g, 0) ~ W () 6_3/2C, (D?)
2.

which equals Eq. (D.3).

D.2. Derivation of average values of IV and 12

In the following we present a derivation of the average value of V and V? evaluated in a
uniform state, [¢)),, = D=2 37 |d), where D = ((31)). It may be useful to recall the
form of V,

r M F M/2
V = TtmeI ’flm(’fl tb Z Nog— 1n2§ (D8)
Then, (V), is
r T, M
(V)u = =2 Mo (R = D)+ 5 5 (212, (D.9)

m=1 Am>u =
M(flm>u. To evaluate {fi,, ), we can think on the number of states that can have &
bosons in mode m. This is just equivalent to the number of configurations in which you
can put N — k particles in M — 1 modes, which is given by ((M_l)) (fum ) is then given
by E,]CVZO kpy, where pp, = ((%:;))/((N)) In the same way, (72,),, is given by Zk _o kK*pr.
We call pg, the probability of having k particles in mode m. To evaluate (7, i, ), OnE
needs to take into account the probability of having k particles in mode m while having

k' particles in mode m/, which is given by py x = ((N]‘_/I];_Qk,))/((%)) (P )y is then

given by Zg:o ZII:{;IS kk'pi . Using all this,

where we used that, because of the symmetry of the uniform state, (ZM

N N-k

T Ty, M
(V) = thZpkk SRR D D) B0 (D.10)
= k=0 k'=0

To make the calculation of the summations in Eq. (D.10) easier, we can make use of

((NAf k>>/ (G@) h (MZJ\:kN)k (D.11)

when k < N,M [399]. Then, pp ~ a1 A} and pprp = aQAék'Hf/), where a; =

J M—i . _ __N :
i=1 7ra~v— and Aj = g x—;- The summations can be then reduced to geomet-
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D.2 Derivation of average values of V. and V2

ric series, for example,

N N
02 2 1 2a1\2
_ _ )2 koo g )2 _ 171
> k(k — 1pr = arM? e ?:0)\1 DN E T~ Ao (D.12)

Now, assuming that M = c¢N?, one can calculate the limit at large N of M2a;\?/(1—X;)3,
which gives 2/c. The rest of the summations are done using Wolfram Mathematica,
obtaining (V),, = 3y /4c.

To calculate (V2),, the same approach is followed. First, we write V2,

I2 A . .
V2 o= 1—%3 Z Z A, (P, — 1) (A — 1)

2 M2 M/2

+ tb Z ans 1M2sN2s — 1724 (D.13)
s=1 s’'=1
M M/2

I? A . .
+ fb Z Z nm(nm - 1)”2571n25'
m=1 s=1

The first term can be written as

M M
<Z Z ﬁM(ﬁm - 1)ﬁ7n’ (ﬁm’ - 1>>u

m=1m’'=1

= M(ﬁQ (o — 1)) + M (M = 1) (Ao (o, — DAy (ir — 1)) (D.14)
N N—k
= MZpkk2 2+ MM =1 prwk(k— DE (K —1).
k=0 k=0
Similar with the second term
M/2 M/2
(7D hoem1iaiog —1fige )
s=1 s'=1
M . M M . A N
= 9 <”%s 1n§5> +7(? — 1) (fias—1M25Mas 17025/ )u (D.15)
N N—k N N N’ N
SR DI IC D 3) 3) B SRS
k=0 k'= k=0 k’=0 k'’ =0 k’"’=0

Where N/ = N — k/’, NN = N — k/’ — k/, NIN = N — k/’ — k/ — k/’”, and pk,k’,k”,k”’ =
((N_k_],:{:i”_k,,,))/((%)), which can be approximated to py i/ g g = a4/\flk+lC HRIHET)
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The third term is:

M M/2
< 7ﬁbm(ﬁm - 1)ﬁ23—1ﬁ28>u
m=1 s=1
ORI . M I P
= MR, (fn — D)ty Yo + 7(M — 1) (Ao (P, — 1)y o )y (D.16)
N N’ M N N N

where pi i i = (2210 )/ () which can be approximated to py kv ~ agAFF D
Carrying out these summations using Wolfram Mathematica, assuming M = cN?2, and
calculating the limit at large IV yields to (V2), = (3/2c + 9/4c*)T'3, /4.
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D.2 Derivation of average values of V. and V2

1= PK[Xx_] = a1 A1 A x;
PKK[Xx_, y_1 =az (A2"x) (X2"y)3;
Pkkk[x_, y_, z_1 =23 (A3"x) (A3"y) (A372);
PKKKK[X_, ¥ 5 z_, tu_] =23 (AaAX) (Aahy) (Xah2z) (Aahu);
a;=(M-1)/(M+n-1);
ay=(M-1) (M-2)/((M+n-1) (M+n-2));
(M-1) (M-2) (M=3)/((M+n-1) (M+n=-2) (M+n=-3));
ag=(M-1) (M-2) (M-3) (M-4)/((M+n-1) (M+n=-2) (M+n-3) (M+n-4));
A1=n/(n+M -1);
A2=n/(n+M -2);
Az3=n/(n+M -3);
A3=n/(n+M -4);
M=cn?2;

as

M n M n n-kl
inf14l= AVV = — Pk[k] *#k (k-1 - Pkk[k1l, k2] k1 k2|;
1) 2[2 [kl %k ( )]+2 D > PKKIk1, k2] ;
k=0 k1=0 k2=0
Limit[AvV, n » o, Assumptions » 0 < c < 1]
3

Out[15]= ——
2c

M n
In[16]:= L'im'it[4— [ZPk[k] *kr2 (k-1) "2] , N> o, Assumptions » 0 < c < 1]

k=0
out[16}= —
Cc
M- (& 0E .
In[17]:= L1m1t[— Z Z Pkk[k1l, k2] k1 (k1-1) k2 (k2-1)|, n > ©, Assumptions » 0 < c < 1]
4 k1=0 k2=0
1
Out[17]= c—2
M n  n-ki
In[18]:= L'im'it[— [Z 7 PKk[k1, k2] k142 sz2] , N> @, Assumptions » 0 < c < 1]
k1=0 k2=0
1
Out[18]= ——
el 2c

M M n n-kln-kl-k2n-kil-k2-k3
In[19]):= L'im'it[; (;_1) [Z P D1 PKKKK[KL, k2, k3, k4] k1 k2k3kd| , n> o,

k1=0 k2=0 k3=0 k4=0

Assumptions » 0 < c < 1]

ouf19)s ——
4c?
n n-kl
In[20]:= L'im'it[M [Z > PKk[k1, k2] k142 (k1-1) k2|, n- o, Assumptions »0 < c < 1]
k1=0 k2=0
out[20]= O

M n  n-kln-kl-k2
In21):= L-im-it[M (; -1] [Z >0 D% Pkkk[kl, k2, k31 k1 (k1-1) k2k3[, n > o,
k1=0 k2=0 k3=0

Assumptions - 0 < c < 1]
1
Out[21]= 5
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Further Considerations on Quantum
Sensing with NV Centers

E.1. Finding Q(¢) from F'(t)

The term representing the MW driving in Eq. (5.4) is @(\U(O\ew + H.c.), and the
associated propagator for, e.g., the mth m-pulse is

et [
U, = exp [—z/t S22 (0(01™ + He.) ds]. (E.1)

m

During the mth 7w-pulse, i.e. in a certain time between t,, and t,, + t,, U; has the
following effect on the electron spin o, operator (in the following, o4 = |1)(0]e? + H.c.)

e Jtm

tm+t tm+t
= cos (/ Q(s) ds) 0. + isin </ Q(s) ds> 0605 (E.2)
t ¢

m m

. [tmtt Q(s . [tmtt Q(s . [tmtt
1,ft #04, dso_ 6—1, ftm %04, ds e(z ft: Q(s) ds)zrg‘jo_
z ' = z

In this manner, it is cleat that F'(t) = cos (™" Q(s) ds). The other spin component,

i.e. the one going with sin ( f’”ﬂ Q(s) ds), does not participate in the joint NV-nucleus

dynamics for sequences with alternating pulses [422] such as the XY8 = XYXYYXYX
pulse sequence we are using in chapter 5. A valid argument to neglect this term is that
its period is twice the period of the pulse sequence, i.e. 2T, and, thus, it is kept off
resonance. Now, assuming that F'(¢) and Q(t) are differentiable, one can invert the
expression F(t) = cos (f:ﬂ’"ﬁ Q(s) ds) and find

Qt) = gtarccos[F(t)] = _1—1F(t)2. (E.3)

The latter corresponds to Eq. (5.14).
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E.2 Calculation of f; coefficients

E.2. Calculation of f; coefficients

E.2.1. Coefficients for extended pulses
The analytical expression for the coefficients f; is given by

fi= ;/OT F(s)cos (27;18) ds, (E.4)

where T = 27 /wy;. With a rescaling of the integrating variable given by s = 2T/2, this
is rewritten as

fi= /0 F(z) cos (mlz) dz. (E5)

The function inside the integral is symmetric or antisymmetric with respect to x = 1,
depending on [ been odd or even. This can be easily demonstrated by using F'(z + 1) =
—F(z) and cos[nl(z + 1)] = cos(wl) coswlx. Thus, if [ is even and the function is
symmetric with respect to x = 1, the value of the integral will be zero. Anyway, one can
work a general expression for Eq. (E.5). First, we can divide the integral in two parts,

fi :/0 F(z) cos (nlx) dx +/1 F(z) cos (nlx) dx, (E.6)

and substitute x for  + 1 in the second integral. Using the symmetry properties specified
above, the equation reduces to

fi=(1—cos (ﬂ'l))/o F(z) cos (wlx) dx. (E.7)

Now, from =0 to 1, F'(z) can be divided in three parts defined by 7,,, = 2t,,,/T" and
1 — 7, the times corresponding to the beginning and the end of the pulse,

/0 F(z) cos (wlx) dx +/ F(z)cos (wlx) dx + / F(z)cos (wlx) dx, (E.8)

Tm 1—Tm

and the integral in the middle is zero for the extended pulses. This leaves us with the
first and third integrals for which F'(z) is 1 and —1 respectively, obtaining

™ _ (1 — cos (771)){ /OTm cos (mlx) dr — /1 cos (mlx) dx}, (E.9)

—Tm

that leads to

"= %(1 — cos (ﬂ'l)){ sin (mwl7,,) + sin (7l(1 — Tm))} (E.10)
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Figure E.1.: Plot of F(z) and cos (wlz) (where l = 13) functions between z = 0 and = = 2,
corresponding tot = 0 and t = T respectively.

Using sin [7l(1 — 7,,)] = — sin (71l7,,) cos(wl) and sin® @ = (1 — cos (20))/2, the expres-
sion for f/™ reduces to
4
= — sin (71/2) sin (7l1,,). (E.11)
7r

Now, by using the relation T' = 4t,,, + 2t,, f;" becomes

m= %sim4 (wl/2) sin (Wl(% + t%)), (E.12)

where ¢, is the duration of a m-pulse. Eq. (E.12) is equivalent to Eq. (5.15) in the
main text. To prove that, one may use the trigonometric identity sin(6 + 7l/2) =
sin () cos (7wl /2) + cos (0) sin (71/2) which leads us to

m= %cos (ﬂ%) sin (7l /2), (E.13)

as sin? (71/2) cos (71/2) = 0 and sin® (71/2) = sin (7l /2).

E.2.2. Coefficients for top-hat pulses

For calculating the value of f; coefficients in the case of top-hat pulses, we just need to sum
the contribution of the second integral on Eq. (E.8), which is not zero for top-hat pulses.
The value of F(s) during the pulse is F'(s) = cos [m(s — t,)/tx], where t, = t,, +t,/2.
With the rescaling of the integrating variable introduced in the previous section this is
rewritten as

F(s) = cos[m(x — Tm)/Tx)s (E.14)

where 7, = 2t /T. So, we need to solve the following integral

1—7m, 1—7pm,
/ F(x)cos (nlx) de = / cos [m(x — Ty ) /Tx| cos (wlz) dx (E.15)

m m
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E.2 Calculation of f; coefficients

which is not zero. To solve the integral, we can displace the reference frame by a factor
of 7, = 1/2, by the change of variable x = y + 7,,, + 7= /2 = y + 1/2. Now, the integral
will be centered at zero and will look like

Tr/2
/_ P cos [my/Tx + m/2] cos [wl(y + 1/2)] dy

Tr/2
_ / sin (my/72) cos [wl(y + 1/2)] dy, (E.16)

—Tx/2

which using cos[nl(y + 1/2)] = cos (nly) cos (wl/2) — sin (wly) sin (7l/2) becomes

Tn/2
sin (ﬂl/?)/ sin (wy/7x) sin (7ly) dy

—Tx/2
Tr /2
— Cos (7rl/2)/ sin (wy /) cos (nly) dy. (E.17)
—Tr/2
The second integral is zero owing to symmetry reasons, i. e. ffa F(x)dx = 0 if

F(—xz) = —F(x). Again, because of symmetry arguments, the first integral is
/2
2sin (7l/2) / sin (my/7x) sin (wly) dy, (E.18)
0
which using trigonometric identities reads

Tr/2

T /2
sin (1/2) /O cos (ry(l — 1/72) dy — /0 cos (ry(l +1/7) dy.}  (E19)

Solving the integrals one gets

-1 1 1
—si 2 2 E.2
- sin (wl/2) cos (wly/ ){l—l/Tﬂ+l+1/Tﬂ}’ (E.20)
which is simplified to
_ A sin (1l /2) cos (wlry /2) (E.21)
(= 253) T T /2). .

It is straightforward to prove that the sum of the three integrals in Eq. (E.8) gives

th _ 4sin (wl/2) cos (wlt,/T)
! ml(1 — 41262 /T?)

(E.22)

which correspond to the expression written in the main text.
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E.3. Energy delivery

The Poynting vector, that describes the energy flux for an electromagnetic wave, is given
by

.01 4 o

P=—FxB, (E.23)

Ho

where i is the vacuum permeability, and E and B are the electric field and magnetic
field vectors at the region of interest, i.e. the NV center. The latter, in the nanoscale, is
sufficiently small compared with the wavelength of the MW radiation to assume a plane
wave description of the radiation, so the magnetic field can be written as

— —

B = By(t)cos (k - ¥ — wt + ¢), (E.24)

where & is the wavevector and w the frequency of the microwave field. We will also assume
an extra time dependence By(t) whose time scales will be several orders of magnitude
larger than the period 27/w. From Maxwell equations in vacuum it is derived that,
for such a magnetic field, k-B = 0, kE-E = 0, and E.-B = 0. From the equation
V x B = LOE/ot, it follows that

F=c /dt (V x B) = —¢ /dt (F x By(t)) sin (§ - 7 — wt + 6). (E.25)

We choose B to be perpendicular to the NV axis (z axis), specifically, on the z axis. The
control Hamiltonian, is then

— —

H.(t) = =B - S = 7B (t)S, cos (wt — @), (E.26)

where § corresponds to the spin of the NV center, 7. is the gyromagnetic ratio of the
electron and & = 0 the position of the NV. To recover Eq. (5.3) of the main text, we
require that v/2Q(t) = v.B,(t). The magnetic field vector at Z = 0 is then

B(t) = @ cos (wt — ¢)& (E.27)
Ye
and the electric field is, from Eq. (E.25),
N 2 ~
E(t) = C“’c / dQ(t) sin (wt — ¢) k x &, (E.28)

which, using the wave equation 82E/82t = 2V2E = w2E, converts into

L V2 0

[Q(t) sin (wt — )| 2 x k. (E.29)
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E.3 Energy delivery

E.3.1. The case of top-hat 7 pulses

For top-hat pulses we have that 9Q(t)/0t = 0 during the pulse, thus, the energy delivery
per unit of area we obtain for top-hat pulses is

tr . 2 tr
E(t,) = / dtP() = == | dt Q2 cos®(wt — ¢) (E.30)
0 Ho Ye Jo
which gives
EYPRCE Uil SRR _
B (t) = {te+ 5o sin (2t 2)}. (E.31)

The second part of the formula is upper bounded by (2w)~!, which , on the other hand,
is several orders of magnitude smaller than ¢, thus negligible. As t, = 7/Q, Eq. (E.31)
can be rewritten as

we

Ho 737

meaning that the energy increases linearly with the Rabi frequency.

E™(t,) ~ (E.32)

E.3.2. The case of extended 7 pulses

To study the case of an extended 7 pulse, we need to calculate both terms on Eq. (E.29),
which are non zero in general. The complete expression is given by

c 2 br

rov2 Jo

o0(t)

dt
ot

E™(t,) = Q2(t) cos? (wt — ng)—i—%Q(t) cos (wt — @) sin (wt — @) | .

(E.33)
As a final comment, for all cases simulated in the main text we find that the second term
at the right hand side of Eq. (E.33) is negligible, thus it can be written

2 [l
B () ~ — = [ dt
Ho ’Ye 0

Q2(t) cos? (wt — ¢)] . (E.34)

E.3.3. Equivalent top-hat Rabi frequency
To calculate the constant Rabi frequency leading to top-hat pulses with the same energy

than extended pulses, one has to equal E*°P~hat(¢ ) = Eex(¢ ) and extract the value of
the constant Q. With Egs. (E.32, E.33) one can easily find that

2
Q = K00 pext(y (E.35)

e
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