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1. Introduction

Technology began as long as 2.5 million years ago, by the time not a single homo

sapiens had yet set a foot on the planet Earth, when early hominids, somewhere in east

Africa, started manufacturing stone tools for hunting and food preparation. Someone

may get confused by the use of the term technology here, used as we are nowadays

to relate such term to the latest commercialized self phone or any other electronic

device. However, technology is not only embedded in modern machinery, it also relates

to knowledge. Knowledge of skills, methods and techniques that have allowed early and

modern humans to interpret and control the world around them. Even if it does not

sound as much for the present human, imagine the immense difference the use of tools

would had constituted compared with hunting and manipulating food with your bare

hands.

Over the years, the effort of countless individuals, some boosted by a welcoming

atmosphere, others in lone endeavour, sometimes even against the prevailing wisdom

and the prejudices of their times, has pushed the boundaries that limit our collective

technological knowledge further and further. We, as a species, have come a long way

from the control of the fire to the advent of the internet, through the early uses of

metals, the development of agriculture, the invention of the wheel and the production of

electricity. Nowadays technology has reached a level of sophistication unforeseeable for a

person living at the turn of the XIX century. Humanity has taken a giant technological

step in a ridiculously short period compared with the time humans have populated this

planet (not to mention compared with the other cosmic time scales like the age of our

planet or even the age of the universe). In few centuries we have provided our cities with

light and our houses with running water and heating, we have developed self-propelled

vehicles that take us wherever we want to go and established communication systems

that allow us to be in direct contact with anyone around the globe.

1



Introduction 2

One might wonder, however, if those technologies, that seem so liberating at first

sight, do not hide an enslaving angle. Aside from the obvious fact that the intensive

use of polluting machinery will cause (if it is not already causing) huge environmental

issues, and the evidence that a large percentage of the global population takes close to

none advantage of the technological improvements but gets their same ill consequences, it

might be sound to ask ourselves whether we are relying too much on machines. Whether

the offload in the every day duties provided by the beautiful pieces of technology we

have today, will not lead to a demise of skills and techniques, technological knowledge

after all, that humans have gathered during millennia. These issues, as relevant as they

might be for the future of humanity, lay beyond the scope of this work, that, instead,

is directed towards expanding our technological knowledge with the hope that future

generations will make a good use of them. Namely, that they will provide ways to a more

sustainable way of living without resulting in a loss of happiness. On the contrary, that

they facilitate and extend the possibility to pursue happiness to the totality of human

beings.

The latest step in our technological journey compels us to explore the bizarre quan-

tum world. Bizarre in the sense that the behavior of microscopic objets, dictated by

the laws of quantum mechanics, is hardly related to our everyday intuition of the phys-

ical world. As Richard Feynman once said, “it is very hard to imagine all the crazy

things that things really are like”. The essence of quantum physics is probably best

described by the double slit experiment. It consists on separating a wave, making it

pass through a wall with two distant slits on it, and letting the two resulting wavefronts

interact before measuring them. It was first performed by Thomas Young in 1801 with

a beam of light [1], and then replicated by Davisson and Germer in 1927 for a beam

of electrons [2]. In both demonstrations the results were well predicted by assuming

that the beams behaved like waves. Despite these results, one could still support the

idea that the wave-like behavior is due to the particles that form the beams, photons in

the first experiment and electrons in the second, interacting between the wall and the

measurement apparatus in some way that they resemble the dynamics of a wave, but

that there is nothing fundamental behind it. The surprising thing is that, even when

electrons are sent one by one, with no time to interact with one another, the result of

the measurement suggests that they are behaving like waves [3]. This sets the ground

for the concept of particle-wave duality, and demonstrates the fundamental probabilistic



Introduction 3

nature of quantum mechanics.

The understanding of the discretized structure of energy levels and the wave-particle

duality at the turn of the last century led to the first quantum revolution. It allowed

for the development of most of the technology that underpins modern society. Every

electronic device or modern communication system is based on quantum effects. The

same is true for the GPS system and for medical applications such as the nuclear mag-

netic resonance. Today, we are in the midst of a second quantum revolution, devoted to

take advantage of fundamental quantum phenomena such as superposition, tunneling,

entanglement or coherence [4]. Almost every relevant device invented through the XXth

century was based on some kind of knowledge of quantum properties, but they lacked

the technology to alter quantum systems and engineer those properties at will. Today

we are able to address individual quantum degrees of freedom and actively manipu-

late them. In the words of Dowling and Milburn, “The difference between science and

technology is the ability to engineer your surroundings to your own ends, and not just

explain them” [4], so we may state that the first quantum revolution was scientific in

essence, while the second one will be, or it is already being, fundamentally technological.

Scientists envision huge possibilities in terms of increased precision and computing

power, and the interest to develop quantum technologies is common for governments

and companies all over the globe. Quantum metrology [5] and quantum communication

[6], for example, are already a reality. The former employs quantum resources, such as

entanglement, to increase the resolution on measurements of physical properties. The

detection of gravitational waves in LIGO, a work that yielded Rainer Weiss, Barry Barish

and Kip Thorne the 2017 Nobel prize in physics, probably constitutes the most sound

example of metrology, and even though it was not based on quantum physics, there

are proposals to implement quantum metrology in LIGO [7]. The latter studies the

transmission of information encoded in quantum bits, also called qubits, and usually

translates into protocols that apply some form of quantum cryptography to protect

information channels against unwanted eavesdropping.

Possibly the less advanced branch of quantum technology, and, at the same time, the

one that sparks the biggest interest, is quantum computation. The use of superposition

and entanglement to perform computations promises to deliver a computer able to solve

computational problems that a classical device would take an infinite amount of time
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to solve. Many physical platforms pose as candidates to implement a working quantum

computer (trapped ions and superconducting circuits for instance). Google’s group lead

by John Martinis claimed last year, not without certain controversy, to have achieved

“quantum supremacy” (which means to solve a problem that no classical computer can

solve) with their superconducting qubit processor [8]. More recently, the group lead by

Jian-Wei Pan has claimed to have demonstrated the quantum computational advantage

by implementing boson sampling in a photonic quantum computer [9]. Nevertheless,

there are still some issues to be figured out and lot of work to be done in the road

towards a useful quantum computer [10].

Technology, as we have just portrayed, has a history of its own, but, at the same

time, it has shared most of its path with another brilliant human enterprise, Science. As

the practical knowledge allowed for the rise of the first civilizations in the ancient near

East, more fundamental questions about the nature of things arose and drew the interest

of some curious minds. The development of advanced mathematics, for example, aside

from the bare practice of counting, followed the necessity of distributing crop fields.

The first insights of astronomy stemmed from the inability to navigate at night, when

the absence of the sun made it impossible to discern the cardinal points. Even one of

the most relevant human abilities, writing, unique among any other animal and what

structures our conception of history, arose from the need of keeping track of commercial

exchanges. The advent of technology based on quantum properties makes this relation

stronger than ever.

Science and technology have, in principle, disparate goals. Science builds and or-

ganizes knowledge, but, importantly, it does so with no particular goal in mind other

than pure curiosity on the behavior of the world around us. This statement, of course,

does not mean that science is useless, it rather means that, in principle again, it has

no practical application as a direct objective. In fact, history has proven over and over

again that science makes the perfect travel companion for technology. Isn’t it true, by

any chance, that the developments of wireless telegraphy, a technological breakthrough

that shapes the world today and for what Guglielmo Marconi and Karl Ferdinand Braun

won the 1909 physics Nobel Prize, would not have been possible without the previous

research on electromagnetic waves carried out by James Clerk Maxwell and Heinrich

Rudolf Hertz? A work, must be emphasized, inspired only by the will of satisfying a

purely theoretical curiosity.
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The clear distinction drawn in the previous paragraph between science and technology

is, to say the least, blurred nowadays. The basic logic of our market driven societies,

that is, the pursue of economic benefits over any other considerations, has also reached

the academic sphere and purely abstract theoretical research is hard to justify (even

harder to fund) within that framework. Inevitably, as the popular saying goes, we are

all children of our own time, and so, the research carried out for this Thesis has a

technological prospect throughout. Nonetheless, we hope to have made a contribution,

however small, to fundamental science. The main topic of research is the behavior

and control of microscopic objects, what constitutes simultaneously one of the current

frontiers of physics and one of the greatest avenues for developing new technologies.

Thus, I cannot help feeling as a part of the long human effort to both understand and

govern the Universe.

The work done during the last four years is contained in seven articles, already

published in various scientific journals and provided here in the last section of the Thesis.

This first part is thought as an introductory guide to my work. In section 2 explains

the state of the art of the field in which this Thesis is inscribed, introducing the reader

to the concept of Shortcuts to adiabaticty (STA) and its intersection with the ever

growing field of quantum thermodynamics. Section 3 summarizes the research: it sets

the research goals, outlines the obtained results and discusses them briefly. For a more

complete display of the results I refer the reader to the original articles, which constitute

the core of this Thesis. Finally, section 4 contains some general conclusions. Inevitably,

the exploratory nature of our work has caused some deviations from the original goals

established back in 2017, but the overall tone of the research has followed the initial

plan.





2. Scientific Context. Shortcuts

to Adiabaticity

2.1 Introduction

The topic that wraps this Thesis and provides a common framework for the research

that I have carried out for the last four years is ”Shortcuts to Adiabaticity”. In order to

dig into this concept, it seems appropriate to begin with the definition of adiabaticity.

Let us start by mentioning that the traditional notion of adiabaticity, used in thermody-

namics to describe processes in which no heat exchange takes place, is not the meaning

we will be using here. Our research applies mainly (but not exclusively) to microscopic

objects that obey quantum mechanics. The meaning of adiabaticity in this context is

encapsulated in the adiabatic theorem, that, as stated by Max Born and Vladimir Fock

back in 1928, and translated here form the original German, declares that a physical

system remains in its instantaneous eigenstate if a given perturbation is acting on it

slowly enough and if there is a gap between the eigenvalue and the rest of the Hamilto-

nian’s spectrum [11]. Thus, here we understand adiabatic processes as those for which

some dynamical properties remain invariant as a consequence of the slow changes of

the controls. Examples of those properties, referred to as adiabatic invariants, are the

quantum number in quantum systems or the phase-space area in classical systems.

In the quantum case, the fact that the populations -for instantaneous Hamiltonian

eigenstates that adapt to control changes- remain constant over time is a key feature

to attain exhaustive control over microscopic systems. Adiabatic processes are thus

specially well suited to provide the fundamental operations needed to develop quantum

technologies. However, they come with a downside. In practice, they could imply really

7
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long times (compared to other relevant scales), which may induce decoherence and make

the system prone to the noise present in the environment and in the control elements.

Additionally, there are many interesting applications that require repetitive operations,

such as information processing [12] or cyclic thermal devices [13], in which, obviously,

long process times become an issue to be avoided.

Shortcuts to adiabaticity are fast routes that mimic the result of an adiabatic evolu-

tion. They procure the same benefits of adiabatic processes regarding controllability and

avoid the drawbacks of the implied long times. STA methods were first applied in simple

quantum systems: two and three-level systems [14] or a particle in a time-dependent

harmonic oscillator [15, 16]. Since then, the concept of STA has been extended to various

fields, facilitated by the widespread use of slow operations to avoid undesired excitation

during the manipulation of a system and as state preparation in a broad domain of

areas such as optics, solid state, chemistry and even classical mechanical systems and

engineering. Another relevant aspect of STA is their flexibility. For a given system and

operation, there are typically many different routes to implement the shortcut, which,

aside from speeding up the process, allows to optimize physically relevant variables, for

example, to minimize transient energy excitations and/or energy consumptions or to

maximize robustness against perturbations.

A distinction can be made between (i) STA methods that keep the structure of some

Hamiltonian form and design the time dependence of the control parameters, and (ii)

techniques that add new terms to the original Hamiltonian. Both approaches may be

useful in different scenarios. Structure-preserving methods usually allow for transient

excitations, while the methods that require additional terms manage to follow the adia-

batic path (defined with respect to the Hamiltonian without added terms) at all times.

The first ones rely on the existence of non-trivial (non constant, time-dependent) opera-

tors whose expectation values remains constant for a given evolution, i.e., “invariants”,

which are not always easy to find. In the other approach, a frequent problem with the

additional terms is the difficulty to implement them in the experiments.

The work of this Thesis is divided into two main thematic areas, one is the STA con-

trol of basic motion operations relevant for the implementation of quantum technologies,

and the other one is the assessment of the energy consumption in sped up operations

and the implications of the use of STA in quantum thermal machines.
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2.2 Control of elementary motion operations

There are many settings that benefit from a speedup of fundamental operations. In

mechanical engineering setups, robotic arms or overhead cranes may implement STA

to achieve accelerated and robust protocols that enhance accuracy and efficiency. In

optics, where time usually translates into the size of the lenses and other devices, faster

operations imply smaller, more compact gadgets. In quantum information processing

STA fit smoothly within the two main paradigms. Adiabatic computing may become a

reality by speeding up the transition from the initial to the final Hamiltonian, whereas

the gate based paradigm could profit from faster state preparation and sped up funda-

mental operations that implement quantum gates. Besides fighting decoherence, STA

may also help to find scalable architectures, since the need for error-correction codes,

and therefore the amount of required qubits, gets reduced as decoherence is mitigated.

One of the legs of this Thesis focuses on designing protocols for basic operations

through invariant-based shortcuts, a type of STA that preserves the structure of the

Hamiltonian. In essence, it consists on deducing the required time dependence of the

control parameters from a prescribed evolution of the system. In 1969, Lewis and

Riesenfeld introduced a time-dependent hermitian operator whose expectation values

for a state driven by a time-dependent harmonic oscillator Hamiltonian would remain

constant in time [17]. This dynamical invariant was originally used to solve the dynamics

of the system. In order to develop STA, Chen et. al. reversed this idea, setting first

the desired evolution of the system and inferring the Hamiltonian from it [15]. The

invariant operator, and consequently the evolution of the system, is defined in terms

of an auxiliary time-dependent parameter, which obeys some equation that, crucially,

dependes on the control parameters in the Hamiltonian. Then, one may determine the

desired evolution of the system by setting the shape of the auxiliar parameter, and

inverse engineer the required controls, that is, solve the auxiliary equation to find the

time-dependence of the control parameters that drives the intended evolution.

Many dynamical invariants exist for the same system. Depending on the operation

and the system we could choose one or another to design the shortcut. A particularly

fruitful one, related to a system subject to a specific form of potential, was introduced

by Lewis and Leach in the context of classical Hamiltonians [18] and then extended to
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quantum systems by Dhara and Lawande [19]. This quadratic-in-momentum invariant

has been thoroughly exploited to speed up various operations such as cooling [15] or

shuttling atoms in harmonic traps [16], and has been even extended to state transfer

operations in two-level systems [20]. The idea of invariant-based inverse engineering

applies as well to other systems and operations, and finding relevant invariants for

larger sets of Hamiltonians -and systems- has been an important research task during

the last ten years.

An area that could benefit from suitable invariant-based inversely engineered proto-

cols is the control of few body systems described by multidimensional time-dependent

Hamiltonians. Rooted partly in the foreseen potential of quantum information process-

ing, there is widespread interest to achieve precise control over systems comprised of

interacting particles. For instance, a proposal to accomplish large-scale quantum com-

putation in the context of trapped ions, one of the most developed physical platforms to

implement quantum technologies, relies on controlled multi-ion tasks [12]. The interest,

however, is not just limited to trapped ion setups. In fact, cavity quantum electro-

dynamics setups [21] and optomechanical systems [22] are often governed by the same

equations as interacting trapped ions [23] and could thus benefit from similar control

protocols.

A crucial notion to address the extension of STA to systems formed by interacting

parts is the concept of dynamical normal modes. A static Hamiltonian describing the

coupled dynamics of two bodies may be rewritten in terms of different variables, in a way

that, in the new frame, the dynamics may be seen as composed by independent motions

(normal modes) of harmonic oscillators. If the Hamiltonian depends on time, however,

the decoupling might be nothing but a mirage. In general, the transformation that leads

to independent motions is only valid at a given instant of time, as the time-dependence

of the Hamiltonian couples the evolutions of the instantaneous normal modes. In other

words, the old Hamiltonian expressed in the new variables is not generally the Hamil-

tonian that describes the system in the new set of coordinates. The dynamical normal

modes are a useful generalization of instantaneous, static normal modes that correspond

to truly independent motions of (generally) time-dependent harmonic oscillators.

Recent efforts to extend invariant based STA to effective 2D systems have exploited

this new concept. For example, certain manipulations of two ions interacting through
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the Coulomb force are suitably described by independent dynamical normal modes,

what allowed Palmero and collaborators to apply already existing inverse engineering

techniques based on the Lewis-Leach invariant to rapidly shuttle [24, 25], squeeze [26]

and separate [27] the ions. Following these works, Lizuain et al. [28] identified the gen-

eral condition for which a point transformation of a two-dimensional Hamiltonian that

evolves in time leads to decoupled dynamical modes: the potential should not rotate

in the 2D space. Rotation thus stands as the paradigmatic problem to extend invari-

ant based shortcuts beyond separable problems, amenable to well established inverse

engineering techniques.

This Thesis goes beyond this state of the art in different ways: In a very practical vein,

we design complex launching processes which may be of use, for example, to produce

ion implantation with an accurately chosen energy spectrum. We also study how to

manipulate the rotations of a trap so that a trapped particle ends up in a state which

is simply a rotated copy of the original one, without further excitation, a much needed

operation in some architectures. This goal is technically achieved by finding dynamical

normal modes via variable transformations which are not point-transformations; we

also treat the generic difficulty to deal with “coupled systems” -without dynamical

normal modes- and put forward a new approach, namely, inverse engineering based on

a 2D invariant. Finally we explore and use linear (rather than quadratic) invariants to

implement a set of powerful robust scaling operations on simple harmonic systems.
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2.3 STA in quantum thermal machines

Back in 1824, Sadi Carnot theorized the performance of heat engines in his book Re-

flections on the Motive Power of Fire, considered by many as the foundational work of

thermodynamics, and introduced the first modern day definition of work: a weight lifted

through a height. Before that, James Watt had already introduced his design of the

steam engine, which was to become the driving force behind the industrial revolution,

and Nicolaus Otto had built the first working four-stroke engine, what triggered the fab-

rication of automobiles. It was precisely the need to be consistent with thermodynamics

what lead to Plank’s ideas on the black body radiation [29] and Einstein’s conclusion

that light is quantized [30]. These works are the dawn of quantum theory, and granted

their authors the Nobel prizes in Physics the years 1918 and 1921 respectively. Despite

such early connection, thermodynamics and quantum theory evolved independently for

several years.

The study of thermodynamics in the early XXth century was based on ideal, re-

versible processes. The assumption was that the system evolved through a series of

equilibrium states, in which all macroscopic flows are zero, so even if the system changed

in time, it was never out of equilibrium. The laws of thermodynamics were developed

based on this assumption. It was not until the year 1975 when, being immersed in the

study of the energy consumption of industrial processes and the consequent air pollu-

tion, Steve Berry was asked, ”Why did you compare the actual energy with the ideal

thermodynamic limits?... Who would wait for delivery of a car from a manufacturer who

claimed to make his cars reversibly?” [31]. Soon after, when Peter Salamon, by then a

freshman graduate student looking for an advisor, approached Berry and explained him

his idea of exploring the differential geometry of thermodynamics, he answered “While

youre at it, can you put time in? [31]. That same year, Curzon and Ahlborn published

their work on the efficiency of a Carnot engine operating at maximum power [32], which

already considered a thermodynamic process at a finite rate, and two years later Berry,

Salamon and collaborators published the first paper on finite-time thermodynamics [33].

Introducing time in thermodynamics created many new research avenues. Among

them, the idea of optimizing the motion of the piston to improve the performance of

an engine is particularly relevant for this Thesis. Mozurkevich and Berry used methods
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from optimal control theory to optimize the maximum work per cycle of an internal com-

bustion Otto engine [34, 35]. For fixed fuel consumption and cycle time, they optimized

the engine by controlling the time-dependent volume of the gas inside the combus-

tion chamber, which could be implemented, they claimed, by developing an alternative

mechanism for connecting the piston to the crankshaft. However, this interesting idea

was never fully developed, and, today, automobiles and other self propelled vehicles are

driven by engines whose piston evolves as dictated by the evolution of the working fluid,

with no special components intended to optimize its movement.

The paths of thermodynamics and quantum theory crossed again in 1959. Scovil and

Schulz-DeBois explained the equivalence of a Carnot engine with a three level maser

[13], setting the stage for new questions such as, what is the limit of miniaturization

of a heat engine? or, can we build en engine that exploits quantum properties to

surpass the classical thermodynamic limits? These and other similar ideas boosted the

development of quantum thermodynamics [36, 37], a field that addresses the emergence

of thermodynamic laws from quantum mechanics. Now we know that it is possible to

build a heat engine whose working substance is a single atom [38], while the answer

to whether there is quantum supremacy in the context of thermal machines remains a

matter of debate.

The Otto cycle has been a historically useful tool to theorize thermodynamical pro-

cesses. At a smaller scale, a quantum harmonic oscillator running an Otto cycle has been

a fruitful model for a microscopic engine [39]. Compared to its macroscopic counterpart,

the frequency acts as the inverse of the volume and the harmonic potential plays the role

of the piston. Also, increasing the rate of the cycle enhances quantum friction the same

way it increases dissipation in the classical case [40, 41]. Another relevant component

of an operating engine is the mechanism to transfer the produced mechanical work to

a system that either uses it to generate some dynamics, or stores it in a useful manner

(battery). The original definition of work by Carnot can be adapted to a quantum con-

text by understanding work as a state lifted from a lower to a higher discrete energy

level, which could be seen as a quantum battery. The quantum harmonic oscillator

that acts as the working medium of the engine should thus be coupled to an additional

system in such a way that the work resulting from a completion of the cycle leads to

a jump in the energy levels of the battery. Otherwise, the work generated by the cycle

gets lost among the many degrees of freedom of the control fields. A particular proposal
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considers another quantum harmonic oscillator, coupled to the working medium one,

acting as the “flywheel” of the microscopic engine [42] .

Connecting to Mozurkevich’s and Berry’s idea, STA have been used to optimize a

quantum harmonic Otto engine by designing the evolution of the harmonic potential

to produce “frictionless strokes” [43, 44]. STA reproduce the result of an adiabatic

evolution in an arbitrary short time, so, at first sight, it seems that the use of STA in

thermodynamic cycles provides increasing power without diminishing the efficiency of

the device. STA community has nevertheless moved away from that perception. The

existance of an energy “cost” inherent to STA is a widely accepted idea, but there

is little agreement on the definition of such cost [45–49]. Those definitions are not

contradictory, they rather address different energy flows or even different aspects of

the system. Moreover, shortcuts to adiabatic expansions and compressions of single

harmonic oscillators are well known, but, to the date, there are no devised shortcuts

to adiabatic frequency change of coupled harmonic oscillators. Therefore, speeding up

the cycle of a microscopic engine connected to a quantum flywheel so that the achieved

work gets appropriately stored requires to develop new STA.

Another central debate within the field of quantum thermodynamics is the definition

of work in the quantum realm. The fundamental reason is that work, unlike position

or angular momentum, characterizes a process rather than a state, so there is no well

defined operator that describes it, i.e., it is not an observable [50]. Attempts to define

quantum work rely necessarily on some sort of measurement [51], so the definition of

work depends on the particular type of measurement and on the resulting back-action.

Further issues arise to define the work provided, or required, by a non-autonomous

system, as we can define it inclusively or exclusively [52]. Moreover, a Hamiltonian

that provides the correct equations of motion may not correspond to the energy of the

system, since time-dependent Hamiltonians provide the physical energy of the system

only if the appropriate gauge transformation has been applied [53]. Even more generally,

the answer we get depends on the question we ask, so how we define the system of study,

the choice of including certain elements and leaving some others out of it, shapes the

results we obtain for the work produced or required by that system.

This Thesis contributes to reach some level of agreement regarding the cost of STA.
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We advocate for a definition in terms of the total energy consumed to perform the op-

eration, which, in most cases, includes the power required to generate the control fields.

We assess the consumption of various operations in both classical and quantum systems,

reaching some general conclusions and noticing that, indeed, this “cost” increases with

the rate of the process. Our approach may also provide for a better understanding of

more fundamental questions such as the role of external driving in the definition of work

in microscopic systems and the suitability of quantum heat engines.





3. Summary of the Research

3.1 Goals

This Thesis, as said, comprises two general goals. As a consequence, the Thesis

consists of two groups of publications, each addressing clearly distinguishable topics.

The first goal is to asses the energy cost of shortcuts to adiabaticity, quantifying the

energy consumption of sped up operations in different setups to extract some general

conclusions. It was first addressed in [54] and followed by [55, 56]. We aim to find a

sensible definition of cost based on a fair assessment of all the energy flows required

to perform a STA operation. We intend to start by quantifying the consumption of

a classical mechanical system, and then extend the findings to quantum models, to

end up analyzing the performance of a specific quantum engine taking account of the

cost of STA. The fulfillment of this goal would entail a considerable step towards a

general agreement on the definition of the cost of shortcuts. In fact, there is no need to

have a single definition of cost. It is obvious by now that driving a system using STA

implies many differences regarding transient excitations and fluctuations with respect to

adiabatic manipulations or other simpler protocols. However, we aim to clarify that the

intuitive idea that accelerating a process always leads to increasing dissipation and, in

general, to a higher energy need, remains true in the context of STA applied to quantum

systems when we consider a broader picture. Additionally, with this study we aim to

shed some light on such a central concept in thermodynamics as work.

The second target is to extend the domain of systems amenable to invariant based

inverse engineering STA and design operations that are relevant for the development

of quantum technologies. It is undertaken in [57–60]. First we want to design STA to

accelerate combined operations for which shortcuts have been already proposed. Then

17
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we plan to speed up 2D anisotropic rotations, which, as explained in the introduction,

constitutes the paradigmatic model for processes in which a point transformation does

not provide independent normal modes. Additionally, we are open to the idea of finding

new invariants that allow to address directly the 2D dynamics, instead of the separate

1D dynamics of the normal modes. The motivation behind this goal has been already

hinted in the introduction: the huge interest on developing a working quantum processor

draws forth the search of shortcuts to adiabatic manipulations of coupled systems that

are not limited to decoupled dynamical normal modes. The case of coupled harmonic

oscillators with controllable and dispare angular frequencies is of particular interest in

this regard. The development of STA for this example would also allow to address more

realistic quantum engines consisting of a cyclic working medium connected to a battery.
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3.2 Results in energy consumption

3.2.1 Energy consumption for shortcuts to adiabaticity

The opening step towards the first goal was taken in [16]. Here we assess the energy

consumption of an STA protocol implemented in an overhead crane. We model the

system as a load hanging from an inelastic rope whose higher end is attached to a

moving trolley. At a higher level of abstraction, the system can be seen as a rigid

pendulum with moving swing point. We consider a transport operation that moves the

swinging point of the pendulum, and design a STA so that the load ends up the process

with the same energy it had at the beginning. We start by writing down all the energy

flows of the system and derive the motion of each body (load and trolley) using the

Euler-Lagrange equations. Dissipation, which in our case is due to mechanical friction,

enters the description through a Rayleigh function. The dynamics of the load in the

small oscillation regime resemble the motion of a forced harmonic oscillator, so we are

able to inverse engineer the evolution of the system based on the Lewis-Leach invariant.

The energy required to perform the operation is injected to the system from the

exterior, and modeled in our analysis as a force acting on the trolley. The power exerted

by that force is compared with the rate of change of the load’s mechanical energy. We see

that they only agree when the trolley is massless and there is no friction on the system.

We demonstrate that those conditions are either unattainable or undesirable. The whole

point of STA is to perform fast operations, and we know that any process carried out at

a finite rate incurs in some form of dissipation. Thus, even if the mechanical friction of

our model could be diminished by reducing the rate of the process, this is definitely not

the regime of interest throughout this Thesis. Moreover, a large trolley mass compared

to the mass of the load decouples the external force from the dynamics of the load, as

it makes the back-action from the swinging motion of the pendulum negligible. This

is in line with the spirit of useful shortcuts, designed to drive the systems to the final

configuration without final excitation regardless of the particular starting point. The

limit of small trolley mass is therefore, undesirable, as it would force us to design a

different shortcut for each initial condition.
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The description of the load’s motion as a forced harmonic oscillator that underpins

the design of the STA is only valid in the small oscillation regime, so our protocol will not

serve its purpose whenever the load deviates too much from the equilibrium axes. We

exploit the mentioned flexibility of STA and, by minimizing the difference between the

initial and final energies of the load, we redesign the protocol to suitably drive the system

when the initial angle of the load lays beyond the small oscillation regime. Besides, we

combine STA with optimal control theory to design a protocol that minimizes the energy

consumption. We find out that, for fast transformations, the optimal protocol yields a

lower bound for the total consumption that is inversely proportional to fifth power of

the process time, implying a considerable growth in energy consumptions as we shorten

operation times.

3.2.2 Energy consumption for ion-transport in a segmented Paul trap

In [55] we test the conclusions drawn in [54] in a quantum mechanical setup. We

analyze the energy consumption of a shortcut to adiabatic transport of a single ion

in a segmented Paul trap, which is modeled as a set of electric circuits composed by

a resistance and a capacitor. We may as well add an inductance, but their effect in

the resulting voltages is usually negligible. The potential that drives the ion evolves

governed by the voltages in the electrodes, which are set by an external electromotive

force applied to the circuits that form the trap. The evolution of the potential, and the

subsequent time-dependence of the voltages, is designed using the compensating force

approach [16]. In essence, this shortcut technique amounts to the trick a waiter uses

when moving a tray with glasses full of water. If the waiter keeps the tray flat as he or

she starts moving, some of the water will spill due to the inertia. Instead, if the waiter

tilts the tray when moving, he or she creates a force that compensates the inertia and

avoids the spilling of water.

We compute the power supplied by the electromotive force to generate the driving

potential, and compare it with the energy consumed by the ion. As said, a time-

dependent Hamiltonian gives the energy of the system up to a factor [53]. We find

that, in our model, the factor that provides the physical energy for the ion depends on

the properties of the trap. In fact, we notice that optimizing the protocol to reduce the

energy consumed by the ion simultaneously decreases the energy required to manipulate
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the control voltages only if the proper gauge is fixed. We also compute the total energy

consumption and the power peaks of operations carried out in different times, and verify

that both increase with the rate of the process. As expected, due to the scale difference,

the energy consumed to set the desired voltages in the electrodes dominates by far the

energy consumed during the operation. The scale difference also allows to describe the

quantum system as governed by a semiclassical Hamiltonian with (classical) external

time-dependent control parameters, as well as to design STA that are independent of

the initial conditions and evolution of the ion.

3.2.3 Vanishing efficiency of a speeded-up ion-in-Paul-trap Otto en-

gine

[56] improves the viewpoint in [55] by considering a more detailed Hamiltonian and

studying the consumption of a new set of operations in Paul traps. Additionally, we

use the concepts developed through the study of the previous models to examine how

a fair assessment of the energy consumption affects the performance criteria of a sped

up quantum engine. The study case is a quantum harmonic Otto engine with fast STA

expansion/compression strokes implemented in an ion Paul trap setup.

We start by pointing out two aspects of work that lead to different definitions and thus

to different results, and combine them to propose two definitions that we regard as useful

in the context of externally driven microscopic engines. The first factor, which has been

pointed out before, corresponds to the definition of work in externally driven systems.

Consider a setting described by an unperturbed constant Hamiltonian plus an external

driving potential. The exclusive definition computes the work done by the external

driving by accounting only for the energy change of the static Hamiltonian. On the

contrary, an inclusive definition evaluates work as the change of the total Hamiltonian,

including the external influence. We combine this duality with the various boundaries

one could consider to separate the system from the external world and define microscopic

work, an inclusive definition that disregards the presence of a control system, and total

work, an exclusive definition on the enlarged system.

By writing down the global Hamiltonian that encompasses both the ion and the

control circuit, as well as their interaction, we verify that the time-dependent term

that sets the gauge, otherwise neglected because it does not affect the dynamics of the
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primary system, depends on the properties of the control apparatus. In fact, we see that

once the specific gauge has been set, the evolution of the motional energy of the ion is

the contrary to what we expect, namely, that it increases when the potential tightens

and decreases when the potential expands. This is so because the gauge term induces

an up and down movement with respect to a fixed zero energy point. To have a better

intuition of what is going on, imagine a rope (the potential) laying horizontally with two

fixing points and a ball (the ion) resting on it between the two fixing points. The weight

of the ball curves the rope creating a well shape (the harmonic potential). Imagine also

that someone (the control) holds the rope outside of the fixing points and can release

it or pull it horizontally. If this person releases the rope, the ball will fall creating a

deeper well. It will feel the rope tighter around it (compression), but altogether it has

a lower potential energy. On the contrary, if the person pulls from the rope raising the

ball, it will feel the rope more loose around it (expansion) but its potential energy has

increased. This effect may be neglected in a cyclic process because the contributions of

the gauge in the expansion and compression operations compensate each other.

Regarding the energy devoted to set the time-dependent driving of the primary sys-

tem, i.e., the ion, we confirm the trend first seen in [54] and then supported by [55],

namely, that the consumed energy is used to manipulate the inertia of the system and

to fight dissipation losses. Following the mechanical-electrical analogy, the energy to

manipulate the inertia of the control trolley in the crane amounts to the energy needed

to charge the capacitor of the Paul trap, and the energy dissipated due to mechanical

friction in the first case, corresponds to Ohmic dissipation in the second. A clear identi-

fication of the origin of the leading consumption terms opens the door to smart designs

that might minimize them, and may even help develop STA that are not based in exter-

nal, energy consuming driving. But for now, we must declare that the inclusion of the

energy spent to generate the external driving in the debit of the operation, represented

by the denominator in the expression for the efficiency, implies a vanishing energetic

efficiency of the studied externally driven single ion engine. Accelerating the cycle via

STA yields nevertheless increasing microscopic power and could benefit applications in

which the energy expense is worth paying, as it is the case of the laser, a highly inefficient

yet extremely useful device.
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3.3 Discussion of the results in energy

consumption

A system that starts and ends some transformation with the same energy necessarily

incurs in some positive power segments, where it gains energy, and some negative power

segments, where it losses it. The quantification of the energy consumed during the

transformation depends crucially in the treatment of the negative power sections. Think

of a car that starts at rest and ends, also at rest, in a different location. Down the road it

accelerates gaining kinetic energy, and then brakes to slow down, loosing energy until it

stops. The energy invested to move the car may be computed by integrating its power.

However, compensating positive and negative power sections lead to the misleading

result that no energy was needed. This is because the integral “sees” the energy that

flows out of the system as recovered by the power source. This could be the case, to

some extent, if the car of the example had some device able to recover the energy lost

during the breaking, like Formula one cars do partially. For common cars however, the

accumulated kinetic energy gets dissipated during the braking in the form of heat. This

example illustrates a general feature of the definition of work as the integral of power,

namely, that the assumption of energy recovery underlying the integral may not always

be physically justified, and, in those cases, the computation must be adapted in order

to find a realistic and pragmatic result, as has been done in this Thesis.

Compared with the example of the car, STA are even more demanding. They imply

active control at all times, so they cannot let the system leak out its energy at some

uncontrolled rate. For example, in the model studied in [54] the trolley would loose its

energy in form of heat due to friction if the force stops acting on it. But, STA require

to slow down the trolley in a predetermined way, so the force has to act on the system,

in one direction or in the other, during the entire operation. Similarly, in the model

addressed in [55, 56] if the electromotive force stops, the capacitor discharges at its

natural rate. However, active driving at all times requires to reverse the direction of

the current leading to a discharging process that involves as much energy consumption

as the charging. We conjecture that the consuming character of the negative power

sections, caused by the need of complete control over the evolution of the system, is a

general feature in shortcuts to adiabatic transformations.
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Roughly speaking, friction is the macroscopic reflection of interactions between in-

dividual microscopic subsystems. In general, any dissipative process is amenable to a

similar microscopic interpretation. Therefore, the notion of dissipation in a setup that

consists of an isolated single particle is irrelevant. There is, nevertheless, quantum fric-

tion [40, 41], a concept that refers to excitations above the energy of some equilibrium

state with respect to a given environment, on the basis that, sooner or later the system

will get in contact with the environment and the additional excitations will be dissi-

pated into it. Thus, finite rate transformations of microscopic systems lead to quantum

friction, unless a suitable STA is used, in which case undesired excitations are avoided.

STA transformations of isolated quantum systems seem to be a situations in which no

dissipation takes place, and one could be tempted to think that they are a way to im-

plement a perpetual motion machine of the third kind, i.e., a machine that operates

reversibly even at a non-vanishing rate because it eliminates any dissipative forces [61].

In other words, the frictionless regime attained by STA seemingly allows to increase the

power output of a thermal device without diminishing its efficiency.

The solution to this thermodynamical impossibility lays in a key question for any

fair thermodynamics analysis: where does the energy come from and where does it

go? Or more suitably expressed for our problem: Is the energy that generates the

evolution of the system contained within it, or is it drawn from the exterior? Crucially,

all the STA operations studied in this Thesis are externally driven processes in which

the transformation of the system is governed by an external force that results from the

configuration of an external body [62]. This should clarify why the implementation of

STA in thermal devices does not result in a perpetual motion machine. Their operation

requires some exterior input and the generation of that input most certainly incurs in

some form of dissipation. We have proven that to be the case in the models studies in [54,

55]. Also, we claim that any sensible thermodynamics accounting of an externally driven

process should take the energy required to generate the control force into consideration,

which, in the case of the quantum engine studied in [56], leads to vanishing efficiency.

In fact, beyond the specific context of STA, our results emphasize that externally

driven strokes go against the fundamental idea of an engine, a machine devised to

convert another form of energy into useful work. External driving amounts to attaching

the piston of the engine to a second device responsible of driving it through the optimal

path. It renders the piston useless, removed from its original role of converting the energy
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delivered by the working substance into useful work. Externally driven quantum engines

may nevertheless be useful, as, for example, they may induce motion into otherwise

inaccesible degrees of freedom. However, even if we refer to them as engines, it is

important to bear in mind that their operation differs fundamentally from that of an

engine and, if we are going to borrow the performance criteria of engines to evaluate

them, we must acknowledge that they operate at zero efficiency.

In contrast with externally driven processes, the proposal made in the early stages of

finite time thermodynamics of optimizing the motion of the piston [34, 35] was based on

an autonomous approach: installing a mechanism to attach the piston to the crankshaft

that, once set up, involves no further consumption (other than increased friction that

may result from the new mechanism). In essence, the idea of translating the optimal

path into a passive element could be extended to STA, and used to speed up autonomous

quantum engines. For example, a recent experimental realization of a single ion heat

engine uses a tapered geometry in the confining electrodes to transform the radial ex-

citation of the particle into axial movement [38]. Notice that no external actuation

other than the interactions with the thermal baths is needed to drive this autonomous

engine. Inspired by Mozurkewich’s and Berry’s suggestion, STA may be implemented

in the mentioned heat engine by adapting the geometry of the electrodes to the design

of the shortcut, in such a way that as the thermal energy forces the ion up and down

the tapered trap, the modified form of the electrodes yields the desired evolution of the

potential.

3.4 Results on the design of basic operations

3.4.1 Fast atom transport and launching in a nonrigid trap

The expansion of a harmonic oscillator was the original model in the dawn of short-

cuts to adiabaticity [15]. Shuttling that same model, i.e., moving the minimum point of

the harmonic potential, was also among the first proposed STA [16]. In [57] we present a

shortcut for combined transport and expansion based in the Lewis-Leach Hamiltonian-

invariant pair. First we study the shuttling of a single atom in time-dependent harmonic

traps and then we extend the treatment to generic traps. Many applications could ben-

efit from the simultaneous operation, for example, the working medium of a quantum
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engine could be moved between thermal baths as it undergoes the power strokes. Also,

the dynamical normal modes in certain transformations of interacting ions involve si-

multaneous shuttling and frequency change [26].

In principle, STA transport and expansion yield unexcited final states in arbitrarily

short times, thus, a sequential approach to the combined process may be, also, arbi-

trarily fast. It is often the case, however, that velocity implies bigger expenditure of

resources. In STA shuttling, for example, fast operations require to control the particle

well beyond the region between the starting and finishing points, so more control seg-

ments of the trap have to be involved in the operation, with the consequent energetic

cost. Also, as operation times get smaller, we may need to create deeper potentials to

avoid unharmonicities, or the design of the STA may even imply transitory repulsive

potentials that could spoil our control over the system. We compare the simultaneous

and the sequential transport and expansion of a harmonic oscillator subject to two con-

ditions: the ion should never leave the region between its initial position and the final

destination, and the harmonic potential should never become repulsive. We find out

that the sequential operation is faster.

The freedom to set the boundary conditions of the inverse engineered evolution allows

us to design launching operations. When subject to the limitations just mentioned, we

see that the simultaneous approach is more than two times faster than the sequential

one. Moreover, the dual task offers more control options in the context of launching, for

example, it enables the control of the free fly dispersion of the launched wave-packet.

Additionally, we extend the design to generic potentials and, in particular, we show that

different motional states of a single system could be launched separately if a double well

potential is considered.

3.4.2 Fast state and trap rotation of a particle in an anisotropic po-

tential

In [58] we address the paradigmatic problem for the application of invariant based

inverse engineering beyond the domain of systems and operations described by inde-

pendent dynamical normal modes. We consider the rotation of a single particle in an

anisotropic 2D trap (the isotropic case is separable). The operation could be used to

drive particles around corners in ion based scalable quantum processors [63]. There
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are some straightforward recipes to decouple the dynamical modes, for example, imple-

menting an angular momentum term that compensates the inertial effect that couples

the modes [64], but such term could be difficult to implement in many physical plat-

forms. Our design avoids adding extra terms to the Hamiltonian and, moreover, assumes

constant rotation velocity, resulting in an easier to implement protocol.

At constant rotation rate, we are able to find the normal modes after a series of

canonical transformations. Notice that the STA envisioned here is unconventional, in

the sense that there are no controllable parameters in the Hamiltonian whose time-

dependence we ought to design. Nevertheless, for a given potential configuration, we find

specific values for the operation time and the constant rotation rate that yield a rotated

version of the initial state at final time with no motional excitation. We consider several

initial states, pure states, entangled states and coherent states, obtaining satisfactory

results for all of them.

3.4.3 Invariant-based inverse engineering of time-dependent, coupled

harmonic oscillators

In [60] we explore the use of a new set of 2D dynamical invariants [65, 66] to inverse

engineer the evolution of quantum systems. This is the first step to go beyond Lewis-

Leach invariants. We consider a generic Hamiltonian model formed by two coupled

harmonic oscillators that could describe operations in various platforms such as trapped

ions [23], superconducting qubits [67] and optomechanical systems [22]. We assume that

the frequencies of the individual oscillators are independently controllable, as well as the

interaction strength. The problem of interacting oscillators with common frequency is

trivially described through independent dynamical modes.

We find out that, due to degeneracy, the role of commutativity between the invariant

and the Hamiltonian does not guarantee one-to-one mapping between eigenstates of the

total Hamiltonian at initial and final Times. Instead, the invariant based operations

designed in [60] guarantee the conservation of some form of energy. As a working

example, we design and simulate the deflection of a particle along a rotating wave

guide like potential with entire control over the output average velocity of the wave-

packet. The relation between the momentum of the manipulated particle and the ingoing

momentum the particle had at the initial time is determined by the boundary values of
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the auxiliary parameters that define the invariant. Thus, by choosing those values the

particle could maintain its velocity or get slowed down or accelerated at will.

Finally, we develop a protocol that induces energy exchange between oscillators.

Processes that exchange the state, or some property of it, between coupled systems are

highly relevant for the development of quantum technologies [68, 69]. The particular

case of coupled harmonic oscillators has also been thoroughly explored [70]. Our pro-

tocol exploits the fact that the invariant may turn into one of the individual oscillator

Hamiltonians (or at least become proportional to it) if we allow it to have complex val-

ues. The auxiliary parameters in the invariant satisfy the classical equations of motion

of coupled harmonic oscillators, which admit purely real and purely imaginary solutions

combined into complex solutions. Thus, by finding the appropriate boundary conditions

we were able to design a fast motional state transfer between the uncoupled harmonic

oscillators.

3.4.4 Time-dependent harmonic potentials for momentum or position

scaling

In [59] we adapt the invariant used in [60] to a one dimensional problem. It constitutes

the last contribution of this Thesis to extend the range of systems amenable to invariant-

based inverse engineering. We consider a single time dependent harmonic oscillator, and

exploit the virtues of the novel invariant to design a protocol to scale the kinetic energy

of a particle. We provide analytic expressions for the wave function of the system

expanded in the basis of the eigenfunctions of the invariant, and for the first and second

order moments for the position and the momentum of the driven wave-packet.

Slowing a particle down is a particularly relevant success of our protocol. It is an

interesting operation for many applications, as illustrated by the various techniques

developed to that end [71–73]. However, the protocol could be designed to speed up the

particle, or even to reverse the motion and produce a “momentum mirror”. It could

also be used to scale the position spread of the particle and design either focusing or

scattering operations. Remarkably, our protocol yields satisfactory results irrespective

of the initial conditions of the wave-packet, in contrast with earlier slowing methods

whose good results usually rely strongly on having the proper initial conditions.
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3.5 Discussion of the results on the design of basic opera-

tions

Invariant based inverse engineering has been a fruitful method to speed up many

operations in various physical platforms. Each case may have its peculiarities, but there

are some elements common to all inversely engineered transformations. First of all,

the Hamiltonian-invariant pair. Essentially, we need the operator (or function in the

classical domain) that dictates how the system at hand will evolve, and an element of the

system that remains constant during that evolution. Additionally, the Hamiltonian must

contain some time-dependent parameters, usually referred to as control parameters, and

so does the invariant, commonly known as auxiliary parameters. Lastly, we need some

kind of relation between the Hamiltonian and the invariant in the form of equations that

relate the control and the auxiliary parameters. With these ingredients, we may chose

a property of the system to remain constant by designing the auxiliary parameters

that define the invariant element, and solve the connecting equations for the control

parameters leading to the evolution that does not change the intended property of the

system.

This Thesis tries to extend this simple but powerful idea to circumstances not ad-

dressed to date. For example, the Hamiltonian and the invariant may imply complicated

connecting equations resulting in technically demanding inverse engineering problems.

This has been the case in the simultaneous transport and expansion designed in [57].

Two equations connect the Lewis-Leach invariant to its corresponding Hamiltonian,

typically known as Newton and Ermakov equations. They relate the two control and

two auxiliary parameters, but, while the center of the trap depends only on one auxil-

iary parameter, the evolution of the frequency depends on both. In a similar line, the

Hamiltonian in [60] contains three control parameters but the invariant has only two

auxiliary parameters, leading to two connecting equations coupled among them by one

of the controls. Solving these particular problems sets useful examples and could guide

to further uses of invariant-based inverse engineering.

Another interesting path to extend the applicability of inverse engineered STA is the

search of new invariant-Hamiltonian pairs. As fruitful as the Lewis-Leach invariant has

been, it is only suited for systems influenced by a specific form of potential and there are
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many setups and operations that do not fit into that structure. Moreover, the invariant

has been used, almost exclusively, to drive systems to the state that would result from an

adiabatic evolution. Other invariants may provide new perspectives and ideas to carry

out different tasks. The quantity that remains constant may not be the expectation

value of the operator for states driven by the corresponding Hamiltonian, it could be

any other relevant property of the system, like, for example, a (hypothetical) invariant

that keeps the correlations between subsystems intact during a given transformation.

The invariant used in [59, 60] is an example of that. It renders full control over some

form of energy, allowing also to interchange the value of different energy terms. We have

presented some examples, but, surely, many other interesting tasks could exploit this

property.

Most of the leading physical platforms to develop quantum technologies rely on some

sort of cooling. In some cases, maintaining the system in a cold environment is key

not to destroy the quantum properties of the system, like in superconducting qubits. In

others, the need for cooling is even more fundamental, for example, ultracold atoms need

to be maintained close to the absolute zero. The temperature of a macroscopic body

is a reflection of the kinetic energy of its microscopic constituents. Hence, at the single

particle level, slowing down means cooling down, which is useful for many applications.

There are many techniques and devices devoted to that end, Zeeman [71] or Stark slowers

[72], delta-kick cooling (DKC) [73] and the “inverse coil gun” [74] to name a few. The

opposite operation, launching, is also interesting for implementation or deposition of

ions with specific speeds [75]. The protocols devised in [57, 59] contribute to the goal

of reducing/increasing wave-packet momenta, and constitute robust alternatives to the

mentioned techniques.

Finally, as new invariant based STA unfold, it may be interesting to compare them

and search for fundamental relations, similar to the connection between invariant based

inverse engineering and counterdiabatic driving for single oscillators [76]. In particular,

there are recent proposals for shortcut to adiabatic transformations of interacting har-

monic oscillators based in counterdiabatic driving [77, 78] that could be compared to our

proposal in [60]. It will also be interesting to compare the momentum scaling protocol

designed in [59] with the widely used technique of Delta Kick Cooling [73], since they

operate under the same principle of squeezing and rotating the Wigner function.
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3.6 Prospects for future research

The inventive nature of research work hinders to comply with original goals. At

times a new idea comes up in the head of the researcher in the middle of a project and

compels him or her to decide between postponing the development of the new idea in

favor of the realization of the ongoing work or following this new path and setting aside

the current project. During the last four years, with the undoubted help of my advisors,

I have chosen some research paths at the expense of some others. In the end, a finite

amount of time only allows for a finite amount of results. Luckily, in most of the cases

I have been able to go back and work on once postponed ideas, but there are still a

couple of projects underway at the moment of writing this Thesis that, being not fully

developed yet, have been left out of this work. Nevertheless I consider it appealing for

the reader of this Thesis to say a few words about them.

The first one adds to the effort of extending invariant based STA to new systems and

operations and it is deeply inspired by [79]. Based on independent dynamical normal

modes, Sägesser et. al. have designed robust and fast cooling of a trapped ion by

controlling the width of a double well potential that contains another pre-cooled ion.

The problem is separable if equal ions are considered. For ions of different species,

however, the dynamical normal modes remain coupled. They deal with the inseparable

problem by introducing a controllable linear term in the double well potential that breaks

the symmetry and allows them to manipulate the equilibrium positions to decouple the

normal modes. It would be interesting to apply this clever trick to the paradigmatic

problem of rotation, in order to be able to generalize it for any 2D Hamiltonian.

The other proposal is a mechanism to reduce the total energy consumed in externally

driven processes. We aim to get rid of one of the leading consumption terms, the cost

of creating the inertia of the control system, by adding an element that will cause

a consumption free movement and a geometric element to translate the uncontrolled

evolution of the control into the desired evolution of the system. In this way it is

enough if an external source provides energy to overcome the dissipation due to friction

and the back-action that the movement of the system creates in the control to keep the

thing going, somewhat similar to what happens in a grandfather clock.





4. Conclusions

Shortcuts to adiabaticity set the common ground where all the research presented

in this Thesis lays. More than ten years have gone by since the first appearance of

the term in a scientific journal [15]. Since then, STA have come to constitute its own

research field with an ever growing community, as evidenced by the recent publication

of a Review of Modern Physics [80] that synthesizes the vast amount of work done

to develop and extend STA to various operations and physical setups. The relevance

gained by STA responds to both fundamental and practical appealings. On one side,

STA contribute to a better understanding of basic concepts that lay in the boarder

of scientific knowledge, such as decoherence, controllability, energy and work, entropy,

environment effects, information or connection between classical and quantum systems.

On the practical side, adiabatic invariance is one of the main routes towards precise

control over quantum systems, and therefore a cornerstone element in the development

of quantum technologies.

This Thesis tackles two of the open questions highlighted in the outlook of [80].

We have taken a significant step towards the clarification of the energetic cost of STA

protocols by assessing the energy consumed by sped up operations in different contexts.

We have demonstrated that, while the energy difference between two states connected

by a STA protocol is the adiabatic difference regardless of the duration of the process,

the acceleration implied by the use of a shortcut increases the energy needed to generate

inertia on the body whose state dictates the force that drives the system and enhances

dissipation on the control elements. Stated in terms of the concepts introduced in [56], we

have proven that implementing a STA does not change the microscopic work required

or provided by the system, but it definitely increases the total work on the system.

This observation agrees with the common intuition, spread by the study of finite time

thermodynamics, that doing things faster implies a higher energy consumption.

33
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We have also applied invariant-based inverse engineering protocols to problems where

a point transformation does not provide independent dynamical normal modes. We

have made a first attempt to speed up the paradigmatic problem of 2D anisotropic

rotation without motional excitation at final time considering realistic control over the

system. Besides, we have used further Hamiltonian-invariant pairs beyond the Lewis-

Leach family, and proven that they can be used to implement shortcuts-to-adiabatic

manipulations of coupled 2D systems.

The 1D version of the new family of invariants has been used to design a protocol

that uses a transient harmonic potential to manipulate at will the momentum of a

particle regardless of its initial conditions. Statistical thermodynamics showed us that

temperature is a reflection of kinetic energy, the result of the motion of the microscopic

particles that compose the system. In a quantum mechanical context slowing down a

particle and cooling it become almost synonyms, so the momentum scaling shortcut may

be used to reach pikoKelvin temperatures, providing a robust alternative to procedures

like Delta Kick Cooling that rely heavily in the initial state of the system.

During my Thesis I have had the opportunity to collaborate with great researchers.

Among them, the partnership with the group of Ronnie Kosloff has been particularly

meaningful. We addressed the extension of shortcuts to open quantum systems, an effort

that resulted in two publications that are not explicitly included in this Thesis [81, 82].

We developed a protocol based on inverse engineering the non-adiabatic Markovian

master equation [83] and dubbed it Shortcut to Equilibration, a non-unitary control

task aimed at rapidly changing the entropy of the system. The protocol was originally

created to accelerate the return to equilibrium of a manipulated open quantum harmonic

oscillator and then extended for a driven two level system in contact with a thermal bath.

Overall, I think that it is fair to say that we have met the goals established for this

Thesis. In a more personal note, I feel that the time elapsed since I started doing my

research, first for the master Thesis and then for the PhD, has signified, not only a

huge learning experience, but also, and even more importantly, a period of incredible

personal growth. I have found that the challenge that means having to face problems

for which no solution is yet known makes it hard to get bored of the research work. I

hope to continue facing, and to the extent possible solving, this kind of problems.
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Fast atom transport and launching 
in a nonrigid trap
A. Tobalina, M. Palmero, S. Martínez-Garaot & J. G. Muga

We study the shuttling of an atom in a trap with controllable position and frequency. Using invariant-
based inverse engineering, protocols in which the trap is simultaneously displaced and expanded are 
proposed to speed up transport between stationary trap locations as well as launching processes with 
narrow final-velocity distributions. Depending on the physical constraints imposed, either simultaneous 
or sequential approaches may be faster. We consider first a perfectly harmonic trap, and then extend 
the treatment to generic traps. Finally, we apply this general framework to a double-well potential to 
separate different motional states with different launching velocities.

An important goal of modern atomic physics is to control atomic motion for fundamental studies or to develop 
quantum-based technologies. Technological advances allow for driving individual atoms (ions1, 2 or neutral 
atoms3) along microscopic or mesoscopic predetermined space-time paths. This control will enable us to use 
the rich structure and interactions of ions and neutral atoms in circuits and devices where quantum phenom-
ena play a significant role. Many operations require moving the atoms fast to keep quantum coherence, leaving 
them unexcited at their destination. Slow adiabatic shuttling may avoid excitation in principle, but the long times 
required make the processes prone to decoherence. Shortcuts to adiabaticity (STA)4, 5 are protocols for the con-
trol parameters that produce final states of an adiabatic process in much shorter times, typically via diabatic 
transitions at intermediate times. In this paper, we find STA to drive a single atom by a moving and nonrigid 
potential with time-dependent frequency as schematically shown in Fig. 1. We shall focus first on harmonic 
traps, and then a theory for more general potentials is also put forward. Two types of basic processes addressed 
are: (i) transport where the wave packet center and trap start and end at rest, and also (ii) launching or stopping 
processes, where the wave-packet center and trap start (resp. end) at rest, and ends (resp. start) with a nonzero 
velocity. Invariant-based inverse engineering has been applied to designing STA for rigid transport (with a con-
stant potential in the moving frame)6–8, and trap expansions or compressions4, 9–12. While shuttling and expansion 
or compression could be performed sequentially, doing both operations simultaneously, as proposed here, may 
save time and offers broader control possibilities. “Dual-task” operations must thus be compared to sequential 
operations. In principle, STA for rigid transport and expansions can be done in arbitrarily short times, but only 
if infinite resources and energies are available, which is never the case in practice. Often, the control parameters 
cannot go beyond certain values. For example, a very fast trap expansion without final excitation needs transient 
imaginary frequencies of the external trap (a concave-down potential), which are not easy to implement in all 
trap types. In optical traps, for example, the passage through the atomic resonance of the laser frequency to go 
from a trap to an antitrap may produce undesired excitation. A different, common constraint is the limitation on 
the spatial domain allowed for the trap center. We shall show that, depending on the constraints imposed, either 
sequential or dual-task protocols may be faster.

There are different fields or applications where simultaneous transport and expansion or compression between 
initial and final states at rest is of relevance. In quantum heat engines and refrigerators13–22 for example, the (ther-
modynamically) adiabatic expansion or compression strokes of the cycle could be realized simultaneously trans-
porting the quantum working medium between baths at different locations. Also, when expanding or separating 
ion chains, which are basic processes to develop a scalable quantum-information architecture23, the effective 
dynamics of the normal modes involves simultaneous transport and frequency change24, 25. One more scenario 
where transport and frequency change occur simultaneously is the bias inversion of an asymmetric double-well 
potential26.

Launching and stopping protocols are as well useful for many applications. An example of a stopping device is 
the “inverse coil gun” implemented by Mark Raizen and coworkers27. It uses pulsed magnetic fields to slow down 
a supersonic beam (e.g. from 500 to 50 m/s27) so as to leave the atoms ready for spectroscopic studies, controlled 
collisions, or further cooling techniques. One advantage of stopping techniques by magnetic (for paramagnetic 
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species) or electric fields (for ions), is their broad range of applicability, beyond the very restricted class of atoms 
with a cycling transition that can be treated by standard laser cooling approaches. The opposite process, launch-
ing, is also of much current interest: launching ions with a specific speed is used in particular for their implanta-
tion or deposition28. Accurately controlled launching can contribute to different quantum technologies such as 
ion microscopy, those using a controlled “soft landing” of slow ions on a surface, and those controlling the loca-
tion of defects (NV centers) that have been proposed for sensors and also as the basis of a possible architectures 
for quantum information processing. Deterministic sources of single cold ions have been proposed and demon-
strated28, 29 that limit the position-momentum uncertainty only due to the Heisenberg principle. Our goal here is 
to control of the velocity, and its dispersion. This is facilitated by the possibility to change the trap frequency along 
the shuttling. Differential launching of different motional states is also possible as we shall demonstrate with a 
double well.

While the mathematical framework of this work is equally applicable to neutral atoms or trapped ions, the 
numerical examples make use of parameters adapted to trapped ions1, 2.

Invariant-based inverse engineering.  Lewis and Riesenfeld30 noted that the solutions of the Schrödinger 
equation for a time-dependent Hamiltonian can be written as superpositions of eigenstates of its dynamical invar-
iants. Dhara and Lawande31 and Lewis and Leach32 worked out the details for a particle of mass m that evolves 
according to Hamiltonians of the form

ω
ρ
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
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where F(t) is a homogeneous force, ω πt( )/(2 ) the frequency of a harmonic term, U an arbitrary function, and α(t) 
and ρ(t) are auxiliary functions. x and p represent conjugate position and momentum operators of the particle.

The Hamiltonian in Eq. (1) has the quadratic-in-momentum invariant
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where ω0 is a constant. For simplicity we choose ω0 = ω(0).
Any wavefunction ψ(t) driven by the Hamiltonian (1) may be written in terms of eigenvectors ψn of the invar-

iant (2),
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where cn are constant coefficients, the λn are the eigenvalues, and θn are Lewis-Riesenfeld phases that can be cal-
culated from H and ψn
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where the φ σ( )n  (normalized in σ = α
ρ
−: x  space) are the solutions of the auxiliary, stationary Schrödinger 

equation

Figure 1.  Scheme of the transport protocol with a change in the frequency of the trap.
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The physical meaning of α is made evident in Eq. (7) as a centroid for the dynamical wavefunctions that satis-
fies the Newton equation (5). α is also the center of the potential term ρ α ρ−− U x[( )/ ]2  when U does not 
vanish.

To inverse engineer the interaction between the initial time, t = 0, and a final time tf, we first set the initial and 
final Hamiltonians. For transport between stationary traps, commutativity is imposed between the Hamiltonian 
and the invariant at boundary times so that they share eigenstates. Thus the dynamics maps eigenstates of H(0) 
onto eigenstates of H(tf) via the corresponding invariant eigenstates, even though at intermediate times diabatic 
transitions may occur. The commutation of H and I at boundary times implies boundary conditions for α, ρ, and 
their derivatives. We design these functions to satisfy the necessary boundary conditions, and then, from the 
auxiliary Eqs (4) and (5) the control parameters ω t( ) and F t( ) are found. For launching/stopping processes the 
invariant and Hamiltonian do not commute at final time in the laboratory frame, but the states may be chosen as 
eigenstates of the Hamiltonian in the comoving and coexpanding frame.

Results
Dual-task transport in a nonrigid harmonic trap.  Let us assume first that the external trap is purely 
harmonic, i.e., we take U = 0 and ω=F m t x t( ) ( )2

0 , where x t( )0  is the position of the trap center. Then, the 
Hamiltonian in Eq. (1) becomes, adding a purely time-dependent term that does not affect the physics to com-
plete the square,

ω= + − .H p
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The average energy for this system in the nth state (7) is given by
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For rigid transport6, ω is constant and Eq. (4) is trivially satisfied for ρ =t( ) 1. Here, the goal is to transport a 
particle a distance d, and additionally change the angular frequency of the trap from the initial value ω0 to the 
final value ω ω ω γ≡ =t( ) /f f 0

2, without final excitation. The control parameters are the frequency ω(t) and the 
position of the center of the trap x t( )0 . Figure 1 shows schematically this process. The auxiliary functions α(t) and 
ρ t( ) have to satisfy the boundary conditions
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We also find, by imposing commutativity between Hamiltonian and invariant at boundary times, the bound-
ary conditions
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Additionally, to satisfy the invariant condition in Eq. (3) we need to impose
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Now, we may propose ansatzes that satisfy all boundary conditions in Eqs (11), (12) and (13). A simple choice 
is ρ ρ= ∑ =t s( ) i i

i
0

5  and α α= ∑ =t s( ) i i
i

0
5 , where =s t t/ f . Fixing the coefficients ρi and αi to satisfy the boundary 

conditions, the auxiliary functions become
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Substituting ρ in Eq. (4), the time dependent frequency in (9) takes the form
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whereas, from Eq. (5), the transport function (position of the trap center) is
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that can be now calculated with Eqs (14) and (15). The form of the polynomial for ρ in Eq. (14) is not affected by 
the transport, so the function for the frequency in Eq. (15) is the same as the one used for pure expansions4. 
Similarly, the form of α t( ) is not affected by the expansion, but the trap position x t( )0  is different from the one in 
rigid transport6 due to the time dependence of the frequency. The dual task protocol is thus not just a simultane-
ous superposition of recipes for pure expansions and rigid transport but a genuinely different process.

We performed a number of tests to compare the times required by the sequential or dual protocols. In princi-
ple, both the sequential and the dual drivings can be done arbitrarily fast, if no limitations are imposed. However, 
subjected to technical limitations the minimal times may be different. One of the bounds will be to keep the fre-
quency always real, ω >t( ) 02 , since a repulsive parabola may be difficult to implement in some trapping meth-
ods. Other natural constraint is to limit the trap position bounded within the “box” [0, d].

We carry out the comparisons for a 9Be +ion, shuttled over a distance =d 370 μm in a trap with initial fre-
quency ω π =/(2 ) 20  MHz expanded by a factor of 10, γ2 = 10. For these parameters and polynomial ansatzes, the 
simple expansion has a minimal final time = .t 0 443f

min( )
exp

 μs, below which imaginary frequencies appear. Note 
that this will also be the limit time before getting imaginary frequencies in the dual process, as Eq. (15) gives 
exactly the same evolution for ω in a simple expansion or a dual process. For rigid transport, carried out before 
the expansion at the highest trap frequency, the limit time is = .t 0 2f

min( )
tra

 μs before exceeding the box. Thus, the 
total minimal time for the sequential protocol is = .t 0 643fseq

 μs. For the dual protocol, the minimal final time 
before exceeding the box is = .t 0 91fdual

 μs. Under the stated restrictions (real frequencies and the trap bounded 
by the predetermined box [0, d]), the dual protocol is slower than the sequential one, if performing the transport 
first and then the expansion. All final times are summarized in Table 1.

If the only restriction is to keep real frequencies, dropping the limitation on the domain of the trap position, 
the minimal final time is in principle = .t 0 443f

min( )  μs for both the sequential and dual protocols, but in the 
sequential protocol this is a really challenging limit since the transport should be done in zero time. In both pro-
tocols the transport function exceeds the box [0, d]. In Fig. 2 we compare the ratio between the exceeded distance 
beyond [0, d] and d for the sequential and the dual drivings, with respect to the total process time. The exceeded 
distance is defined in terms of the maximum (x0max

) and the minimum (x0min
) values of the trajectory as 

= − −x x x de 0 0max min
. The figure shows that the dual protocol is much more robust. As the minimal possible 

time is approached, the ratio in the sequential protocol increases dramatically. In contrast, the ratio in the dual 
protocol is very stable, making potentially easier to perform the dual protocol for short times.

Dual-task launching in a harmonic trap.  We study now launching processes where the frequency of the 
trap is time dependent (stopping processes may be designed by inverting the launching protocols). If the ion is to 
be launched adiabatically with a very precise velocity, the trap should have a small final frequency to minimize the 
uncertainty. STA protocols will achieve the same goal in a shorter time.

The order of the sequence plays a relevant role to compare sequential or dual launching protocols. In the 
previous subsection, when the final state is at rest, the sequential protocol may be faster than the dual one when 
transport is done first, then the expansion. For the launching process, the only meaningful sequential process 
implies to expand first, and then to transport, but a small trap frequency does not enable us to implement a fast 

ω > 0 trap in [0, d] Both conditions

Sequential 0.443 μs 0.2 μs 0.643 μs

Dual 0.443 μs 0.91 μs 0.91 μs

Table 1.  Minimal times for the transport + expansion process when the trap frequency or/and center are 
limited, see text. Parameters: =d 370 μm, γ = 10, and ω π =/(2 ) 20  MHz.

Figure 2.  Ratio of the exceeded distance xe and the transport distance d for the dual (blue circles) and 
sequential (red diamonds) non-rigid harmonic tranport protocols, for final times that do not require imaginary 
frequencies. Parameters used are =d 370 μm, γ = 10, and ω π =/(2 ) 20  MHz.
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launching. It is therefore useful to combine the time dependences of frequency and displacement of the trap in a 
dual protocol.

The boundary conditions to be imposed for this launching protocol are the same as in Eqs (11), (12) and (13), 
except that the first derivative of α at final time, is now the final launching velocity vf ,

α = .


t v( ) (17)f f

Additionally, boundary conditions are imposed on the third derivative of α,

α α= =t(0) ( ) 0, (18)f
(3) (3)

where (n) means nth derivative, so that, according to Eq. (16), the velocity of the trap x0 and the velocity of the 
wave packet α  are the same at the boundary times. In order to satisfy the additional boundary conditions, we 
consider a higher-order polynomial ansatz for α, α α= ∑ = si i

i
0

7 , which upon fixing parameters to satisfy all 
boundary conditions gives

α = − − − + − − − .t d t v s d t v s d t v s d t v s( ) 5(7 3 ) 3(28 13 ) 2(35 17 ) 10(2 ) (19)f f f f f f f f
4 5 6 7

Boundary conditions for ρ are the same as in the previous subsection, so the same ansatz used in Eq. (14) is valid 
here. Thus, the evolution of the frequency is given in Eq. (15), while the evolution of the trap position is found 
substituting Eqs (15) and (19) into Eq. (16).

We evaluated the sequential and dual launching protocols limiting the frequencies to real values and the 
domain of the trap center to [0, d]. For the same parameters used in the previous subsection, and for a final veloc-
ity =v 10f  m/s, the minimal expansion time is the one given in the previous subsection, = .t 0 443f

min( )
exp

 μs, as the 
expansion does not change for the new boundary conditions. The rigid transport, however, performed with the 
final trap frequency, can be done in a minimal time = .t 2 295f

min( )
tra

 μs without exceeding the box. Thus, the minimal 
sequential time is = .t 2 734ftot

min( )  μs. For the dual protocol, the minimal time not exceeding the box is = .t 1 216fdual
 

µ s. The times are summarized in Table 2. Here the dual protocol clearly outperforms the sequential one.
A control possibility we have for the dual process, which does not exist for the sequential one, is to design the 

launching with a given constant expanding velocity, i.e., we impose α =


t v( )f f  as before and also

ρ ε= .


t( ) (20)f

Additionally, boundary conditions may be imposed on the third derivative,

ρ ρ= =t(0) ( ) 0, (21)f
(3) (3)

so that, from Eq. (4), ω =

(0) 0 and ω εω γ= −


t( ) 2 /f 0

3, which guarantees that the expansion velocity of the 
dynamical state matches that of the instantaneous eigenstates of the trap, consistently with the time derivative of 
ρ = ω

ω
t( )f

f

0 .

For the polynomial ansatz ρ ρ= ∑ = si i
i

0
7  the coefficients are fixed to satisfy the boundary conditions,

ρ γ ε γ ε γ ε γ

ε

= + − + − − − + − + − + − − − +

− .

t t s t s t s

t s

( ) 1 5( 7 7 3 ) 3( 28 28 13 ) 2( 35 35 17 ) 10( 2 2

) (22)

f f f

f

4 5 6

7

With the evolutions considered in this section, either for the expanding or the nonexpanding launching, a 
state which is initially an eigenstate of H(0) will not become an eigenstate of the Hamiltonian H t( )f . Instead, the 
state of the system at the end of the process is, see Eq. (7), ψ ϕ= ε γ γ ε γ

γ γ
+ − −( )x t e( , ) ,n f

x v d x
n

x d[ /2 ( ) / ] 1im
f

2

1/2
  which 

can be shown to correspond to the Hamiltonian eigenstate in the moving and expanding reference system of the 
trap (see Methods).

The expectation value of the velocity for ψ x t( , )n f  is vf  and its dispersion is

ω
γ ε

ω
γ

∆ =
+ 




+





v n
m

(2 1)
2

,
(23)0

2 2 0
2

4


minimal with respect to ε for ε = 0. It can be lowered further by decreasing the final trap frequency (increasing 
γ). This result may be compared with the process where the initial trap is turned off and a constant electric field is 

ω > 0 trap in [0, d] Both conditions

Sequential 0.443 μs 2.295 μs 2.734 μs

Dual 0.443 μs 1.216 μs 1.216 μs

Table 2.  Minimal final times for the launching + expansion process with limited frequency or/and trap center, 
see text. Parameters: =d 370 μm, γ = 10, =v 10f  m/s, and ω π =/(2 ) 20  MHz.
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applied. Then the dispersion does not change,  ω∆ = + .v n m[ (2 1) ]/(2 )0  Much smaller spreads can be 
achieved by the dual protocol, but γ  cannot be made arbitrarily small in a fixed process time. In particular, the 
requirement of keeping the frequency real implies the bound9, 14 γ ω> −t 1 /f

2
0. A constant electric field has 

its own, different limitations, in particular, with constant acceleration the time is fixed as =t d v2 /f f  to reach a given 
final velocity vf  in a distance d.

Dual-task shortcuts in an arbitrary trap.  Now, we extend the analysis to move and expand or compress 
an arbitrary confining potential from U x( ) to 









ρ

α

ρ

−
U

t

x t

t
1

( )

( )

( )f

f

f
2

. To stay within the family of processes described by 

Eq. (1), so that invariants are known, we must impose that the harmonic and linear terms depending on ω2 and F 
vanish at the boundary times. We thus set ω =00  hereafter. If initial and final potentials are at rest, by imposing 
commutativity between the Hamiltonian (1) and the invariant (2) and continuity at the boundary times, we get 
the same boundary conditions as in Eqs (12) and (13). We must also impose the boundary conditions in Eq. (11) 
for the system to be displaced and expanded or compressed, noting that now the constant γ is not related to ω0. 
With these boundary conditions, using the auxiliary Eqs (4) and (5), ω ω= = = =F F t t(0) ( ) (0) ( ) 0f f . That is, 
the only non vanishing term of the potential at the boundary times =t t0,b f  is = 




.

ρ

α
ρ
−V t U( )b t

x t
t

1
( )

( )
( )b

b

b
2

 We design 
the functions α t( ) and ρ t( ) polynomially as before, so that they satisfy all boundary conditions, and introduce 
them in the auxiliary equations to inversely obtain the control parameters. The auxiliary functions can be the 
same as in Eq. (14). Substituting ρ in Eq. (4),

ω ρ
ρ

=− ̈t( ) ,
(24)

2

and substituting this result and α in Eq. (5) we get

α ω α= + .̈F t m m( ) (25)2

In other words, the protocol requires auxiliary time-dependent linear and quadratic potential terms apart 
from the scaled potential 



ρ

α
ρ

−U
t

x t1
( )

( )
2 . This protocol is of course technically more demanding than the one 

designed for the simple harmonic trap, because of the need to implement and control all terms (linear, quadratic, 
and U-term) of the Hamiltonian (1).

The results can be extended to a launching scenario. To be specific, we shall consider the double well, a par-
adigmatic quantum model that has been used, for example, to study and control some of the most fundamental 
quantum effects, like interference or tunneling. With the advent of ultracold-atom-based technology, it also finds 
applications in metrology, sensors, and the implementation of basic operations for quantum information process-
ing, like separation or recombination of ions24, as well as Fock state creation33, and multiplexing/demultiplexing 
vibrational modes34, 35. Here, we explore the possibility of using it for differential launching of vibrational modes.

We set U (in σ = α
ρ
−: x  space) as

σ βσ λσ µσ= + +U( ) , (26)4 2

where β, λ and μ are constant parameters. β, is positive and λ negative so that we have indeed a double well. The 
linear term produces a bias between the wells. The condition26 µ| | − λ

β


4 2
3

3
 enables us to approximate σU( ) 

as the sum of two harmonic potentials with minima at26

σ λ
β

µ
λ

=± − +± t( ) 1
2 4 (27)

in σ-space, and effective angular frequency

λ
Ω = − .

m
2

(28)

Limiting the linear coefficient as µ β< m(2 / )1/2 , the first excited and ground states lie in different wells34. 
We want to implement a protocol with a nonzero final expansion velocity, such that the effective launching veloc-
ities for ground and first excited states are different so that they separate further. We choose the boundary condi-
tions for the auxiliary functions in Eqs (11) and (13) and for the first derivatives

α α

ρ ρ ε

= =

= = .

 

 

t v
t

(0) 0, ( ) ,
(0) 0, ( ) (29)

f

f

0

Here the boundary conditions for the third derivatives [Eqs (18) and (21)] are not necessary. With these condi-
tions, using fifth-order polynomial ansatzes, the auxiliary functions are finally given by

α = − + − + + −t d t v s d t v s d t v s( ) 2(5 2 ) ( 15 7 ) 3(2 ) , (30)f f f0
3

0
4

0
5
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ρ γ ε γ ε γ ε= + − + − + − + + − + − .t t s t s t s( ) 1 2( 5 5 2 ) (15 15 7 ) 3( 2 2 ) (31)f f f
3 4 5

These parameters directly give us the evolution of the potential term ρ α ρ−− U x[( )/ ]2 . The auxiliary harmonic 
and linear terms in the total Hamiltonian (1) are found by substituting α and ρ in Eqs (24) and (25), respectively. 
The resulting potential (the sum of the three potential terms in Eq. (1)) is depicted in Fig. 3 as a function of 

α−x d( )/ , with α depicted in Fig. 4.
For this evolution, we can calculate the average final velocity of the ground states in each well, and the final 

dispersion,

ε µ
λ

λ
β λ

ε λ
γ

= +





± −





∆ =
−

−±⟨ ⟩v v v
m m4

1
2

,
4

( 4 ) ,
(32)

0
2

2


Figure 3.  Time evolution of the shape of the launching double-well potential with velocities =v 10f  m/s and 
ε= s2/ . Each snapshot has been vertically displaced, without affecting the dynamics of the system, so that the 
minimum of the left well always lies at zero potential. The parameters used are λ = − .4 7 pN/m, β = .5 2 mN/
m3, µ = .86 4 zN, =d 370 μm, γ = 3 and =t 1f  μs. Even though not appreciated by the naked eye in the 

Figure 4.  Scaled trajectory α, Eq. (30), of the center of the trap in a double well launching protocol with 
parameters λ = − .4 7 pN/m, β = .5 2 mN/m3, µ = .86 4 zN, =d 370 μm, γ = 3 and =t 1f  μs, and velocities 

=v 10f  m/s and ε= s2/ . Blue rectangles mark the points of the trajectory in which a snapshot of the potential is 
depicted in Fig. 3.
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which is the same in both wells, as the effective frequency is also equal. Details of these calculations are displayed 
in Methods. Choosing the parameters so that − > ∆+ −v v v2 , guarantees that the wave packets of each well 
will never overlap.

Discussion
In this paper, we have used the invariant-based inverse-engineering method to design shortcuts to adiabaticity for 
nonrigid driven transport and launching. Shortcuts for a harmonic trap are designed first, and then the analysis 
is extended to an arbitrary trapping potential. Compared to rigid transport6, nonrigid transport requieres a more 
demanding manipulation, but it also provides a wider range of control opportunities, for example to achieve 
narrow final velocity distributions in a launching process, suitable for accurate ion implantation or low-energy 
scattering experiments. A further example is the possibility to launch the ground states of each well in a double 
well with different velocities. In a previous work34 processes to separate the ground and the first-excited states of a 
harmonic trap into different wells of a biased double well using STA were described. The processes discussed here 
can be applied to different systems such as neutral atoms in optical traps, or classical mechanical oscillators, for 
which, mutatis mutandis, most of the results apply.

Methods
Unitary diplacement and dilatation transformations.  First, we prove that given an arbitrary unitary 
transformation U, the transformed invariant ′ = †I UIU  is an invariant of the effective Hamiltonian 

′ = + ∂
∂

† †H UHU i UU
t

 . Their commutator is given by

′ ′ = +
∂
∂

= +
∂
∂

−
∂
∂

† † † † † † †I H UHU i U
t

U UIU U H I U i U
t

IU i UIU U
t

U[ , ] [ , ] [ , ] , (33)  

and the invariance condition [see Eq. (3)] for the transformed operators is satisfied,

 ∂
∂

− =




∂
∂

−


 = .

′
′ ′ †i I

t
I H U i I

t
H I U[ , ] [ , ] 0

(34)

Now we introduce the specific unitary time-dependent operator =U U U U Ud d p x2 1
. Operators Ud1

 and Ud2
 perform 

a time-dependent dilatation, and Ux and Up a time-dependent translation in space and momentum, and are given 
by36

= =

= = .

ρ
ρ

ρ

α α

− +

−





U e U e

U e U e

; ;

; (35)

d

im
x

d

iln
px xp

p
im x

x
i x

2 2 ( )
1

2

2
 

 

In the comoving and coexpanding frame defined by this transformation, the new invariant

ω′ = = = + +† † † † †I UIU U U U U I U U U U
m

p m x U x1
2

1
2

( ), (36)d d p x x p d d
2

0
2

2 1 1 2

becomes time independent37. Note that I′ has the same form of the Hamiltonian in Eq. (8) and therefore, the 
eigenstates of I′ are given by φ x( )n . The inverse transformation acting on φn provides the time dependent eigenvec-
tors of I(t) in Eq. (7),

ψ φ φ
ρ

φ α
ρ

= = =





− 



.ρ ρ αρ αρ ρ+ −′† † † † † ˙ ˙ ˙x t U x U U U U x e x( , ) ( ) ( ) 1

(37)
n n x p d d n

im x x
n

[ /2 ( ) / ]
1 2

2


The Hamiltonian in the comoving and coexpanding frame is


ρ

ω ρα
ρ

α αα= +
∂
∂

=


 + +



 +






−





−′ ¨ ˙ ¨† †H UHU i U
t

U
m

p m x U x m m1 1
2

1
2

( )
2

,
(38)2

2
0

2
2

2

which, up to global terms that depend only on time, is proportional to the transformed invariant (36), so they 
commute at all times and thereby, share eigenstates at all times.

Note that the noninertial frame considered is comoving with α, which is the center of the term 
ρ α ρ−− U x[( )/ ]2 , but not necessarily the center of the harmonic potential ω −x x( )m

2
2

0
2 in Eq. (9) when U = 0. 

However, the boundary conditions are set, see Eq. (18), so that indeed the frames moving with α and x0 coincide 
at boundary times =t t0,b f , as α =t x t( ) ( )b b0 , and α =


t x t( ) ( )b b0 . Similarly Eq. (21) implies that the coexpand-

ing frame depending on ρ agrees with the one defined by the scaling factor ρ ω ω= /trap f0  associated with the 
expansion of the trap, ρ ρ=t t( ) ( )b trap b , and ρ ρ=

 
t t( ) ( )b trap b .

Average velocity and dispersion in a double well.  Here, we consider the Hamiltonian in Eq. (1) with 
σU( ) given by a double well, Eq. (26), where ground and first-excited states lie in different wells and may be 

approximated by ground states of corresponding harmonic oscillators centered in σ± [see Eq. (27)], and effective 
angular frequency Ω [see Eq. (28)]. If the initial state is either the ground or first-excited state, the dynamical state 
of the system is in either case
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ψ
ρ

ϕ= ρ ρ αρ αρ ρ± + − ±
  x t e( , ) 1 ,

(39)

im x x[ /2 ( ) / ]
1/2 0

2

where φ σ= 

 − 


.π

σ α
ρ

± Ω − − Ω −
±

α
ρ

Ω −
± ( )( ) e Hm m x

0
1/4

( )
0

m x
2

2

 


Using standard properties of Hermite polynomials the average of the velocity and its square are found to be

∫ ψ ψ α ρ σ〈 〉 = − ∂ = +±
± ±

± 

⁎v i
m

dx( ) , (40)x


∫ ψ ψ α ρσ ρ
ρ

= − ∂ = + +
Ω






+
Ω 



.±

± ∗ ±
±⟨ ⟩ ˙ ˙ ˙v

m
dx

m
( ) ( )

2 (41)
x

2
2

2
2 2 2

2

2
 

Finally, the dispersion, common to both wells, is given by


ρ

ρ
∆ = ∆ = − =

Ω






+
Ω 




.± ± ±⟨ ⟩ ⟨ ⟩ ˙v v v v
m2 (42)

2 2 2
2

2

Equation (32) follows by substituting in Eqs (40) and (42) the expressions for σ± and Ω, Eqs (27) and (28), and the 
final values of the auxilary functions and their derivatives in Eqs (11) and (29).
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Shortcuts to adiabaticity let a system reach the results of a slow adiabatic process in a shorter time. We propose
to quantify the “energy cost” of the shortcut by the energy consumption of the system enlarged by including
the control device. A mechanical model where the dynamics of the system and control device can be explicitly
described illustrates that a broad range of possible values for the consumption is possible, including zero (above
the adiabatic energy increment) when friction is negligible and the energy given away as negative power is stored
and reused by perfect regenerative braking.
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I. INTRODUCTION

Shortcuts to adiabaticity (STAs) [1,2] are protocols for
the time dependence of the control parameters of a system
(hereafter primary system, PS) so that it reaches the same final
conditions (energy, populations, or state) of a slow adiabatic
process in a shorter time. STAs have found widespread appli-
cations in atomic, molecular, and optical physics and beyond,
e.g., for classical systems [3–5], as a generic tool to combat
decoherence and design robust, fast processes or devices. Some
STAs use the structure of the Hamiltonian describing the slow
process for the PS, as in invariant-based methods [1], and
others add new control terms, as in counterdiabatic approaches
[6], but this distinction does not affect the following discussion.

The total mechanical work done on the PS in a given STA is,
by definition, equal to the work done in the adiabatic process,
i.e., the adiabatic energy increment between initial and final
states. It was soon clear that this quantity could not represent
all relevant energy flows, which led to the consideration
of alternative measures [7]. Several disparate definitions of
energy cost have been proposed in the context of quantum
thermodynamics to characterize quantum engines and refrig-
erators [8–18]. These definitions have been systematically
formulated in terms of the cycling system (PS) alone. Even if
the existing proposals have their own merits and applications,
the point of view put forward in this article is that a broader
perspective is necessary for the definition to be useful and
practically relevant, addressing not only the PS but also the
control system (CS) that drives the time-dependent parameters.
In other words, we advocate redefining and expanding the
“system” in the model to include the PS and the CS in an
enlarged system. It might appear that this simply shifts the
system-defining border so that the same problem is translated
towards the new border. The important point is to find a
meaningful divide, for which the energy changes with the
outer world are modeled by forces that can be easily translated
into fuel or electric power consumption by an active device.

*eriktm@iff.csic.es
†jg.muga@ehu.es

Such a shift is crucial to make the energy “cost” a significant
quantity that indeed has something to do with the feasibility
of the processes, minimal times allowed, or economic costs.
Some examples help to clarify this: If a train (CS) transports
cargo (PS) horizontally between two stations, the total energy
increment of the cargo is zero. Surely what interests us more
as a relevant cost is the energy consumption by the active force
that the engines should do, translated into fuel consumption.
We thus need to evaluate this force by expanding the physical
model to include the train itself, taking into account friction and
the braking mechanism and paying attention to the maximum
power deliverable by the engine, which will put limits on the
minimal transport times. Similar examples can be drawn from
studies by nutritionists or biomechanicists concerned with
the kilocalories the body consumes or the oxygen intake to
perform a given task or exercise [19]. For a weightlifter (CS)
pushing a weight (PS) up, the energy expenditure depends not
only on the work done on the weight but also on CS-dependent
factors such as the lifter’s skill and weight and muscular mass.

This paper is based on a simple model for which enlighten-
ing, explicit expressions for the dynamics, power, and energy
consumption are worked out. In Sec. II we present our model, a
mechanical crane, and the main results. The model is described
by equations similar to the ones used for the transport of
neutral atoms or ions in microscopic traps. In Sec. III we
find the optimal protocol with respect to energy consumption,
and the paper ends with a discussion in which we surmise the
implications that we expect to be broadly applicable.

II. MODEL AND RESULTS

The model is an overhead crane, as depicted in Fig. 1,
composed of a trolley of mass M (CS) moving along a
horizontal bridge and a load of mass m (PS) pending by a
constant-length rope [20]. We neglect the stiffness and mass
of the rope and air resistance. The load can be regarded, in
the small-oscillation regime characteristic of these devices, as
a harmonic oscillator with a moving center. The generalized
coordinates are the position of the trolley x(t) and the swing
angle θ (t). The process we consider is a transport of the load
by moving the trolley from x = 0 to x = d in a time tf . If

2469-9926/2017/96(2)/022133(7) 022133-1 ©2017 American Physical Society
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FIG. 1. Overhead crane composed of a load of mass m and a
trolley of mass M connected through a rope of constant length l. The
red solid arrows represent the active force Fa and the friction force
Fr acting on a rightward-moving trolley.

done adiabatically, the initial and final energies of the load
should be equal. Shortcuts for quantum systems subjected to
a moving harmonic (or otherwise) trap have been extensively
studied (see, e.g., [21–23]).

The external forces depicted in Fig. 1 are the actuating
force Fa (e.g., due to an engine or to a braking mechanism if it
opposes the direction of motion of the trolley) and the friction,
modeled here as Fr = −γ ẋ, γ � 0. The Lagrangian, without
friction, is L = L1 + L2,

L1 = m

2
[ẋ2 + l2θ̇2 + 2lẋθ̇ cos θ ] + mgl cos θ,

L2 = M

2
ẋ2 + Fax, (1)

where the dots represent time derivatives, l is the rope length,
and g is the gravitational acceleration. With friction, the
equations of motion are derived from the Euler-Lagrange
equations, with the equation on the trolley position modified
to include a friction term, d

dt
( ∂L

∂ẋ
) − ∂L

∂x
+ ∂F

∂ẋ
= 0, where

F = γ ẋ2/2 is Rayleigh’s dissipation function [24],

0 = lθ̈ + ẍ cos θ + g sin θ, (2)

Fa + Fr = Mẍ + m(ẍ + lθ̈ cos θ − lθ̇2 sin θ ). (3)

Equation (2) defines the kinematics of the load in terms of only
x(t); that is, it is formally independent of characteristics of the
trolley such as mass or friction for a given x(t). This allows
the formal treatment of the load as an open system subject
to an external time-dependent control, but x(t) depends on
these characteristics and on the angle and the pulling force via
Eq. (3). We may compute the frictionless Hamiltonian of the
total system through the Lagrangian L = L1 + L2 given by
Eq. (1), H = ẋpx + θ̇pθ − L, where px = ∂L/∂ẋ and pθ =
∂L/∂θ̇ . To account for friction, one of Hamilton’s equations
changes to [25,26] ṗx = − ∂H

∂x
− ∂F

∂ẋ
. The power produced by

the force Fa can be expressed as the rate of change of H0 =
H + Fax (the last term cancels the external interaction −Fax

in H, leaving the bare mechanical energy) plus the energy loss

rate due to friction,

P = dH0

dt
+ γ ẋ2 = Faẋ. (4)

The total derivative is computed along the trajectory making
use of Hamilton’s equations for H modified by the friction
term. Here a meaningful divide is established, with the relevant
connection to the outer world being a force Fa produced
by an external engine that, for positive power, consumes
fuel to increase the internal mechanical energy and fight
against friction. The total energy consumption could be defined
as the integral of the power [20], but this would ignore
the peculiarities of braking phases where Fa and ẋ have
different signs. We propose instead a more realistic expression
parameterized by −1 � η � 1, which depends on the braking
mechanism,

E =
∫ tf

0
dtP+ + η

∫ tf

0
dtP− = E+ + ηE−, (5)

where P± = �(±P)P are the positive and negative parts of
P for accelerating or braking phases of the trolley motion and
� is the Heaviside function. E± are the positive and negative
parts of the integral. While more sophisticated descriptions
are possible, with η depending on several variables, our aim
here is to set a crude model that captures the essence of the
energy trade during braking and provides limiting scenarios:
η = 1 corresponds to a mechanism able to fully accumulate
the braking energy E− and give it back on demand, i.e., perfect
regenerative breaking; η = −1 corresponds to using the engine
in both phases of the motion, whereas η = 0 is the limit in
which braking fully dissipates the energy loss of the system
with negligible energy consumption.

To find STAs we use the horizontal deviation of the load
from the trolley position, q(t) = l sin θ (t), and assume the
small-oscillation regime. Equation (2) becomes

q̈ + ω2q = −ẍ, (6)

where ω2 = g/l. The dynamics of the load (PS) is described
in a moving frame by a forced harmonic oscillator, which can
be derived from the Hamiltonian

H = p2

2m
+ 1

2
mω2q2 + mẍq, (7)

where p = mq̇ is the canonical momentum of q. Associated
with H is an invariant of motion [27]

I = 1

2m
(p − mα̇)2 + m

2
ω2(q − α)2, (8)

where α(t) is an auxiliary trajectory that must follow the
dynamics of a forced harmonic oscillator [27],

α̈ + ω2α = −ẍ. (9)

We choose α(t) functions that satisfy the boundary conditions
(BCs) α(tb) = α̇(tb) = α̈(tb) = 0 for tb = 0,tf . In this way
ẍ(tb) = 0 and, from Eqs. (7) and (8), H (0) = I (0) = E0 for
any arbitrary trajectory q(t) satisfying Eq. (6) with initial
energy E0 (for the auxiliary trajectory α,E0 = 0). As I is
invariant, I (tf ) = E0. Moreover, the final energy is H (tf ) =
I (tf ) = Ef . In summary, imposing the appropriate BCs on
α,Ef = E0 for any trajectory, as for an adiabatic, slow
process, but in a finite time.
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FIG. 2. The total power P to control x(t) for different M and
friction coefficients and load power P . Symbols represent P using
the small-oscillation approximation, Eq. (10), and lines represent
using the exact Eq. (4). (a) Power P of the load (symbols) and total
power P (lines) in the M = γ = 0 limit for tf = 7 s (green line and
circles) and tf = 8 s (black line and diamonds). (b) Total power P
with friction, γ = 15 kg/s, tf = 7 s, for different values of the trolley
mass: M = 0 kg (green solid line and circles), M = 10 kg (red solid
line and squares), and M = 20 kg (blue solid line and triangles).
m = 10 kg, l = 5 m, d = 10 m, q(0) = 0 m, q̇(0) = 0 m/s, and
g = 9.8 m/s2.

We interpolate α(t) with a polynomial, α(t) = ∑7
i=0 ait

i ,
where the first six coefficients (a0–a5) are derived from the six
BCs for α. The trajectory x(t) of the trolley is deduced from
Eq. (9), x(t) = − ∫ t

0 dt ′
∫ t ′

0 dt ′′[α̈(t ′′) + ω2α(t ′′)] and satisfies
ẍ(tb) = ẋ(0) = x(0) = 0. The coefficients a6 and a7 are set
by demanding ẋ(tf ) = 0 and x(tf ) = d. Due to the freedom
to design α, optimal-control theory could be used to find
trolley trajectories that optimize a chosen variable given some
physical constraints [21]. For small oscillations, the total power
in Eq. (4) takes the form

P = (Mẍ − mqω2 + γ ẋ)ẋ, (10)

plotted in Fig. 2 for q(t) = α(t). The terms in parentheses
represent the force to move a free trolley (with no load or
friction) minus the force that the load exerts on the trolley
(a “pull or drag” back-action whose sign depends on their
relative positions) minus the friction force (which always
gives a positive contribution to the power). Let us compare
this quantity to the power on the load, P = dE(t)

dt
, where E(t)

is the mechanical energy of the load, E(t) = m(ẋ + q̇)2/2 +
mω2q2/2. [For arbitrary t , this is different from H (t) since

FIG. 3. Effect of the trajectory q(t) on the total power P for
different trolley masses. q(0) = q̇(0) = 0 (dashed lines), q(0) =
0.2 m, and q̇(0) = 0.1 m/s (circles). (a) q(t) for different initial
conditions. (b) Corresponding power consumed for different m/M

ratios: M = 2 kg (blue long-dashed line and small circles) and
M = 100 kg (green short-dashed line and big circles). m = 1 kg,
l = 5 m, d = 10 m, tf = 7 s, γ = 0 kg/s, and g = 9.8 m/s2.

H is defined in a moving frame, but they coincide at the
boundary times.] Using Eq. (6), P = −mqω2ẋ, which is the
rate of energy change in the PS, but for a given x(t), it
ignores other features of the trolley. In contrast, P and E
generally depend [see Eq. (10)] on the characteristics of the CS
(M,γ ), on its dynamics (ẋ, ẍ), and on the deviation of the load
q(t). If M = γ = 0, PM=γ=0 = −mqω2ẋ = P (see Fig. 2). A
practical advantage of the limit M � m is that P can be made
essentially independent of q(t), i.e., of the initial conditions
{q(0),q̇(0)} (see Fig. 3), where the α(t) chosen implies that
ẍ = 0 at the boundary times and at the middle time. This
stabilization comes with a price, namely, higher-power peaks
due to a larger M .

The integral of P , without friction, γ = 0, is zero by
construction of the STAs (the final adiabatic energy of the load
must be equal to the initial one, and the trolley starts and ends at
rest), so the total energy consumption would be zero for η = 1.
The other parameters may be arbitrary, even tf , within small
oscillations. Friction and realistic braking mechanisms (η �= 1)
imply |ηE−| < E+ and therefore dependences of E > 0 on
γ,M , or tf . Note that E depends linearly on η with minimum
E+ + E− at η = 1 and maximum E+ − E− at η = −1. Since
the time integral of the frictionless part of Eq. (10) is zero, we
get, using the Euler-Lagrange equation, the lower bound

E � γ d2/tf , (11)
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FIG. 4. Contour surface of the energy consumption E as a
function of the CS variables M and γ for different values of the η

parameter: (a) η = 1 and (b) η = −1. m = 10 kg, l = 5 m, d = 10 m,
tf = 9 s, q(0) = 0 m, q̇(0) = 0 m/s, and g = 9.8 m/s2.

which is valid for all η. This agrees with Landauer’s expec-
tation for energy costs of processes not involving information
losses [28]. However, a different, tighter bound is found in
Sec. III from the optimal protocol.

Some trends are seen in Figs. 2 and 4: Friction enhances E+
and diminishes or even suppresses E−. A larger M generally
increases the power peaks and also hinders the suppression
of E− by friction; longer process times decrease power peaks
and, typically, E too, with the mentioned exception of an ideal
setting, γ = 0, η = 1, for which E = 0 for any time tf . The
contour plots of E for η = ±1 are quite different (see Fig. 4),
with E independent of M if η = 1 and nearly independent of
γ for weak friction if η = −1.

The feasibility of a given STA will depend not only on the
additive energy consumption E but also on the possibility to
deliver the instantaneous power peaks, which increase with
diminishing process times. STAs can be designed to lower the
peak in P , as done for P in [29]. The mean-value theorem pro-
vides bounds for the peak of P in different regimes dominated
by one of the terms in Eq. (10): P � Md2/t3

f for a regime
dominated by the trolley frictionless dynamics (M term),
whereas P � γ d2/t2

f for a friction-dominated one. Finally,
peak bounds for M = γ = 0 scale as md2/t3

f at long process
times and as 4md2/(ω2t5

f ) at short times. (The bounds at
short times are meaningful only for a pure harmonic oscillator
since the pendulum will abandon the small-oscillation regime,
and we have assumed

√
2E0/m/ω � d.) Minimal times for a

given maximal power can be read directly from the bounds.

III. PROTOCOL FOR MINIMAL ENERGY CONSUMPTION

We use the degeneracy of the STAs to design a proto-
col that minimizes energy consumption, combining inverse-
engineering STAs with optimal-control theory [21,30]. In this
section we assume that the harmonic model holds.

It is convenient to use the horizontal position of the load
in the laboratory frame, X ≡ q + x, which obeys the Newton
equation

Ẍ + ω2(X − x) = 0. (12)

Like we did for the difference between a general q and a
particular trajectory α in the previous section, we distinguish a
particular trajectory ξ that satisfies Eq. (12) and the boundary
conditions ξ (0) = 0,ξ (tf ) = d and ξ̇ (tb) = ξ̈ (tb) = 0, with
tb = 0,tf . To follow the usual conventions in optimal-control

theory, we use a new notation,

y1 = ξ, y2 = ξ̇ , u(t) = x, (13)

where y1,y2 are the components of a “state vector” y and the
trolley position u(t) is considered the (scalar) control function.
With this notation Eq. (12) for ξ becomes

ẏ1 = y2, (14)

ẏ2 = −ω2(y1 − u). (15)

The optimal-control problem is to find |u(t)| � δ for some
fixed bound δ, with u(0) = 0 and u(tf ) = d, such that the
system starts at {y1(0) = 0,y2(0) = 0}, ends up at {y1(tf ) =
d,y2(tf ) = 0}, and minimizes a cost function J .

In order to match the boundary conditions at the initial
and final times, the optimal control obtained may be comple-
mented by appropriate jumps. We use Pontryagin’s maximum
principle, which provides necessary conditions for optimality
[31]. Generally, to minimize the cost function

J (u) =
∫ tf

0
g(y(t),u)dt, (16)

the maximum principle states that for the dynamical system
ẏ = f(y(t),u), the coordinates of the extremal vector y(t) and
of the corresponding adjoint state k(t) formed by Lagrange
multipliers k1, k2 fulfill the Hamilton’s equations for a control
Hamiltonian Hc,

ẏ = ∂Hc

∂k
, (17)

k̇ = −∂Hc

∂y
, (18)

where Hc is defined as

Hc(k(t),y(t),u) = k0g(y(t),u) + kT · f(y(t),u). (19)

The superscript T used here denotes the transpose of a vector,
and k0 < 0 can be chosen for convenience since it amounts to
multiplying the cost function by a constant. The (augmented)
vector with components (k0,k1,k2) is nonzero and continuous.
Note that the Lagrange multiplier k0 is a constant; however, k1

and k2 are time dependent since the equations of motion (14)
and (15) must be satisfied at all times. For almost all 0 � t � tf
the function Hc(k(t),y(t),u) attains its maximum at u = u∗,
and Hc(k(t),y(t),u∗) = c, where c is constant. Assuming that
the integrals of two of the terms of the total power (10)
depending on M and m vanish (this is explicitly confirmed
later), we shall consider only the term γ ẋ2, so the cost
function is

JP =
∫ tf

0
ẋ2dt =

∫ tf

0
u̇2dt (20)

for an “unbounded problem” (i.e., without restrictions on the
possible values of the control) and an ideal (η = 1) type
of process with perfect regenerative braking. The control
Hamiltonian is

Hc(k1,k2,y1,y2,u) = k0u̇
2 + k1y2 − k2ω

2(y1 − u), (21)

which sets the costate equations

k̇1 = ω2k2, k̇2 = −k1. (22)
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FIG. 5. (a) Designed function ξ = α + x as a function of time.
Polynomial interpolation used in Sec. II (red dashed line) and optimal
solution to minimize the energy consumption (blue solid line).
(b) Trolley displacement x as a function of time. Parameter values:
tf = 8 s, l = 5 m, d = 10 m, g = 9.8 m/s2, and k0 = −1.

The solution to this set of equations is

k1(t) = c1 cos(ωt) + ωc2 sin(ωt),

k2(t) = c2 cos(ωt) − c1

ω
sin(ωt), (23)

where c1 and c2 are arbitrary constants. According to Pon-
tryagin’s maximum principle, the time-optimal control u(t)
maximizes the control Hamiltonian Hc. Using the Euler-
Lagrange equation, this is done when u satisfies k2ω

2 = 2k0ü.
Using Eq. (23), we find

u(t) = x(t) = c3 + tc4 − c2

2k0
cos(ωt) + c1

2k0ω
sin(ωt),

(24)

with c3 and c4 also being arbitrary constants. Finally, solving
the differential equation (12), the optimal ξ (t) is found. The
constants are fixed by imposing the boundary conditions on
ξ . In Fig. 5(a) we plot the optimal function ξ and the one
deduced from Sec. II with a polynomial α. The optimal
trolley displacement xop(t) [Fig. 5(b)] satisfies xop(0) = 0 and
xop(tf ) = d,

xop(t) = [d{−2 + ω2tf t + 2 cos(ωt) − 2 cos[ω(t − tf )]

+2c̄ + ωts̄}]/[ − 4 + t2
f ω2 + 4c̄ + ωtf s̄

]
, (25)

with c̄ = cos(ωtf ) and s̄ = sin(ωtf ). However, ẋop(0+) =
ẋop(t−f ) �= 0, ẍop(0+) = −ẍop(t−f ) �= 0, and instantaneous
jumps are required to satisfy the boundary conditions
ẋ(0−) = ẋ(t+f ) = ẍ(0−) = ẍ(t+f ) = 0, where the plus (minus)
represents an approach from the right (left). The trajectory
(25) must be limited to the domain 0 < t < tf and must be
complemented by xop = 0 for t < 0 and xop = d for t > tf .
ẋ is discontinuous at t = 0 jumping from zero to xop(0+).
Similarly, at tf , ẋ jumps from ẋ(t−f ) to zero. The acceleration
thus includes Dirac δ impulses [29,32],

ẍop =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, t � 0−,

ẋop(0+)δ(t), 0− < t < 0+,

ẍop(t), 0+ � t � t−f ,

−ẋop(t−f )δ(t − tf ), t−f < t < t+f ,

0, t+f � t,

(26)

where ẋop and ẍop represent the first and second time
derivatives of Eq. (25). This implies that q,X, and Ẋ are
continuous at the edges. The protocol, including the jumps,
is indeed a shortcut, as the mechanical energy of the load,

E(t) = m(ẋ + q̇)2/2 + mω2q2/2, is equal at initial (0−) and
final (t+f ) times. This can be seen from the vanishing of the
integral

∫ t+f

0−
qẋop dt = 0, (27)

which does not get any contribution at the edges, E(0−) =
E(0+) = E(t−f ) = E(t+f ). Comparing explicitly load mechan-
ical energies immediately before and after the boundary times,
this is consistent with the following jumps in q̇:

q̇(0+) = q̇(0−) − ẋ(0+), (28)

q̇(t+f ) = q̇(t−f ) + ẋ(0−). (29)

The total mechanical energy,

Etot(t) = E(t) + 1
2Mẋ2, (30)

is also equal at initial and final times since the trolley begins
and ends at rest,

∫ t+f

0−
ẍopẋop dt = 0. (31)

In more detail, the integral vanishes in the interior domain,
from 0+ to t−f , since ẋop(0+) = ẋop(t−f ), and the jumps due

to initial and final δ impulses compensate,
∫ 0+

0− Mẍopẋopdt =
Mẋ2

op(0+)/2 and
∫ t+f
t−f

Mẍopẋopdt = −Mẋ2
op(t−f )/2. Moreover,

since the singularity of ẋop at the boundaries corresponds to a
finite jump,

∫ 0+

0−
ẋ2

opdt = 0,

∫ t+f

t−f

ẋ2
opdt = 0, (32)

the Dirac impulses do not contribute to the energy dissipated
by friction. Using expression (25) for the optimal trajectory,
we find the explicit expression for the minimal energy
consumption. This sets a bound for any other process,

E � γ d2

tf + 4[−1+cos(ωtf )]
ω[ωtf +sin(ωtf )]

, (33)

tighter than Eq. (11), E � γ d2/tf . At large times, compared
to the oscillation period, they coincide. Indeed, γ d2/tf
agrees with Landauer’s prediction on the energy dissipation
proportional to the “velocity of the process” when there is no
information loss [28]. However, whereas he emphasized that
the dissipation can be made arbitrarily small for sufficiently
long times, STAs are, by construction, intended as fast
processes where the dissipation due to friction does not vanish.
A second difference with Landauer’s discussion is that at short
times, the dependence in Eq. (33) changes to

E � 720d2

ω4t5
f

, (34)

with the caveat that this result indeed requires harmonic
oscillator dynamics.

Note that the discontinuities in the derivatives of xop(t)
imply infinite-power peaks, but the energy consumed by the
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engine controlling the motion of the trolley, which is equal to
the dissipated energy since the initial and final mechanical
energies are equal, is finite. The ability to approach this
ideal scenario of infinite-power peaks will depend on the
characteristics of the engine, but in any case, the bound (33)
sets the minimum energy required to produce a STA protocol
for a given transport time tf .

IV. DISCUSSION

We have worked out an explicit model to analyze the energy
consumption in shortcuts to adiabaticity. The model helps
to point out a number of fundamental aspects, such as the
importance of considering the control system together with
the primary system. In our model the power for the primary
system and the total power agree only in a rather unrealistic
scenario, namely, a control system with zero mass and no
friction. The small mass limit of the control system is not only
unrealistic but also undesirable, as it would make the total
power and the external actuating control force depend on the
specific dynamics (i.e., the initial boundary conditions) of the
primary system. This is against the spirit of useful shortcuts,
intended to take systems from initial to final Hamiltonian
configurations without final excitation, irrespective of the
initial conditions. Control systems for microscopic primary
systems will typically involve macroscopic masses, currents,
or classical fields, so the need to consider the control system
to examine energy costs will be prevalent.

The model also provides an ideal test bed to realize that
different types of braking affect the results dramatically. It
illustrates that the stability of a given control protocol with
respect to the primary system dynamics implies an energy
cost and higher-power peaks, and it underlines the importance
of both integrated and local-in-time quantities to determine the
feasibility of shortcuts.

The current analysis may be extended to further classical,
quantum, or hybrid systems. In particular a quantum load
represented by a particle in a harmonic trap could be driven by
exactly the same STA protocols devised here since I and H

have the same form as in our model. Close to the current model
is the transport of ions or neutral atoms for which different
experiments have been performed or are planned [33–35]. For
the transport of ultracold atoms in [33], the trap was formed
by optical tweezers, moved by displacing a lens mounted
on a motorized translation stage. This setting realizes the
stabilizing M > m limit, a typical scenario with microscopic
loads. Similarly, Zenesini et al. moved an optical lattice by
displacing the mirror mounted on piezoelectric actuators [36].
For ion transport in linear, multielectrode Paul traps, the cost
will involve assessing the energy consumed by the microchip
controlling the effective moving trap by means of time-varying
electrode potentials. The stabilization of the total power will
depend on the macroscopic charges in the electrodes to change
the voltages being much larger than the ion charge.

While the results so far have been for a harmonic potential,
deviations from the harmonic approximation could be taken
into account following [37]. We may also consider initial
angles of the load θi beyond the small-oscillation regime and
redesign the protocol for the trolley motion x(t) to minimize
the difference between initial and final mechanical energies

FIG. 6. Energy excitation of the load versus initial angle (with
load initially at rest) in an inversely engineered transport process
with d = 10 m, tf = 10 s, l = 5 m, and m = 10 kg, using additional
free parameters in the ansatz for α(t). The scaling factor is the
kinetic energy for a constant-velocity process, K0 = md2/(2t2

f ).
Black dashed line: process without additional parameters; red dotted
line: one parameter added to minimize excitation in θi = 20◦

(b8 = −3513.3); solid blue line: minimization for the excitation in
θi = 20◦ and θi = 45◦ using two free parameters (b8 = −13862 and
b9 = 2941.5).

of the load (�E = |Ef − E0|). This requires a higher-order
polynomial functions α(t) = ∑7+n

j=0 bj t
j to minimize the en-

ergy difference for one or more (n) initial angles θi with the
extra parameters. The number of free parameters n is set by the
number of initial angles used to minimize the excitation, and
the rest of the coefficients in α(t) are fixed by the boundary
conditions as in Sec. II. In Fig. 6 we plot the excitation energy
for processes with one and two free parameters and for the
process in Sec. II (n = 0). Figure 6 demonstrates clearly that
STAs beyond the small-oscillation regime are indeed possible.
This implies zero or negligible energy consumption under
ideal conditions (no friction, γ = 0, and regenerative braking,
η = 1).

For a general system, beyond transport systems, regardless
of the specific dynamics involved, friction, the combination of
positive and negative power domains, and the independence
of the external forces with respect to the primary system
dynamics will be ubiquitous in STA implementations and thus
essential elements to evaluate actual energy consumptions.
Whereas for slow processes the energy dissipated by friction
can be made negligible (a standard assumption for infinite-time
processes), even if the friction coefficient is not zero, STAs are,
by definition, fast processes, so to neglect energy dissipation
in STAs the stronger assumption of zero-friction coefficients is
necessary. Again, the fast nature of STA protocols implies large
positive and negative powers, which enhances the importance
of braking. Braking mechanisms determine the cost of the
energy integrated in negative power segments and if this
energy can indeed be reused. In typical scenarios this is not
the case, i.e., η �= 1, so negative power segments consume
energy (the extreme case is η = −1), or if they do not consume
energy (η = 0), they do not compensate for the consumption
in positive segments. For the realistic expectation that γ �= 0
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and η �= 1, shorter process times imply higher-power peaks
and an increased energy consumption. Note that even in
the highly idealized limit γ = 0, η = 1, with zero global
cost (with respect to final adiabatic energy minus initial
energy), shortening the time also implies higher-power peaks,
which become a limiting factor that cannot be ignored when
determining the feasibility of a shortcut.
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Abstract
There is recent interest in determining energy costs of shortcuts to adiabaticity (STA), but different
definitions of ‘cost’ have been used.Wedemonstrate the importance of taking into account the control
system (CS) for a fair assessment of energyflows and consumptions.Wemodel the energy
consumption and power to transport an ion by a STAprotocol in amultisegmented Paul trap. The ion
is driven by an externally controlled,moving harmonic oscillator. Even if no net ion-energy is gained
at destination, setting the time-dependent control parameters is amacroscopic operation that costs
energy and results in energy dissipation for the short time scales implied by the intrinsically fast STA
processes. The potentialminimum is displaced bymodulating the voltages on control (dc) electrodes.
A secondary effect of themodulation, usually ignored as it does not affect the ion dynamics, is the
time-dependent energy shift of the potentialminimum. The non trivial part of the energy
consumption is due to the electromotive forces to set the electrode voltages through the low-pass
filters required to preserve the electronic noise fromdecohering the ion’smotion. The results for the
macroscopic CS (the Paul trap) are compared to themicroscopic power and energy of the ion alone.
Similarities are found—andmay be used quantitatively tominimize costs—only when theCS-
dependent energy shift of the harmonic oscillator is included in the ion-energy.

1. Introduction

Several papers [1–12] have studied the ‘energy cost’ or ‘energy consumption’ of shortcuts to adiabaticity (STA)
[13, 14], fast track routes to the results of slow adiabatic processes. Assessing the energy consumption of STA
protocols is particularly relevant in quantum thermodynamics as theymay appear to imply zero costs above the
differential between initial andfinal energies, for example in expansion/compression strokes of a quantumheat
engine or refrigerator. Often the primary system (PS), whose state is of interest for the application at hand, is
microscopic while the control system (CS) ismacroscopic, so that the PS is described as governed by a
semiclassicalHamiltonianwith (classical) external time-dependent control parameters. Different STA are
commonly formulated by specifying the protocol, i.e., the time dependences of the parameters that induce fast
state changes of the PS.

While the citedworks ignore the energetic needs of control elements and focus on the energy of the PS, or
even on parts of theHamiltonian of the PS, in [15] amore general approachwas suggested. There, the energy
flowwith the outerworld is studied for an enlarged system that includes the PS and theCS required to change the
time-dependent parameters that drive the PS. The divide between the enlarged systemPS+CS and the outer
world should be drawn such that the energyflow through that boundary can indeed be translated into actual fuel
or electric power consumption. For recent, related discussions of the need to include aCS alongwith the PS, see
e.g. [16], where the energy required tomanipulate amesoscopic quantum system in the presence of noise is
examined, or [17], where fundamental limits of quantum refrigeration are discussed.

Torrontegui et al carried out their study for amechanical system that could be thoroughly analyzed, the
transport of a load (PS) suspended fromamoving trolley (CS) in amechanical crane [15]. Thismodel is in fact
quite closemathematically to experimental setups that shuttle ions or cold atoms bymovingmirrors [18] or
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lenses [19]. A number of conclusions that were conjectured to be broadly applicable were drawn in [15]. To test
these conclusions and explore differentmodels thatmay help to build general concepts and an embracing
theory, it is worth investigating the energies involved in different transport experiments that do not rely on
control elements subjected tomechanical displacements.

Here we shall study the energy consumption to transport via STA a single ion (PS), in its groundmotional
state at initial and final times, in a linear Paul trapmade of parallel radiofrequency (rf) electrodes and segmented
pairs of dc electrodes [20–22], see figures 1(a) and (b). Strong radial confinement is assumed, which is primarily
due to ponderomotive forces caused by the rffield, whereas the potential along the longitudinal trap axis x is
controlled by the voltage biases applied to the control electrode pairs of each segment [23]. The potential
minimum is displaced along the trap axis by applyingwaveforms that change the voltages of the control
electrodes in time. Adiabatic [20] and faster-than-adiabatic shuttling experiments of this type have been
performed [24, 25]. In our simplifiedmodel, andwithout loss of generality, we consider the transport of an ion
between two nearby segments with centers at x= 0 and x= d, as in [26]. The voltage in each segment of facing
pairs of dc electrodes is controlled by a programmable waveform generator and a low-pass electronic filter as
shown infigure 2. The latter is used in trapped-ion experimental setups to limit the heating and decohering
action of electronic noise on the ionmotion. Filters are preferably placed close to the trap electrodes, inside the
vacuumchamber housing the trap. In this way, it is possible to suppress significantly the amplitude of noise
generated at the voltage supplies or picked up along thewires connecting these to the trap electrodes [27]. The
filters are commonly built with a resistorR and capacitorC (first-order RCfilters), although higher order filters
and activefilters are also possible. In this workwewill consider RC filters without incurring in loss of generality,
sincefinite resistances and large capacitors are inherent to the control circuitry regardless of the filters used,
whereas parasitic inductances produce negligible effects.We assume a constant power supply to generate the rf
field, whichmakes this consumption trivial, unlike that due to the voltagewaveforms applied at the control dc
electrodes. In thismodel, the energyflowbetween the enlarged system implies a consumption of power due to
energy dissipated by the resistances, and the energy required to charge and discharge the capacitors. In the
mechanical analogy of [15] different limits were identified depending onwhether time intervals with negative
power of the control consume energy, save it, or become energetically neutral. In the currentmodel for the ion-

Figure 1. (a) Schematic representation of the ion shuttling process and (b) layout of the electrodes of a segmented linear Paul trap.
Segments of facing pair of electrodes in red and blue produce the potential that transports the ionwhile the rest remain grounded. RF

electrodes provide axial confinement. (c)Electrostatic potentialsmodeled as a ei
x b ci

2 2f = - -( ) , where subindices i=1, 2
correspond to the different segments. The parameters used for theGaussian curves, chosen to fit the electrostatic potentials obtained
in [26], are a=0.2, b1=0, b2=d and c= 250 μm, andwill be used throughout the paper. The transport distance is d= 280 μm.
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transport process the capacitor charge and discharge have to be actively driven, and thus both imply
consumption. This is analogous to the scenario inwhich both the accelerating and the braking phases of the
control trolley use an engine to pull the trolley in different directions in themechanical analogy.

The specific STAprotocol we consider here to set the time-dependent location of the axial potential is based
on the ‘compensating force approach’. This technique compensates with a homogeneous, time-dependent force
the inertial forces due to themotion of a reference trap trajectory, so the ionwave function remains at rest in the
framemovingwith the reference trap [28–30]. It amounts to the trick that awaiter uses to carry the tray quickly,
tilting it to avoid spilling the drinks [31]. In the harmonic approximation for the trap, the compensation
displaces theminimum.Within the set of STA-transport protocols based solely on choosing a certain path for
the harmonic trap, the compensating force approach is generic in the sense that any reference trajectory is
allowed, subjected to certain boundary conditions. The compensating force approachmay be also regarded as
invariant-based inverse engineering of the transport protocol [28], as explained in the next section.Other STA-
transport protocolsmay be based on counterdiabatic driving, which changes the structure of theHamiltonian
adding amomentumdependent interaction [28]. The counterdiabatic (CD) drivingmethod and the
compensating force approach are unitarily connected—they can be found from each other by a unitary
transformation—[30, 32, 33], although the physical implementation involves different interactions and a
different experimental setting. Actual transport—in thefixed laboratory frame—has not yet been implemented
withCDdriving althoughAn et al [32] simulatedCD transport experimentally in an interaction picturewith
respect to the harmonic oscillation. They also performed the compensating force approach as ‘unitarily
equivalent transport’ in the interaction picture. The driving forces were induced optically rather than by varying
voltages of control electrodes. Controllablemomentum and spin dependent interactions for actual CD-driven
transport in the lab framemay in principle be appliedwith synthetic spin–orbit coupling [34] but the spin
dependencewould be a strong limitation formany applications, e.g. to transport arbitrary qubits. The
corresponding energetic analysis lays beyond the scope of this work.

In section 2we review briefly the compensating force approach and find the voltages needed to implement
the desired potentials. This will also set the time-dependent term in the PSHamiltonian. In section 3we define
and compare the different energies and powers involved. Power peaks that limit how short the process timesmay
be, asymptotic dependences, and an optimization of the consumption are also discussed. The values of the
parameters used in the computations have been taken from [26]. The paper endswith a summary and outlook
for futurework.

2.Methods

2.1. Compensating force approach for a transport process

Let us consider an ion ofmassm driven by aHamiltonian of the form H V x t,
p

m2

2

= + ( ), with
V x t F t x

m
x t f t,

2
, 12 2w a= - + - +( ) ( ) [ ( )] ( ) ( )

where

F t m t¨ , 2a=( ) ( ) ( )

and dots represent derivatives with respect to time. F(t) is a homogeneous force that compensates the inertial
force generated by the acceleration of the reference harmonic potential with angular frequencyω given by the
second, quadratic term in (1)[28].α(t)may be in principle an arbitrary reference trajectory fromα(0)=0 to
α(tf)=d in a given time tf. Different trapping configurations, such us a non-rigid harmonic potential or a
doublewell potential have been examined formore complex transport protocols, e.g. in [35], but these
generalizations are not needed for our current purpose.

Figure 2.Electronic scheme for setting the voltages at the control electrodes. It consists of a digital-to-analog converter (DAC) that
allows for waveforms, and a low-pass electronic filter built with a resistorR and a capacitorC.

3

New J. Phys. 20 (2018) 065002 ATobalina et al



H supports an invariant ofmotion, I p m t m x t2 m2
2

2 2a w a= - + -[ ˙ ( )] ( ) [ ( )] , provided that the force F
(t) andα(t) satisfy (2) [13]. Anywave functionΨ(x, t) that evolves withHmay be expanded in terms of
eigenvectorsψn of I,

x t c x t I t x t x t, e , , , , , 3
n

n n n n n
i nå y y l yY = =q( ) ( ) ( ) ( ) ( ) ( )

where cn are constant coefficients,λn the time-independent eigenvalues of the invariant, and θn are Lewis–

Riesenfeld phases that can be calculated as [36] t t x t H t x td , i , .n
t

n t n
1

0


 òq y y= ¢á ¢ - ¢ ¢ ñ¶
¶

( ) ( )∣ ( )∣ ( ) The

eigenstates of the invariant can bewritten as [37]

x t x t, e , 4n
m t x

n
i
y a= F -a( ) [ ( )] ( )˙ ( )

whereΦn are the eigenfunctions of the harmonic oscillator centered atα(t), the ‘transport function’.
The purely time-dependent potential energy term f (t) in (1) is frequently ignored since it ‘only adds’ a global

phase to thewave function [38]. Nevertheless, this term is physicallymeaningful. In particular, it will determine
the actual energy of the ion relative to a fixed zero of energy and the corresponding power.

The potential (1) drives the ion from an initial to a non-excited displaced state if we impose commutativity
between theHamiltonian and its invariant at boundary times and thusH(tb) and I(tb) share eigenstates (tb=0,
tf). A simple choice for the transport function is t t tj j f

j
0

5a a= å =( ) ( ) .While other functional forms are also
possible, the polynomial function is known to yield smooth and technically feasible results [28]. The parameters
αj are fixed so thatα(t) satisfiesα(0)=0,α(tf)=d, t 0ba =˙ ( ) for commutativity, and also t¨ 0ba =( ) to have a
continuous forcewith F= 0 for t�0 and t�tf. These boundary conditions yield

t d t t t t t t10 15 6 . 5f f f
3 4 5a = - +( ) [ ( ) ( ) ( ) ] ( )

Unless stated otherwise, we shall use the transport function in (5) in the examples and computations. Later in
section 3.5we shall use a higher order polynomial with additional freedom to optimize consumptions. Note that
α(t) represents the trajectory of the center of the dynamical states (4), which coincideswith theminimumof the
reference harmonic potential x tm

2
2 2w a-[ ( )] , but not with the trajectory followed by theminimumof the total

potential (1), displaced due to the compensating force to t t¨ 2a a w+( ) ( ) , as shown infigure 3.

2.2. Evolution of segment voltages
Weconsider a simple setting to transport the ion between two (pairs of) electrodes centered at x= 0 and
x= d. The time-dependent potential in (1) that shuttles the ion is in practice generated as a local
approximation from

V x t q U t x U t x, , 61 1 2 2f f= +( ) [ ( ) ( ) ( ) ( )] ( )
whereUi are segment voltages,fi are dimensionless electrostatic potentials, q is the electric charge of the ion, and
subindices i=1, 2 correspond to the different segments.We use a Ca40 + ion in the numerical calculations so q
is the elementary charge.

Electrostatic potentials are usually computed through the boundary elementmethod orfinite element
method solvers such asNISTBEMorCOMSOL [22, 39], but the results can bewell approximated byGaussian

Figure 3.Trajectory of theminimumof the potential (1) (solid blue line), andα(t) in (5) (dashed black line), which is the center of the
dynamical states (4) and theminimumof the reference harmonic potential. The parameters used are tf=0.418μs, d= 280 μmand
ω=2π×1.3 MHz.
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functions aei
x b c2i

2 2f = - -( ) , see figure 1(c). The approximation provides analytical results andmore exact but
numerical functionswill not change quantitatively any of the conclusions drawn here.

By imposing thatfirst and second derivatives of the potential (6) atα should be equal to−F(t) andmω2,
respectively, wefind

U
m t m t t

t t t t q
i j j i
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2 1 2 1
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where the primes represent spatial derivatives. The same resultmay also be found as in [26], by splittingUi into
two parts set to impose a harmonic potential term centered atα and a linear compensating term.

3. Results

3.1. Energy and instantaneous power of the PS
The time-dependent energy of the ground dynamicalmodeψ0(x, t) driven byH is

E
m

t m t t f t
2 2

¨ . 8PS
2w

a a a= + - +˙ ( ) ( ) ( ) ( ) ( )
Expanding the potential (6) in Taylor series aroundα(t), the additional time-dependent term in (1) is given by

f t m t t
c m c d t t
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¨
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( ) ( ) ( )

which depends on the chosen reference trajectoryα(t) and its acceleration, on thewidth of theGaussian
electrostatic potentials c, and on the distance d between segment centers. Thus the power for the primary system,
and any definition of energy consumption that depends on the energy of the PS, in fact depend on the control
system through f (t). Obviating the control system and thus leaving f (t) indeterminatemakes the energy of the PS
undefined.Often f (t) is taken as zero for simplicity, but this provides thewrong energy functionEPS(t; f=0),
since it is not definedwith respect to afixed zero of energy so it cannot provide the true power.

Figure 4(a) depicts the completely different time evolution of the energy of the ionwith the physical f (t) in
(9) andwith f= 0, andfigure 4(b) their corresponding instantaneous power, which for the physical f (t) reads

P
E

t
m A B

d

d
, 10PS

PS 2w= = +( ) ( )
whereA andB depend on the parameters of the trap c and d, and on the transport functionα and its derivatives,
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Although not appreciable in the scale of thefigure, at boundary times (tb=0, tf)EPS(tb; f=0) is the ground state
energy of the harmonic potential E0=ÿω/2, whileEPS(tb)=E0−mω2c2, that is, initial and final energies have
been displaced from the ground energy of the reference harmonic potential by f (tb). Both processes, with f= 0
or f (t) given by (9), are formally valid shortcuts without final excitations on the transported state, and, seemingly,

Figure 4. (a) Scaled ratio between EPS in (8) and the ground energy of the reference harmonic potential, E0=ÿω / 2.We consider a
transport process of a Ca40 + ion carried out by the potential (1)with f given by (9) (solid black line), andwith f= 0 (dashed red line),
forα(t) in (5). (b)Corresponding power computed as the rate ofEPS change. tf=0.418μs, d= 280 μm, andω=2π×1.3 MHz.
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with no energy cost as the power PPS integrates to zero in both cases. This is a general property in STAprocesses
with the same energy of the PS at boundary times, as in transport protocols. The instantaneous power does not
integrate to zero in STAprocesses that imply a net energy change for the PS, such as expansions or compressions.

3.2. Power of theCS
Let us now consider the powerwe have to supply to theCS to implement the STA protocol. Transporting an ion
requiresmoving the potentialminimumby varying the segment voltages in time, as explained inmethods. This
is achieved by inducing currents that go through the RC low-pass filters and govern the voltages in the electrodes.
The total power exerted by the electromotive force at the source of the electrode circuits includes the rate of
change of the energy accumulated at the capacitor and the power dissipated in the resistance through the Joule
effect, P P Pi C RCS i i

= å +( ), respectively, given by
P C U U P R C U, , 12C i t i R t i

2 2
i i= ¶ = ¶( ) ( )

whereR andC are the resistance and the capacitance of each electrode circuit (assumed equal for both segments).
See figure 5(b) for the evolution of these power terms in thefirst segment. Those for the second segment are
symmetrical.

The power required by theCS is orders ofmagnitude larger than the one for the PS, as we are dealingwith
macroscopic charges instead of a single ion. In fact this disparity of scales is helpful in that the effect of the exact
state of the PS has a negligible influence in the implementation of the protocol. This is one of the observations in
themechanical cranemodel in [15], where the stability of the STAprotocol in the control system required a
smallmass of the load compared to themass of the trolley. (Otherwise each initial condition of the PSwould
require a different control protocol.)

3.3. Comparison between the energy consumed by the PS and by theCS
In [15] it was emphasized that theway to implement a negative power has a decisive influence on the energy cost.
Negative powers do not necessarily imply a reduction in the energy cost of the process. To implement such a
reduction, the systemhas to store and reuse the energy given away, which is often not the case or only partially
true. To calculate the energy consumption by integration of the power, Torrontegui et al proposed to include a
parameter η in the negative power segments,

P t P td d . 13
t t

0 0

f f

 ò òh= ++ - ( )

HereP±=Θ(±P)P are positive/negative parts of the power of the system and−1�η�1 accounts for
different possible scenarios. The limit η=−1means that the negative power implies asmuch energy
consumption as the positive one, while η=1means that the energy can be stored and reused (regenerative
braking).

In ourCS, the power dissipated in the resistance, PRi
, is always positive but PCi

becomes negative when the
capacitor is discharging, see figure 5(b). However, the short time scales intrinsic to STA require to charge and
discharge the capacitormuch faster than the circuit’s time constant, sowe always need to actively drive it. This is
achieved by changing the polarity of the power source, reversing the direction of the current whenever we need
to change the energy flow in the capacitor. Thismakes impossible to retrieve the energy stored in the capacitor,

Figure 5. (a)Time evolution of the voltageU1 (blue solid line) of segment one, and the voltageU2 (red dashed line) of segment two.
Note the reflection symmetry. They generate the potential (6)withω=2π×1.3 MHz that controls the transport of a Ca40 + ion in a
segmented Paul trap over a distance d= 280 μmin tf=0.418μs. (b)Power to charge the capacitor, PC1 (short-dashed orange line),
withC= 1 nF, and power dissipated in the resistance, PR1 (long-dashed green line), withR= 30Ω, see (12). The corresponding
powers for segment two are reflection-symmetric with respect to themiddle time. The total power PCS is also shown (solid black line).
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which translates as an η=−1 scenario in our analysis. The energy consumed by the control is in summary given
by

P P td . 14
t

i
C RCS

0 1

2
f

i i ò å= +
=

(∣ ∣ ) ( )

For the reference trajectory (5) and tf→0 it scales as tf
5- ( tf

4~ - for the time scale considered infigure 6(a))while
PS , defined as

P td 15
t

PS
0

PS
f

 ò= ∣ ∣ ( )

by analogywith CS , scales as tf
2- (see figure 6(a)).

Infigure 6(b)we compare PPS∣ ∣and P Pi C R1,2 i iå += ∣ ∣ normalized by their initial value. Although they have a
similar evolution, they are not just scaledwith respect to each other. A consequence of their different orders of
magnitude is that the actual energy consumption  can be computed in terms of theCS alonewith great
accuracy, i.e., PS CS CS   = + » .

3.4. Power peaks
The power peaks of the protocolmay limit theminimum time to implement a STA, as a generic power source is
only able to reach a certainmaximumvalue. Figure 7 depicts the value of the power peak of the PS and theCS for
differentfinal times in a transport process with (5). For theCS the power peak occurs at boundary times (tb=0,
tf) and it reads

Figure 6. (a)Energy consumption in the electrode circuits ( CS ) that control the transport of a Ca40 + ion accelerated by a
compensating force STA for different final times (solid blue line); scaled energy consumed by the ion ( PSg ) in such process, where the
factor γ=1011 is set so that the starting point of both curves coincide (short-dashed black line); energy cost of inducing the rf-fields
that confine the ion assuming that it requires a constant power ofP= 1W (long-dashed red line). Parameters: d= 280 μm,
ω=2π×1.3 MHz,R= 30Ω, andC= 1 nF. (b)Absolute value of the power consumed by the ion PPS∣ ∣ (dashed black line) and
power required by the control computed as P Pi C R1,2 i iå += ∣ ∣ (solid blue line), for the same process with tf=0.418μs. Curves have
been scaled for better comparison, dividing themby their absolute value at initial time (P 0 1.45CS =∣ ( )∣ Wand P 4.28 10PS

12= ´ -∣ ∣
W).

Figure 7. Scaled power peaks required for shuttling a Ca40 + ion over d= 280 μmfor different final times. Dashed black line
corresponds to the PS and solid blue line to the CS. They are normalized to one at tf1=0.1μs. The specific values are
P t 3.13 10fPS

10
1

= ´ -( ) Wand P t 6455fCS 1
=( ) W.Other parameters used areR= 30Ω,C= 1 nF andω=2π×1.3 MHz.
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For the PS and for the parameters used in the paper and final times shorter than 1μs, the power peak is at initial
andfinal times as well (see figure 6where tf=0.418μs) and it is given by
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Again, the difference between the PS and theCS power peaks is not just amatter of scaling, they show a different
qualitative behavior. The power peak of the PS scales as tf

−3 while the one of theCS scales as tf
6- .

3.5.Optimization
The freedom to choose different transport functionsα(t)may be used to optimize physically relevant variables.
For example this freedomwas used in [40] to avoid deviations from the harmonic regime at intermediate times
in the transport of a load by amechanical crane.Herewe use a 7th degree polynomial ansatz with two free
parameters tominimize the energy consumption of the transport process. The optimization, i.e., thefinal form
of the reference trajectory,must be based onminimizing the total energy consumption.However, it is
interesting to compare the results with alternative optimization criteria. In particular, we shall alsominimize the
energy consumption of the primary system PS with the physical, CS-based f function (9), and fPS 0 =( ) with
f= 0. Table 1 shows the energy consumption of the PS (with f= 0 andwith the physical f (t)), and of theCS for
each of the optimized protocols. Notice that the optimization of PS with the physical f, yields essentially the
same results than the optimization of CS . Both protocols achieve a reduction in the consumption of 6% for the
ion and 17% for the control. On the contrary, optimizing fPS 0 =( ) turns out to be unsatisfactory, as it increases
significantly the total energy consumption of the process: PS increases by 13%and CS by 43%with respect to
the non-optimized trajectory that uses thefifth degree polynomial (5). These numerical results confirm the
importance of including theCS-dependent term f in thePS-energy so as tomimic the evolution of the energy
consumption and to usePS-energies for optimizing consumptions.

4.Discussion

As newquantum technologies unfold from laboratory prototypes to commercially available devices, energetic
costs of processesmay becomemore andmore relevant. STA can play an important role in this transition by
providing a toolbox of approaches to design control protocols thatminimize process times and the effects of
decoherence. Determining the energetic cost of a shortcut requires a global perspective that includes the primary
system and the control system aswell. The shortcuts are by definition fast processes so one cannot assume that
the control systemmay change infinitely slowly to avoid dissipation, as in Landauer’s analysis ofminimal costs of
computation [41], or in ideal thermodynamical reversible processes. To bemore precise, very slow processes are
physically possible, but STA are never applied in the long-time domain.

The study case chosen in this paper is amicroscopic ion transportedwith a STAprotocol implemented by
macroscopic operations tomodulate the voltages of a segmented Paul trap. Features of the energy consumption

Table 1.Energy consumptions for transport processes with reference trajectory given by
t a t tj j f

j
0

7a = å =( ) ( ) . fPS 0 =( ) is the energy consumed by the ion given in (15)with f (t)=0, PS
is the same quantity with f (t) given by (9) and CS is the energy consumption in the control given in
(14). Parameters aj, j<6, arefixed (as functions of a6 and a7) by the boundary conditions described
inmethods. Thefirst titled column corresponds to the original non-optimized protocol with (5),
while the others correspond to different criterions tofind the free parameters, based onminimizing
one of thementioned energy consumptions. The values of the free parameters are a6=−0.0195
and a7=−0.0049 for the ‘optimized for fPS 0 =( )’ column, a6=−0.0093 and a7=0.0027 for the
‘Optimized for PS ’ column and a6=−0.009 4 and a7=0.0027 for the ‘optimized for CS ’

column.

Non-optimized Optimized for Optimized for Optimized for

fPS 0 =( ) PS CS

fPS 0 =( ) 3.441×10−19 J 2.179×10−19 J 3.363×10−19 J 3.355×10−19 J

PS 5.513×10−19 J 6.242×10−19 J 5.169×10−19 J 5.169×10−19 J

CS 1.882×10−7 J 2.696×10−7 J 1.572×10−7 J 1.572×10−7 J
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that were speculated to be broadly applicable after the analysis of amechanical crane [15] have been found here
too. For example, negative power time-segmentsmay imply asmuch consumption as the positive power
segments. In themodel, as it will be typically the case in controllingmicroscopic systems, the consumption is
dominated by far by the control system. This is in fact desirable, otherwise the control operations to implement a
given STAwould have to depend on the specific initial conditions of the PS. The power for theCS is due to
dissipation in the resistances and to the charge or discharge of capacitors. This dual origin (dissipative and non-
dissipative) is once again analogous to themechanical cranemodel, where the powerwas employed to
compensate dissipation (friction losses) andmove (accelerate or brake) the control trolley.

The integrated energy consumption of the PS alone is not zerowhen evaluatedwith the absolute value of the
power of the PS. This integral quantity, properly scaled, resembles the consumption of theCS, and in fact can be
used tofind optimal transport trajectories, but only when a purely time-dependent energy shift that depends on
theCS is included in the PSHamiltonian. In other applications this term is neglected or set as zero, but it is a
crucial factor to determine energyflows.

We have paid attention to global energy consumptions rather than differential ones (relative to some
reference process). A definition of energy consumption based on a differential powermay have someuses, e.g.,
to compare different ways to achieve a shortcut for a given reference process. However, it depends on the
reference process and it is inappropriate if we are interested in the actual energy consumption, the reason being
that the reference process also consumes energy.

Themain text has focused on the non trivial part of the energy consumption of theCS, associatedwith the dc
electrodes, which grows strongly when diminishing process times, leaving aside the linear-in-time consumption
of the rf electrodes. Combining the two contributions,minimal times for energy consumption can be identified.

Further examples of systems subjected to STAmay be examined to build a general theory, e.g. analyzing
energy consumptions in discrete systems [42]. After completion of this work, a relevant paper [43]was brought
to our attention.
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Abstract – We assess the energy cost of shortcuts to adiabatic expansions or compressions of
a harmonic oscillator, the power strokes of a quantum Otto engine. Difficulties to identify the
cost stem from the interplay between different parts of the total system (the primary system
—the particle— and the control system) and definitions of work (exclusive and inclusive). While
attention is usually paid to the inclusive work of the microscopic primary system, we identify the
energy cost as the exclusive work of the total system, which, for a clear-cut scale disparity between
a microscopic primary system and a macroscopic control system, coincides with the exclusive work
for the control system alone. We redefine the “engine efficiency” taking into account this cost.
Our working horse model is an engine based on an ion in a Paul trap with power strokes designed
via shortcuts to adiabaticity. Opposite to the paradigm of slow-cycle reversible engines with
vanishing power and maximal efficiency, this fast-cycle engine increases the microscopic power at
the price of a vanishing efficiency. The Paul trap fixes the gauge for the primary system, resulting
in a counterintuitive evolution of its inclusive power and internal energy. Conditions for which
inclusive power of the primary system and exclusive power control system are proportional are
found.

focus  article Copyright c⃝ EPLA, 2019

Introduction. – One of the challenges to realize quan-
tum technologies and devices that outperform classical
counterparts, is to achieve an exhaustive control over the
state and dynamics of quantum systems. To this effect,
shortcuts to adiabaticity (STA) [1,2] stand as a useful tool-
box, mimicking the final result of a slow adiabatic evo-
lution in shorter times, which avoids the drawbacks of
long-time processes, such as decoherence. An open ques-
tion is to determine their energy cost.

As devices based on quantum properties, such as quan-
tum computers, engines and refrigerators are being pro-
posed, it is important to understand their energy flows
and costs. A useful model for an engine, exactly solv-
able but complex enough to represent friction and heat
leaks [3], considers a quantum harmonic oscillator as the
working medium of an Otto engine [4]. During the cycle,

(a)Contribution to the Focus Issue The Physics of Quantum En-
gineering and Quantum Technologies edited by Roberta Citro, J.
Gonzalo Muga and Bart A. van Tiggelen.

the oscillator undergoes two power strokes between two
frequencies and two thermalizations. Compared to the
macroscopic Otto engine, the frequency plays the role of
an inverse volume, and the harmonic potential the role
of the piston [3]. This quantum engine could be imple-
mented by an ion (primary system) in a Paul trap (control
system), our model hereafter. Analyzing specific elemen-
tary operations is important to reach or test more general
conclusions. In particular, expansions and compressions,
apart from being strokes of the Otto engine, have been key
to develop STA in theory [5] and experiments [6,7]. While
the results of our calculations are model dependent, they
also give hints on what to expect in a broad domain of
systems as discussed in the last section.

In a standard analysis the (angular) frequency ω(t)
is assumed to be classical, with definite values, whereas
the particle is treated quantally. This hybrid classical-
quantum scenario is justified by the different scales
involved and is a general feature, well discussed in
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foundational work on quantum mechanics [8], when
driving microscopic systems. A related and widespread
feature, again a consequence of different scales, is the
negligible effect of the particle on the classical control,
whereas the classical control determines the quantum dy-
namics. As a consequence, we can design useful STA pro-
tocols that are independent of the particle state and its
dynamics.

The basic performance criteria of a thermal device are
power output and efficiency. Any thermal device that op-
erates in finite time incurs in rate-dependent losses that
diminish efficiency, as opposite to a device operating re-
versibly with no power output [9]. At the microscopic
level, increasing the rate of a given transformation usu-
ally increases quantum friction [10,11], i.e., undesired ex-
citations at final time which imply a waste of energy.
STA, however, suppress quantum friction in the power
strokes [12–14]. It may therefore seem that STA en-
hance the power output arbitrarily without affecting effi-
ciency, enabling a “perpetual-motion machine of the third
kind” [15]. While there is widespread agreement that
some kind of “cost” inherent in the STA process precludes
these machines, many different “costs” have been put for-
ward [3,13,14,16–25], which are not necessarily in conflict
if regarded as different aspects of the system energy or its
interactions [2].

Here, we refine the viewpoint originally proposed in [26]
with more accurate work definitions, perfecting as well the
model in [27] which is applied to a new set of operations in
Paul traps (in [27] we only considered transport and the
Hamiltonian was not as detailed as here). We identify the
cost with the exclusive work for the total system, which is
essentially the energy consumption to set the driving pro-
tocol, i.e., the classical parameters of the Hamiltonian for
the primary system. Several examples dealing with STA
demonstrate that this perspective is crucial to reach sen-
sible conclusions [26,27]. Beyond STA see, e.g., [15,28,29]
as examples of the need to account for all the energy flows.

This work focuses on the compression/expansion strokes
of the quantum harmonic Otto cycle, without explicitly
modeling the heat baths nor their interaction with the
working medium. A comprehensive review of the quantum
harmonic Otto cycle may be found in [3], see, e.g., [30,31]
for some recent results.

Definitions of work. – We point out two factors that
lead to different definitions for the work done or required
by a transformation of a microscopic system. The first one
corresponds to the definition of work in externally driven
systems [32]. Suppose a simple setting described by the
Hamiltonian H(y, t) = H0(y)+λ(t)y with externally driv-
ing potential λ(t)y along some coordinate y. The exclusive
work definition evaluates only the change of the internal
energy defined by the “unperturbed” H0. It considers this
difference as work injected to the unperturbed system by
the action of λ(t) [33] and corresponds to the standard ex-
pression of force times displacement. Instead, an inclusive

definition evaluates work as the change of the energy rep-
resented by the total Hamiltonian, including the external
influence [34].

The second factor corresponds to the role of the con-
trol. Gibbs already stated that the force that induces
a given transformation on a system is often affected by
the configuration of an external body [35], here the “con-
trol system”. The energy needed to manipulate this body
should be taken into account when discussing efficiencies,
and more so in the context of quantum technologies with
a macroscopic control system and a microscopic “primary
system”.

Let us combine these factors to propose two useful defi-
nitions: Total work is the exclusive total energy consumed
by the control plus primary system; Microscopic work is
an inclusive definition for the primary system that disre-
gards the energy cost to set the control parameters. The
microscopic work is the definition found in most studies
on quantum thermal machines. It is not invariant under
gauge transformations that shift in time the zero energy
point [32], and thus, according to Cohen-Tannoudji et al.,
it is not a physical quantity [36]. The gauge, however,
may be fixed by the experimental setting to make energy
differences physically meaningful [32]. Using the proper
gauge the microscopic work may constitute an indicator
of the total work if it is proportional to it. This propor-
tionality is not guaranteed, but it indeed occurs, as shown
below, for a specific regime in our model.

Ion-in-Paul-trap model. – We consider a one-
dimensional quantum harmonic Otto engine whose work-
ing medium is a single ion of mass m and electric charge Q.
The Hamiltonian for the working medium in the absence of

the longitudinal harmonic potential reads HS,0(x) = p2

2m ,
where p is the momentum of the ion. The ion is trapped
in a harmonic potential generated by a segmented linear
Paul trap, the control system. Following [27], we model it
as a circuit formed by a controllable power source that
generates an electromotive force (efm) E(t) and a low-
pass electronic filter formed by a resistor (resistance R)
and a capacitor (capacitance C), with Hamiltonian [37]
HC(q, t) = q2/2C − E(t)q, where q is the charge in
the capacitor. Through the modified Hamilton equation
ṗq = −∂HC

∂q − ∂F
∂q̇ , which accounts for friction through

Rayleigh’s dissipation function [37] F = Rq̇2/2, we get
the dynamics of the control system,

E(t) =
q

C
+ Rq̇. (1)

The interaction between the control and the ion is
HSC(x, q, t) = Qφ(x)q/C, where x is the coordinate of
the ion and φ(x) is a (dimensionless) electrostatic poten-
tial that depends on the geometry of the trap [38] given by

φ(x) = ae−x2/2b2 with a and b constant [27]. The potential
is approximately harmonic near the origin with angular
frequency ω(t) determined by ∂2HSC/∂x2|x=0 = mω2(t)
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Vanishing efficiency of a speeded-up ion-in-Paul-trap Otto engine

Fig. 1: Evolution of the interaction between ion and control for a compression (left to right) or an expansion (right to left).
Exact potential (solid grey line); harmonic approximation (dashed blue line); harmonic potential without the gauge term set by
the control (dotted black line). The insets depict the time evolution of the ground energy of the ion in the compression without
gauge (ϵ̃0 = ϵ0 + b2mω2(t)) and with gauge term, see eq. (5). ω0 = 1.3 × 2π MHz; ωf = 2ω0; mass of 40Ca+; b = 0.25 × 10−3 m;
a = 0.2; tf = 0.2 µs.

and related to q by

q = −b2mC

aQ
ω2(t). (2)

Upon Taylor expansion around x = 0, the interaction be-
comes HSC = mω2(t)x2/2 − b2mω2(t). The last term,
usually ignored since it does not affect the ion dynamics,
fixes the gauge, see fig. 1.

The global Hamiltonian is quadratic,

H(x, q, t) =
p2

2m
+

m

2
ω2(t)x2 − b2mω2(t) +

1

2C
q2 − E(t)q.

(3)
It governs the evolution of two interacting degrees of free-
dom, one of them macroscopic and classical, the charge
in the capacitor, and the other microscopic and quan-
tum. The overwhelming difference in scale enables us to
make a clear separation and treat the dynamics of the
capacitor as effectively independent of the ion dynamics,
whereas the dynamics of the quantum system is governed
by HS = HS,0 + HSC , where ω(t) is treated as an exter-
nal parameter, whose evolution is designed in what follows
using invariant-based inverse engineering.

This STA technique rests on the parameterization of
a quadratic invariant in terms of a scaling factor ρ(t)
that determines the state width and satisfies the Ermakov
equation [1,5]. The evolution of the control parame-
ter is computed from the Ermakov equation as ω2(t) =
ω2

0/ρ
4 − ρ̈/ρ, where the dots represent time derivatives,

and ρ(t) is designed to satisfy the boundary conditions
ρ(0) = 1, ρ(tf ) = (ω0/ωf)1/2, ρ̇(tb) = 0 and ρ̈(tb) = 0,
with tb = 0, tf , so that initial eigenstates of HS(0) evolve
according to

ψn(x, t) = e
imρ̇
2h̄ρ x2 1√

ρ
φn

(
x

ρ

)
, (4)

and become at tf eigenstates of HS(tf ). To interpolate

we use the ansatz ρ(t) =
∑5

i=0 ρi(t/tf )i, with the ρi fixed
by the boundary conditions. We will also use the notation
ω0 ≡ ω(0) and ωf ≡ ω(tf ).

The expectation value of HS(t) for the dynamical
modes (4) is

ϵn(t) =
(2n + 1)h̄

4ω0

(
ρ̇2 + ω2(t)ρ2 +

ω2
0

ρ2

)
− b2mω2(t), (5)

see fig. 1, and compare the insets that depict ϵ̃0 = ϵ0 +
b2mω2(t) and ϵ0. The gauge term dominates the evolution
of ϵn(t) over the vibrational energy of the ion and, more-
over, increases the energy of the ion during expansions and
decreases it during compressions.

In our inverse engineering protocol, once the desired
ω(t) has been set, the dynamics of the capacitor charge
q and the electromotive force E that we have to imple-
ment are found from eqs. (2) and (1).

Work and power. – Work is commonly computed by
integrating over time the instantaneous power. The total
work considers the evolution of the exclusive instantaneous
power P of the composite unperturbed system driven by
H0 = H + E(t)q. To calculate this total power including
the effect of the primary system (backaction) we consider
first a fully classical approximation. Later we shall substi-
tute the variables dealing with the quadratic microscopic
system by quantum expectation values. For systems de-
scribed by a Rayleigh dissipation function, the modified
Hamilton equations imply that the (exclusive) total power
contributes to change the energy of the unperturbed sys-
tem and to overcome the dissipation, see the appendix.
In our model,

P = E(t)q̇ = dH0/dt + Rq̇2. (6)

We can separate it as P = PC + PS , the power needed to
generate the dynamics on the Paul trap (without the ion)
and the power to overcome the backaction by the ion,

PC =
∂H0,C

∂t
+ Rq̇2 = (Rq̇ + q/C)q̇, (7)

PS =
∂HS

∂t
=

(
1 − x2

2b2

)
aQ

C
q̇, (8)

where H0,C = q2/2C. In PS the first term is due to the
gauge term. As q ≫ Q we expect |PS | ≪ |PC |, and
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P ≈ PC = E(t)q̇, see eq. (1), which holds in all calcu-
lations. In fact the dominance of PC is needed to set
state-independent shortcut protocols.

The possibility to “regenerate” (store and reuse) the
energy that flows out of the total system during negative-
power time segments is accounted for by a factor −1 ≤
µ ≤ 1 [26] multiplying the negative power in the total
integrated work,

WT =

∫ t

0

PC+dt′ + µ

∫ t

0

PC−dt′. (9)

Here PC± = Θ(±PC)PC , and Θ is the Heaviside function.
In the Paul trap both signs need consumption, µ = −1.

The backaction term is in fact the inclusive microscopic
work. The quantum version of eq. (8) takes the same
form with expectation values, HS → ⟨HS⟩, x2 → ⟨x2⟩.
Defining work at the quantum level is not straightfor-
ward [39] and, furthermore, the relation between the sys-
tem energy and inclusive work holds only if the gauge is
appropriately fixed according to the experiment [32,40].
We evaluate the microscopic work for the shortcut pro-
cess as the difference between final and initial energies
determined by HS . The contribution from each mode
is ⟨Wm⟩ =

∑
n p0

n

∫ tf

0
⟨PS⟩ndt, where ⟨PS⟩n = dϵn/dt =

(2n+1)h̄ρ2ωω̇/(2ω0)−2b2mωω̇. Assuming an initial ther-
mal distribution with p0

n = e−βϵn(0)/Z, inverse tempera-

ture β, and Z =
∑

n e−βϵn(0), we get

⟨Wm⟩ =
h̄

2
(ωf −ω0) coth

(
βh̄ω0

2

)
−b2m(ω2

f −ω2
0). (10)

Importantly, for any realistic β, ⟨Wm⟩ is negative when
ω0 > ωf and positive when ω0 < ωf . Owing to the gauge
term, the microscopic work in each power stroke behaves
oppositely to what it is commonly expected when ignoring
the physical gauge, see again the inset of fig. 1.

Cost of STA. – The total work in eq. (9) comes from
the two terms of PC in eq. (7), an Ohmic dissipation
Rq̇2 and the change in the potential energy of the ca-
pacitor. Using the time constant of the circuit (RC) and
q/q̇ = ω/(2ω̇) we identify different regimes, dominated
by the dissipative term or by the capacitor term. When
ω/(2ω̇) ≪ RC, PC is dominated by dissipation in the
resistor, and, compare eqs. (7) and (8) and note the dom-
inance of the gauge (first term) in eq. (8),

PC/q̇ ≈ RC PS/(aQ). (11)

Alternatively, when ω/(2ω̇) ≫ RC, the instantaneous mi-
croscopic power per unit charge is proportional to the con-
trol power input per unit charge,

PC/q ≈ PS/(aQ). (12)

Figure 2 shows the total work consumed by the power
strokes in different regimes, for final times that yield a
monotonic ω(t). For an expansion stroke dominated by
the capacitor, the consumption decreases first as we reduce

Fig. 2: Normalized total work for (a) an expansion between
ω0 = 2 × 2π MHz and ωf = 2π MHz or (b) a reversed com-
pression vs. final times of each expansion/compression stroke.
WT is computed with eq. (9). For all curves PC is positive for
expansions and negative for compressions. The normalization
constant is the work for a process time tff = 0.4 µs. Different
curves correspond to: R = 3 Ω, C = 1 nF (red solid line);
R = 3 Ω, C = 10 nF (green dash-dotted line); R = 300 Ω,
C = 1 nF (blue dashed line); R = 300 Ω, C = 10 nF (black
dotted line). The insets zoom in the first two lines.

tf (up to tf ≈ 0.21 µs for the green dash-dotted line). For
faster protocols, ω/(2ω̇) ≫ RC becomes unattainable and
the total work is dominated by dissipation. We check nu-
merically that for both power strokes, as tf → 0, the total
work scales as 1/t 5

f . This scaling agrees with [26,27] and
contrasts with Landauer’s estimate of the energy dissipa-
tion as being proportional to the “velocity of the process”
when studying the cost of computation [41].

Performance of the engine. – The microscopic
power output of the engine is calculated along a cycle
time τ , adding compression and expansion terms, P =
(⟨W comp

m ⟩ + ⟨W exp
m ⟩)/τ . STA protocols increase this quan-

tity by reducing τ and keeping the microscopic work
output of adiabatic processes.

Typically, accelerating the thermodynamic cycle in-
creases dissipation, diminishing work output and/or ris-
ing the energy required to perform the cycle, reducing
efficiency. For a typical engine the input energy is
the heat absorbed from the hot bath, ⟨Q⟩ = h̄ω0/
2[coth(β1h̄ω0/2) − coth(β2h̄ωf/2)], with β1,2 = 1/kBT1,2

and kB the Boltzmann constant. Since the shortcut does
not affect the heat absorbed, it may seem that the effi-
ciency is not affected. Our STA engine, however, is not a
typical engine, as the expansion of the piston (in our case
the trap expansion) is externally driven rather than being
a consequence of the push by the hot working medium.
The compression is similarly externally driven with a cost.
Thus, the energy used to generate the external driving in
eq. (9) constitutes an extra energy demand. We thus re-
define the efficiency as microscopic work output divided
by the cost1

η =
⟨W comp

m ⟩ + ⟨W exp
m ⟩

⟨Q⟩ + W exp
T + W comp

T

, (13)

1Alternative definitions with different physical contents may
be also worth considering elsewhere, for example η =
(W comp

T + W exp
T )/⟨Q⟩ would give, for the setup and the fast pro-

tocols in this work, negative efficiencies instead of vanishing ones.
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Vanishing efficiency of a speeded-up ion-in-Paul-trap Otto engine

Fig. 3: Efficiency of the harmonic Otto cycle in eq. (13) for
µ = −1 (solid lines) and for µ = 1 (dashed lines), vs. final
times with temperatures T1 = 0.5 K and T2 = 0.05 K. Different
colors correspond to: R = 3 Ω, C = 1nF (red); R = 3 Ω,
C = 10nF (green); R = 300 Ω, C = 1nF (blue); R = 300 Ω,
C = 10 nF (black). The inset shows the efficiencies (µ = 1)
for longer times, converging to the conventional Otto efficiency
(see the main text). The yellow shadowed area corresponds to
final times where ω̇/ω2 < 1 at all times.

which is negligible (η ≈ 0) for the protocol durations in
which STA are of interest due to the scale difference be-
tween the working medium and the control. For slower
and slower processes (see fig. 3), the dissipation in the
control decreases and the efficiency increases thereof, to-
gether with a diminishing microscopic power output. If
µ = −1, as considered so far, the efficiency increase sat-
urates at the reversible work to charge and discharge the
capacitor. For a µ = 1 setting (full regeneration), there
is a crossover to a linear growth with tf around the final
time for which ω̇/ω2 > 1 during the process, since the
dissipated energy diminishes as ∼ t−1

f , consistently with
Landauer’s prediction for long times. Finally it reaches
the conventional efficiency of the reversible Otto cycle
η = (⟨W comp

m ⟩ + ⟨W exp
m ⟩)/⟨Q⟩, as the total work becomes

negligible compared with the heat input.

To calculate the engine performance criteria we use
the microscopic work in the numerators. Along the cy-
cle the gauge contributions to the microscopic work in
each power stroke exactly cancel each other, making en-
gine microscopic power and efficiency truly physical quan-
tities whether we use or do not use the “physical gauge”
provided by the experiment. This effect is similar to what
happens with the Jarzynski inequality [42], also given in
terms of inclusive work.

The idea of finding the optimal time path for the motion
of the piston has been present in the field of finite-time
thermodynamics for long [43]. However, already Andresen
et al. pointed out that such trajectory may be optimal for
some performance criterion but detrimental for others [9],
as we see here in a clear and extreme way.

Discussion and conclusions. – We have studied
the energetic cost of performing fast STA expansions/
compressions for an ion in a Paul trap. In the context
of an Otto cycle, the inclusion of this cost in the “debit”
represented by the denominator of the efficiency implies

a vanishing energetic efficiency. The result mirrors the
paradigm that slow reversible engines provide maximal ef-
ficiencies and zero power. Here the opposite result holds:
for the fast STA engine the efficiency vanishes, but micro-
scopic power is enhanced. These findings beg for a more
speculative extrapolation and discussion of potential im-
plications in a broader context, beyond the specific model.
We shall thus indulge now into arguments that intend to
be reasonable rather than based on a formal generic anal-
ysis, and suggestive of further research.

A first, preliminary observation is that STA processes
on a microscopic system are, in standard applications
and from the point of view of the microscopic system,
externally driven processes which involve a semiclassical
Hamiltonian that depends on time-dependent classical pa-
rameters, i.e., with a given value at any time. (Applica-
tions of STA to optical devices are exceptional since, in
the effective Hamiltonian, the position along the optical
device plays the role of time, see, e.g., [44] and [2]). The
different STA techniques design the time dependence of
these classical parameters to take the control-dependent
quantum system to the same results of slow adiabatic driv-
ing. The semiclassical nature of the Hamiltonian implies a
macroscopic object or apparatus that determines the small
system dynamics but, at the same time, is quite insensi-
tive to it. These are the conditions in our model and we
expect this scenario to be, if not universal, broadly appli-
cable. Even if friction for the microscopic, primary object
is evaded by the STA process, changing the classical pa-
rameters with the necessary speed involves an energy cost
which, to be sure, is system dependent, but will lead to
increased macroscopic dissipation for faster speeds. Power
input will be required to change inertias of the control pa-
rameters and fight dissipation losses. Smart designs for
specific systems might minimize the role of inertia and
benefit from regeneration mechanisms (µ ≈ 1), but never
to the point of achieving perpetual cyclic motion of the
classical parameters for free. This is quite a fundamental
feature that can hardly be ignored when doing energy ac-
counting. A cornerstone of finite-time thermodynamics is
that processes without dissipation do not occur in nature
if performed in finite time. In particular, the scale dif-
ference between macroscopic energy costs, even if small,
and the microscopic energies involved makes the prospect
for an energetically efficient cycle quite challenging. It
also challenges scalability, i.e., the idea that a device that
combines many STA quantum engines may outperform a
classical engine.

We do not discard the possibility of systems and “sweet
spots” where energy balances may be not so unfavorable.
Also, a vanishing or small energy efficiency is not neces-
sarily a problem depending on the aim of the STA pro-
cess. If we are interested in fast adiabatic-like ion cooling
by expansion, for example, the energy cost may be worth
paying. As for quantum engines, it might be the case
that the “quality” of the microscopic work achieved, i.e.,
the degrees of freedom put in motion when it functions,
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is worth the energy expense. A known example of a rela-
tively inefficient but extremely useful device is the laser.

There is also room to explore alternatives to some of
the premises applied so far. The microscopic/macroscopic
divergence of scales might be absent in some systems.
A quantum and macroscopic primary system is a route
to explore [2], possibly at the price of making the STA
protocol state dependent.

As already stated, the device studied here differs fun-
damentally from a typical engine. In a typical engine the
heated or cooled down working medium moves the piston;
in our STA quantum engine, the motion of the element
that plays the role of the piston, the harmonic potential,
is not at all a consequence of the dynamics of the ion, but
an externally controlled evolution which consumes energy.
Let us mention in this regard that quantum autonomous
engines replicate the behavior of typical engines, because
the controller is not driven but it evolves under the action
of a time-independent Hamiltonian and the baths. In con-
trast to our STA engine, there is no need of power input
to drive the controller. An experimental implementation
was presented in [45]. Here the challenge is to apply STA
to a system without time dependence in the Hamiltonian.
The work on optics could be a reference about how to do
that, this is quite an open and nontrivial issue.

We have also limited the analysis and discussion so
far mostly to the power strokes but STA have also been
proposed to accelerate the thermalization processes in
Markovian [46,47] or non-Markovian regimes [48]. Cor-
responding energy consumptions should be studied.
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Appendix: exclusive power by external force. –
Here we prove that the expression in eq. (6) of the main
text can be generalized to any system whose dissipation is
proportional to the velocity squared, and thus describable
by a Hamiltonian complemented by a Rayleigh dissipation
function F = 1

2γq̇
2. We do it for one dimension in a clas-

sical setting, but it can be extended to higher dimensions.
We start by separating the total Hamiltonian into the un-
perturbed system and the external, time-dependent force
term, H(q, pq, t) = H0(q, pq) − F (t)q. The rate of change
of the unperturbed Hamiltonian then reads

dH0

dt
=

dH

dt
+ Ḟ q + F q̇.

Rewriting the time derivative of the total Hamiltonian,

dH

dt
=
∂H

∂t
+
∂H

∂q
q̇ +

∂H

∂p
ṗ,

and then using modified Hamilton equations, q̇ = ∂H/∂pq

and ṗq = −∂H/∂q − ∂F/∂q̇, we get

dH0

dt
=
∂H

∂t
− q̇

∂F
∂q̇

+ Ḟ q + F q̇.

Notice that the only explicitly time-dependent element of
the Hamiltonian is the external force, and thus ∂H/∂t =
−Ḟ q. Finally, performing the derivative of the Rayleigh
function and reordering the terms, we find

dH0

dt
+ γq̇2 = F q̇.
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Abstract
We study the dynamics of a quantum or classical particle in a two-dimensional 
rotating anisotropic harmonic potential. By a sequence of symplectic 
transformations for constant rotation velocity we find uncoupled normal 
generalized coordinates and conjugate momenta in which the Hamiltonian 
takes the form of two independent harmonic oscillators. The decomposition 
into normal-mode dynamics enables us to design fast trap-rotation processes 
to produce a rotated version of an arbitrary initial state, when the two normal 
frequencies are commensurate.

Keywords: symplectic transformations, quantum control, atom and ion 
trapping

(Some figures may appear in colour only in the online journal)

1.  Introduction

Motivated by existing or developing quantum technologies, much work is currently being 
devoted to control the motional dynamics of quantum systems. Basic operations such as shut-
tling, expansions/compressions, merging and separation of atom or ion chains, or rotations 
of the quantum states are needed to implement interferometers, quantum information appli-
cations, or quantum thermodynamical devices. Performing fast operations that do not leave 
residual excitations is generically of interest not only to save time but to avoid decoherence 
as well.

Shortcuts to adiabaticity (STA) are proposed as a set of efficient techniques to design 
such operations [1, 2]. For two or more effective dimensions, shortcut design, by inverse 
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2

engineering the control parameters using invariants of motion, is much facilitated by finding 
dynamical normal modes [3]. These modes are independent harmonic motions in the regime 
of small oscillations corresponding in general to time-dependent harmonic oscillators. Studies 
on different operations on trapped ions [3–9] made clear that it is not always possible to find 
a point transformation (a transformation in which the new coordinates only depend on the 
old ones and not on old momenta) that leads to independent normal modes. The condition 
that allows to find a point transformation was finally given in [10] for two-dimensional (2D) 
Hamiltonians: the effective potential can be scaled or translated but it should not rotate. Thus 
the rotation of a 2D anisotropic trap is the paradigmatic model in which such point transfor-
mation cannot be made and it was left as an open question if more general transformations 
could be used to speed up the rotation [10]. The inertial effect due to the trap rotation can be 
formally compensated by an effective angular momentum term [10, 11] to leave the particle 
at rest in the rotating frame. This term though may be difficult to implement, for example if 
the particle is not charged, so we consider in this paper that the only manipulation available is 
the rotation of the trap itself, without any additional force. STA for simple 1D-trap rotations, 
without compensation terms, were described in [8] but STA for the more realistic 2D aniso-
tropic trap had not been described.

The goal of this work is to perform a rotation as represented schematically in figure 1 in 
the lab frame of coordinates x, y: the trap is at rest for t  <  0; then it is rotated up to time T; and 
finally it remains again at rest for t  >  T. The trap rotation must be designed such that the state 
at time T is exactly the rotated version of the initial state at time t  =  0, for all possible initial 
states. Equivalently, from the point of view of the rotating frame, the objective is to get at time 
T the same state that was prepared at time 0, regardless of what that state may be.

Rotations of condensates or of a few particles are of interest for different reasons, such as 
reordering chains, redirecting, squeezing [8], or creating artificial magnetism [12, 13]. Here 
we treat the simplest case of a single particle in a rotating 2D trap. The operation would be 
instrumental in driving atoms through corners and junctions in a scalable quantum processor 
[14, 15], and may be regarded as a first step towards the more difficult problem of rotating ion 
chains [15–17], which would facilitate scalability in linear traps, and be useful to rearrange 
the chain, e.g. to locate a cooling ion at the right position in the chain [17]. Rotated states have 
other applications in sensing, metrology, and fundamental physics studies [18].

The treatment and transformations are done first in a classical setting. However, since we 
deal with a harmonic anisotropic trap the results can be translated into quantum mechanics 
rather directly. After setting the model in section 2, the independent normal modes will be 
first defined and characterized by normal frequencies in section3. Section 4 analyzes the fast 
rotations that may be achieved at certain process times for configurations in which the normal 
frequencies are commensurate. The minimal time is identified, examples are given, and a sta-
bility analysis is carried out. Finally, section 5 discusses some open questions.

2.  Physical model

Our starting point is the Hamiltonian of a particle of mass m in a 2D anisotropic harmonic 
potential with axial (angular) frequencies ω1 and ω2, which rotates around the z axis perpend
icular to the trap plane by an angle θ with an angular velocity θ̇, see figure 1 (dots hereaf-
ter represent time derivatives). In the rotating frame of coordinates {q̃1, q̃2} and momenta 
{p̃1, p̃2} the Hamiltonian is given by, see appendix A,
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H =
p̃2

1

2m
+

p̃2
2

2m
+

1
2

mω2
1 q̃2

1 +
1
2

mω2
2 q̃2

2 − θ̇Lz,� (1)

where Lz = q̃1p̃2 − q̃2p̃1. H has the form of two harmonic oscillators coupled by an angular 
momentum Lz that accounts for the inertial effects [19].

By introducing the dimensionless coordinates and momenta

qj =

√
mωj

�
q̃j, pj =

p̃j√
m�ωj

,� (2)

the Hamiltonian (1) can be written (� = 1 hereafter) as

H =
ω1

2
(

p2
1 + q2

1

)
+

ω2

2
(

p2
2 + q2

2

)
− θ̇

(
1
η

q1p2 − ηq2p1

)
,� (3)

where η =
√

ω1/ω2.
This rotating frame Hamiltonian depends only on the angular velocity θ̇ as a control param

eter. We shall consider, except in the final discussion, a constant rotation velocity, i.e. a linear-
in-time angle θ(t) = θ̇t from t  =  0 to t  =  T. Thus the Hamiltonian in the rotating frame is time 
independent during the rotation.

The Hamiltonian (3) can be written in compact matrix representation as the quadratic form

H = vTAv,� (4)

Figure 1.  Trap rotation in the lab frame (solid line arrow) and particle dynamics (dashed 
line arrow). The trap is at rest for t  <  0 (horizontal ellipse); then it is rotated by π/2 
from t  =  0 to t  =  T; and finally it remains again at rest for t  >  T (vertical ellipse). The 
trap rotation is designed such that the state at time T is the rotated version of the initial 
state, for all possible—classical or quantum—initial states. Just one of them—chosen 
arbitrarily—is depicted. The dashed line is the trajectory of the state center along the 
trap rotation process.
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where vT = (q1, q2, p1, p2) and A is the symmetric 4 × 4 matrix

A =
1
2




ω1 0 0 − θ̇
η

0 ω2 ηθ̇ 0
0 ηθ̇ ω1 0

− θ̇
η 0 0 ω2




.� (5)

Our first goal is to find a transformation to a frame in which the corresponding effective 
Hamiltonian is uncoupled in both coordinates and momenta, or, using the four-dimensional 
matrix formalism, it is characterized by a diagonal matrix. To do so we will use the symplectic 
approach to canonical transformations.

3.  Symplectic diagonalization

In the 4 × 4 matrix representation presented above, a canonical transformation will be defined 
by the transformation v = SV  to a new set of canonical coordinates VT = (Q1, Q2, P1, P2) 
provided S is a 4 × 4 symplectic matrix. A symplectic matrix S satisfies STJS  =  J, where J is 
the skew-symmetric matrix [19]

J =




0 0 1 0
0 0 0 1

−1 0 0 0
0 −1 0 0


 .� (6)

Note that its inverse is simply J−1 = JT = −J . As well, S−1 = J−1STJ . 4 × 4 real symplectic 
matrices form the ten-dimensional symplectic group Sp(4,R) [20]. Applying a symplectic 
(i.e. canonical) transformation to H amounts to rewrite it as

H = vTAv = VT (
STAS

)
V .� (7)

Given the matrix A (5) we want to find a symplectic matrix S ∈ Sp(4,R) so that STAS is a 
diagonal matrix. Such a diagonalizing symplectic matrix S will always exist as long as A is a 
positive definite matrix. This result is known as Williamson’s Theorem [21–23]. The positiv-
ity of A imposes an upper bound for the allowed rotation velocity in order to end up with an 
uncoupled effective Hamiltonian. In particular, the rotation velocity must satisfy

θ̇ < min(ω1, ω2).� (8)

For simplicty, and without loss of generality, we will consider ω1 < ω2  (or 0 < η < 1) through-
out this work. Therefore, the three (angular) frequencies in our model satisfy the conditions

θ̇ < ω1 < ω2.� (9)

3.1.  Constructing the S matrix

We will construct the S matrix after a four-step sequence of symplectic transformations.

	 (i)	�The first transformation brings the matrix A (5) to a block diagonal form. This is achieved 
by the symplectic matrix
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S0 =




0 0 −1 0
0 1 0 0
1 0 0 0
0 0 0 1


 ,� (10)

		 which leads to

A1 = ST
0 AS0 =

1
2




ω1 ηθ̇ 0 0
ηθ̇ ω2 0 0

0 0 ω1
θ̇
η

0 0 θ̇
η ω2




.� (11)

		 This transformation is not a point transformation since S0 mixes coordinates and momenta 
as already noted in [25].

	(ii)	�The second transformation diagonalizes one of the two blocks in A1. We choose the 
lower one in this case, the ‘momenta block’. If ω1 > ω2  had been assumed, at this point 
the upper block should be diagonalized instead of the lower one. This transformation is 
performed by the symplectic matrix

S1 =




1 θ̇√
ω1ω2

0 0

0 1 0 0
0 0 1 0

0 0 − θ̇√
ω1ω2

1




� (12)

		 and leads to

A2 = ST
1 A1S1 =

1
2




ω1 2ηθ̇ 0 0

2ηθ̇
3θ̇2+ω2

2
ω2

0 0

0 0 ω2
1−θ̇2

ω1
0

0 0 0 ω2




.

� (13)
	(iii)	�The third step transforms the block that it is already diagonal (the lower block in our case) 

into the identity. This is achieved by the symplectic matrix

S2 =




√
ω2

1−θ̇2

ω1
0 0 0

0
√

ω2 0 0
0 0

√
ω1

ω2
1−θ̇2 0

0 0 0 1√
ω2




,

� (14)
		 which transforms A2 into

A3 = ST
2 A2S2 =

1
2




ω2
1 − θ̇2 2θ̇

√
ω2

1 − θ̇2 0 0

2θ̇
√

ω2
1 − θ̇2 3θ̇2 + ω2

2 0 0

0 0 1 0
0 0 0 1




.

�

(15)
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		 The transformation requires ω1 > θ̇ , which is consistent with equation (9).
	(iv)	�Finally, a (formal) rotation of an angle α brings the upper block to a diagonal form, 

leaving the lower block unaltered,

S3 =




cos α − sin α 0 0
sin α cos α 0 0

0 0 cos α − sin α

0 0 sin α cos α


 ,� (16)

		 with the angle of rotation α given by

tan 2α =
4θ̇

√
ω2

1 − θ̇2

ω2
1 − ω2

2 − 4θ̇2
.� (17)

		 This last transformation, leads to our objective, a diagonal matrix

A4 = ST
3 A3S3 =

1
2




Ω2
1 0 0 0

0 Ω2
2 0 0

0 0 1 0
0 0 0 1


 ,� (18)

		 where the Ω1,2 are the normal mode frequencies with squares

Ω2
1 = θ̇2 +

ω2
1 + ω2

2

2
− 1

2

√
8θ̇2

(
ω2

1 + ω2
2

)
+

(
ω2

1 − ω2
2

)2
,

Ω2
2 = θ̇2 +

ω2
1 + ω2

2

2
+

1
2

√
8θ̇2

(
ω2

1 + ω2
2

)
+

(
ω2

1 − ω2
2

)2
,

�

(19)

		 see a plot of these frequencies as a function of θ̇ in figure 2. These eigenfrequencies have 
been found before by Bialynicki-Birula using a different approach [24]. Our four-step 
method is sketched in [25], although the eigenfrequencies and explicit transformations 
were not given there.

3.2.  Uncoupled Hamiltonian and normal modes

After the sequence of four different transformations, the symplectic matrix we were looking 
for can be written as (the product of symplectic matrices is symplectic)

S = S0S1S2S3.� (20)

S diagonalizes the initial A matrix by the relation A4 = STAS and relates old coordinates and 
momenta in the rotating-frame and new coordinates and momenta in the transformed frame 
by the transformation v = SV  or




q1

q2

p1

p2


 = S




Q1

Q2

P1

P2


 .� (21)

By inverting this relation, we can give explicit expressions for the new frame coordinates and 
momenta in terms of the original ones,
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



Q1 = q2

√
δ sin α−θ̇ cos α√

δω2
+ p1

√
ω1
δ cos α

Q2 = q2

√
δ cos α+θ̇ sin α√

δω2
− p1

√
ω1
δ sin α

P1 = −q1

√
δ cos α+θ̇ sin α√

ω1
+ p2

√
ω2 sin α

P2 = q1

√
δ sin α−θ̇ cos α√

ω1
+ p2

√
ω2 cos α

,� (22)

with δ = ω2
1 − θ̇2, which makes clear that this is not a point transformation. The Hamiltonian 

written in normal-mode coordinates and momenta takes the simple form of two independent 
harmonic oscillators with normal frequencies Ω1,2,

H = vTAv = VTSTASV = VTA4V =
1
2

(
P2

1 + P2
2 + Ω2

1Q2
1 + Ω2

2Q2
2

)
.� (23)

As discussed in appendix B, these transformations are identical for a quantum Hamiltonian 
and can be related to quantum unitary transformations. Therefore, the Hamiltonian (23) can 
be quantized by substituting the generalized coordinate and momenta by the corresponding 
operators. Since the Hamiltonian is quadratic, we may equivalently rely on a phase-space 
description of the quantum state dynamics in Wigner representation. The dynamics of the 
Wigner function is governed by a classical Liouville equation; equivalently, a phase-space 
point is driven by classical Hamiltonian dynamics.

4.  Fast rotations

4.1.  Commensurate anisotropic oscillator

The time evolution generated by the Hamiltonian (23) is governed by two independent har-
monic oscillators. In this frame, the corresponding classical trajectories will be given by 
Lissajous-like orbits, that will only be closed when the ratio between the Ω1,2 frequencies is 

Figure 2.  Normal mode frequencies Ω1 (red solid) and Ω2 (blue dashed) as a function 
of the rotation angular velocity for axial frequencies ω1 = 2π × 1 kHz and ω2 = 1.5 ω1. 
There is a maximum allowed θ̇, when one of the normal mode frequencies (Ω1 in this 
case) becomes complex θ̇max = ω1, see equation (9). For a non-rotating trap (θ̇ = 0), 
these frequencies are simply the axial frequencies ω1,2.
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a rational number, i.e. when they are commensurate. Let us suppose that n1,2 are two integers 
(1 � n1 < n2). Then, if the condition

Ω2

Ω1
=

n2

n1
� (24)

is satisfied, the full period of the dynamics is given by

T =
2πn1

Ω1
=

2πn2

Ω2
.� (25)

If a rotation is performed in a time T, the system will end up in the same initial state in the rotat-
ing frame: the first oscillator performs n1 oscillations, and the second one n2 full oscillations.

To perform a rotation of an angle θf = θ̇T  (assuming an initial angle θi = 0) at a constant 
angular velocity θ̇ in time T, the above relation may be written as

T =
θf

θ̇
=

2πn1

Ω1(θ̇, ω1, ω2)
=

2πn2

Ω2(θ̇, ω1, ω2)
.� (26)

For some fixed values of θf , n1 and n2, these equalities do not have a unique solution since 
there are two equations but three different parameters (rotation velocity θ̇, and frequencies ω1 
and ω2). Using equation (26) we may write two of the frequencies in terms of a third one, for 
instance

ω1 = κ−θ̇,

ω2 = κ+θ̇,
� (27)

where

κ± =


−1 +

2π2δ+

θ2
f

±
2
√

π4δ2
− − 2π2δ+θ2

f + θ4
f

θ2
f




1/2

� (28)

with δ± = n2
1 ± n2

2. Once one of the frequencies is fixed, the remaining two will be determined 
by equation (27). In the following, the value of the smallest axial frequency ω1 will be fixed, 
but a similar analysis could be done if any of the two remaining ones is fixed: also of interest is 
the setting where ω1 and ω2 are given, i.e. we do not assume that their values can be controlled. 
Then θ̇ for different n1, n2 should be adjusted to satisfy the last equality in equation (26). Since 
T is fixed by the last two ratios in equation (26), only a set of discrete values of θf  are allowed 
in this scenario.

For a given value of ω1, relation (27) determines θ̇ and ω2, and using equation (26) the time 
duration of the rotation operation is

Tn1,n2 =
κ−θf

ω1
,� (29)

which, for some fixed values of ω1 and θf , is just a function of the integers n1 and n2. See some 
numerical values of T1,2 for a π/2 rotation in table 1.

4.2.  Fast rotations

In principle, the values of n1 and n2 can be chosen arbitrarily as long as n1 < n2: the time dura-
tion of a given rotation (for given θf  and ω1) will be completely determined by the factor κ−. 
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As it is shown in figures 3(a) and (b), the fastest possible rotation (minimum value of κ−) is 
found with the values n1  =  1 and n2 → ∞. This means that the minimum rotation time Tmin 
corresponds to a single oscillation of the first (slow) normal mode oscillator and to infinitely 
many oscillations of the second one,

Tmin = T1,∞ =

√
θ2

f + 4π2

ω2
1

.� (30)

This minimal time corresponds to the ω1 � ω2 limit (i.e. an infinitely narrow trap) as shown 
in figure 3(c).

Of course this limit is an idealization and in practice ω2 will have some maximal value. 
To illustrate features of a generic case (n2 �= ∞) we choose n1  =  1 and n2  =  2 in numerical 
calculations.

4.3. Time evolution of states and observables

In the reference system of the normal modes, {Q1, Q2}, a general wave function takes the form

ψ(Q1, Q2, t) =

∞∑

j=0

∞∑

j′=0

cjj′φ
(1)
j (Q1)e−iΩ1( j+ 1

2 )tφ
(2)
j′ (Q2)e−iΩ2( j′+ 1

2 )t,� (31)

where the cjj′ are constant coefficients set by the initial conditions and φ(1,2)
j (Q1,2) are the 

usual stationary eigenfunctions of the harmonic oscillators. If the rotation continues indefi-
nitely, at a time t  +  T with T given in equation (25), one gets

ψ(Q1, Q2, t + T) =

∞∑

j=0

∞∑

j′=0

cjj′φ
(1)
j (Q1)e

−iΩ1( j+ 1
2 )
(

t+ 2πn1
Ω1

)

× φ
(2)
j′ (Q2)e

−iΩ2( j′+ 1
2 )
(

t+ 2πn2
Ω2

)

= (−1)n1+n2ψ(Q1, Q2, t),

�

(32)

i.e. the wave function one period T earlier, with an overall phase that depends on n1 + n2. 
The quantum system is said to experience ‘exact revivals’ at intervals of T [26]. Here we are 
interested in setting t  =  0 and the corresponding revival at T.

In the numerical examples the dynamics is solved entirely in a truncated Fock space for the 
interaction-free part (two harmonic oscillators) which is enlarged until converge is achieved.

Table 1.  Some numerical values of the trapping frequencies ω1 and ω2, rotation 
angular velocity θ̇ and time duration T of the rotation operation calculated according 
to equations (26)–(29). θf = π/2, n1  =  1, and n2  =  2.

ω1 (kHz) ω2 (kHz) θ̇ (kHz) T1,2 = θf /θ̇ (ms)

2π × 1 2π × 1.79 2π × 0.23 1.08
2π × 2 2π × 3.59 2π × 0.46 0.54

2π × 5 2π × 8.96 2π × 1.16 0.22
2π × 10 2π × 17.93 2π × 2.32 0.11
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4.3.1.  Periodic orbits in the rotating frame.  In the normal-mode frame, the classical trajecto-
ries or corresponding center of a wavepacket describe closed Lissajous orbits for commensu-
rate normal frequencies. In the rotating frame we find also corresponding closed orbits.

To visualize them let us suppose that the system is initially in the two-mode coherent state 
|ψ(0)〉 = |α1, α2〉. The state |α1, α2〉 may be expanded in terms of number states of the har-
monic oscillators with frequencies ω1,2,

|α1, α2〉 = e− 1
2 (|α1|2+|α2|2)

∞∑

n1,n2=0

αn1
1 αn2

2√
n1!n2!

|n1, n2〉,

with αj = |αj|eiϕ and

〈q1, q2|n1, n2〉 =
e− q2

1+q2
2

2 Hn1(q1)Hn2(q2)√
2n1+n2 n1!n2!π

,� (33)

where Hn(q) is the the nth order Hermite polynomial. The time-evolved two-mode coherent 
state in coordinate representation will be given by the wave function

〈q1, q2|ψ(t)〉 = 〈q1, q2|e−iHt|α1, α2〉.� (34)

Figure 3.  (a) Time T to perform a rotation of π/2 without final excitation as a function 
of n2 for different values of n1: n1  =  1 blue circles, n1  =  2 black squares, n1  =  3 red 
diamonds and n1  =  4 green triangles. The fastest possible rotation corresponds to n1  =  1 
and n2 → ∞. (b) Closer look at the n1  =  1 series. (c) Ratio between axial frequencies 
ω1/ω2 = κ−/κ+ for n1  =  1. As n2 increases the trap gets narrower. The fastest possible 
rotation, at the n2 → ∞ limit, occurs for an infinitely narrow trap ω1 � ω2.
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By integrating the probability density over a full period T,

P(q1, q2) =

∫ T

0
|〈q1, q2|ψ(t)〉|2dt,� (35)

a track of the wave-packet is found, see figure 4, which is more intense where the motion is 
slow. The center of the wave-packet follows the classical closed Lissajous-like orbits, ending 
in its initial configuration after a full rotation is performed.

4.3.2.  Mean number of excitations, survival probability.  We will now consider the mean 
vibrational number as a function of time in the rotating frame,

〈N(t)〉 = 〈ψ(t)|a†
1a1 + a†

2a2|ψ(t)〉,� (36)

where the creation and annhilation operators in each direction are defined in terms of position 
and momentum operators as usual,

aj =
1√
2
(q̂j + ip̂j), a†

j =
1√
2
(q̂j − ip̂j),� (37)

for j = 1, 2. In the first column of figure 5, the time evolution of the mean number of exci-
tations during π/2 rotations designed without final excitation using the first row of table 1 
(n1 = 1, n2 = 2) is shown for different initial states: the ground state of the non-rotating trap, 
an entangled state, and a coherent state. Interestingly, figure 5 (first column) demonstrates that 
the mean excitation can actually decrease, at least transitorily, with respect to the initial value. 
Of course for all states the final value coincides with the initial value.

The rotation process has been chosen so that the survival probability in the rotating frame 
P(t) = |〈ψ(t)|ψ(0)〉|2 satisfies the condition P(0) = P(T), due to commensurability. In the 
second column of figure 5, the probability of finding the system in its initial state is calculated 

Figure 4.  Wavepacket track P(q1, q2) of the two mode coherent state |α1, α2〉 for the 
values (initial conditions) α1 = 8/

√
2 and α2 = 2/

√
2 during a rotation of an angle 

of π/2. Red dashed line: corresponding classical trajectory with initial conditions 
q1(0) =

√
2|α1| = 8, q2(0) =

√
2|α2| = 2 and p1(0) = p2(0) = 0. The trap and 

rotation parameters are those in the first row of table 1. Dimensionless spatial coordinates 
q1 and q2 have been used as explained in the text.
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for different initial quantum states. The revivals are seen clearly in all three cases. The survival 
of the coherent and entangled states decays at intermediate times much more severely than the 
one for the ground state. Indeed, a classical particle set initially at rest at the bottom of the trap 
would not be affected by the trap rotation.

4.4.  Stability

As already pointed out in section 4.2, the fastest allowed rotations are found for n1  =  1 and 
n2 � 1, which imply very narrow quasi-1D traps with ω2 � ω1. However, fast rotations come 
with a price, since as n2 increases the ideal result becomes more unstable. This can be intui-
tively understood: for larger n2 the second normal oscillator oscillates faster so it is easier to 

Figure 5.  Time evolution of different observables during a θf = π/2 rotation. In the 
left column the evolution of the average number of excitations 〈N(t)〉 is plotted as a 
function of time, while in the second the survival probability P(t) = |〈ψ(t)|ψ(0)〉|2 of 
finding the system in its initial state (in the rotating frame) is plotted. Different initial 
states are considered for each figure: in (a) and (d), the initial state is the ground state 

of a 2D oscillator |v(0)〉 = |0, 0〉 with 〈N(0)〉 = 0. In (b) and (e), the initial state is 

an entangled state |v(0)〉 = 1√
2
(|0, 1〉 + |1, 0〉) with 〈N(0)〉 = 1. In (c) and (f), the 

initial state is a coherent state |v(0)〉 = |α1, α2〉 with α1 = α2 = 1/
√

2 (i.e. a minimum 
uncertainty wave packet centered at q1 = q2 = 1 with mean number of excitations 
〈N(0)〉 = |α1|2 + |α2|2 = 1). Trap and rotation parameters are those in the first row 
of table 1.
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miss the exact final state due to some small timing error. This is confirmed in figure 6, which 
depicts the survival probability as a function ε, a small deviation from the nominal operation 
time T. For larger n2 the survival becomes less robust.

This effect can be quantified by approximating the survival probability to second order in 
ε as

P(T + ε) ≈ 1 − ∆H2ε2� (38)

with

∆H2 = 〈ψ(0)|H2|ψ(0)〉 − 〈ψ(0)|H|ψ(0)〉2.� (39)

Figure 6.  Stability when the rotation lasts T + ε. The survival probability is plotted as a 
function of ε for the example shown in figure 5(d) (π/2 rotation of the ground state) for 
n1  =  1 and different integer values of n2: n2  =  2 (black-solid line), n2  =  5 (red-dashed 
line), and n2  =  10 (blue-dotted line).

Figure 7.  One minus the survival probability at final time tf  (logarithmic scale) in 
the rotating frame for a θf = π/2 rotation versus the scaled total process time tf /T, 
with T  =  1.08 ms being the process time using our fast protocol. The initial state is the 
excited state |0, 1〉. The trap frequencies ω1 and ω2 are fixed with the values in the first 
row of table 1.
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∆H2 depends on the considered initial state as figure 5 (right column) illustrates. The survival 
probability of the ground state, in particular, decays with ε2 at a rate

∆H2 =
θ̇2(ω1 − ω2)

2

4ω1ω2
,� (40)

which, for a given ω1, increases for faster rotations (larger θ̇ and ω2).

4.5.  Comparison with slow adiabatic rotations

An example to see how much faster the process may be compared to a slow adiabatic rotation 
is depicted in figure 7. The trap is set with the angular frequencies fixed for a n1  =  1, n2  =  2 
configuration and a θf = π/2 rotation, see the first line in table 1. The time T  =  1.08 ms sat-
isfying (26) is the scale used to compare the final error to find the ideal rotated state by keep-
ing ω1 and ω2 fixed but varying the final process time tf  and therefore the rotation speed as 
θ̇ = θf /tf . We use an initial state of interest in a quantum information scenario, |0, 1〉. This 
state is initially stationary and will remain stationary after the ideal rotation that takes a time 
tf   =  T, which gives by construction a perfect fidelity. For some special larger times the condi-
tions where tf  is an integer number of both normal-mode periods are almost (but not exactly) 
fulfilled. We note that a 10−4 error value for the upper envelop of the error curve needs about 
tf   >  60T.

5.  Discussion

Controlling the motion of quantum particles is needed to manipulate them for fundamental 
science studies and to develop different quantum technologies. In particular, operations which 
are fast, robust, and do not leave residual excitations are typically preferred. Here we focused 
on rotating arbitrary states of a single particle in an anisotropic harmonic trap using the rota-
tion speed and rotation time as the only control parameters. By ‘rotating’ a state here we mean 
to end at a time t  =  T with a particle and trap configuration which is identical to the one at time 
t  =  0 but rotated by some angle θf  in the laboratory frame. As an inverse problem, even such a 
simple system and operation involves considerable complexities. Since normal modes cannot 
be found by a point transformation, we have first performed a non point (but canonical) trans-
formation to find the normal modes for constant rotation speed. Based on the normal mode 
analysis we apply a protocol in which any initial state becomes its rotated version in the final 
trap. Minimal times are found and a stability analysis with respect to time errors is performed.

We may envision several worthwhile and natural extensions of this work such as con-
sidering anharmonicities, two or more interacting particles in the trap, or, to achieve further 
flexibility in the rotation times, time-dependent rotation speeds θ̇(t). This time-dependence 
makes the A(t) matrix in the Hamiltonian of the rotating frame time dependent, and follow-
ing the steps in the main text and appendix B we may perform a time-dependent symplectic 
transformation and find that the interaction picture effective Hamiltonian will be given by 
HI = vT [ST(A − Ġ)S]v , where G is the real symmetric matrix that generates the symplectic 
matrix S, S = e2JG, see appendix B. Finding the time-dependent symplectic transformation S 
that makes the 4 × 4 matrix A′ = ST(A − Ġ)S diagonal is a challenging open question, since 
it involves a highly non-linear system of coupled differential equations to determine the ele-
ments of G (and therefore S).
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We cannot fail to point out an analogy between the structure of A′ and the effective 
Hamiltonian used in superadiabatic iterations to achieve shortcuts [27, 28]. If S is set to diago-
nalize A, rather than the whole matrix A′, two uncoupling strategies are: to ignore the inertial 
term I = −STĠS because it is small (this is analogous to an adiabatic approximation), or to 
compensate it exactly with −I  (this is analogous to counter-diabatic driving). However imple-
menting such a compensating term is often difficult in practice, in this case it implies crossed 
operator terms. A third route is to apply the next ‘superadiabatic’ iteration, i.e. to find an S′ 
that makes S′TA′S′ diagonal, which produces a term I ′ = −S′TĠS′ in the new Hamiltonian. 
Further iterations would repeat the same scheme but they do not need to converge so there 
may be an optimal iteration. Alternatively the coupling term may be approximated to achieve 
convergence [29]. All this is very intriguing and will be explored elsewhere.
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Appendix A.  Laboratory frame

The Hamiltonian for a particle of mass m in a two-dimensional anisotropic harmonic potential 
with axial frequencies ω1 and ω2 and with a time varying orientation angle θ(t) (i.e. which is 
rotating around the z axis with angular velocity θ̇(t)) is given in laboratory {x, y} frame by

Hlab =
p2

x

2m
+

p2
y

2m
+

mω2
1

2
[x cos θ(t) + y sin θ(t)]2

+
mω2

2

2
[−x sin θ(t) + y cos θ(t)]2 .

�

(A.1)

Defining the rotated coordinates and momenta by the relations
(

q̃1

q̃2

)
= R(t)

(
x
y

)
;
(

p̃1

p̃2

)
= R(t)

(
px

py

)
� (A.2)

with R(t) being the usual rotation matrix

R(t) =

(
cos θ(t) sin θ(t)

− sin θ(t) cos θ(t)

)
,� (A.3)

the new Hamiltonian is given by

H =
p̃2

1

2m
+

p̃2
2

2m
+

1
2

mω2
1 q̃2

1 +
1
2

mω2
2 q̃2

2 − θ̇Lz,� (A.4)

with Lz = q̃1p̃2 − q̃2p̃1. This last term, which couples coordinates and momenta, accounts for 
the inertial effects that arise due to the time-dependent canonical transformation applied.

Appendix B.  Quantum unitary transformations

It is also instructive to set a quantum description by means of a unitary transformation of the 
Hamiltonian. As it is well known from group theory, the generators of symplectic matrices 

I Lizuain et alJ. Phys. A: Math. Theor. 52 (2019) 465301



16

are symmetric matrices in the sense that any symplectic matrix S can be written in terms of its 
generator G as S = e2JG, G being a symmetric matrix and J the symplectic matrix (6). Let us 
define the unitary operator

U = eivT Gv,� (B.1)

where vT is now regarded as a vector of operators vT = (q̂1, q̂2, p̂1, p̂2). The unitarily trans-
formed, interaction picture Hamiltonian will be given by

HI = UHU† + iU̇U†,� (B.2)

where the last term arises due to the possible time dependence of the unitary transformation. 
For a quadratic Hamiltonian with the form H = vTAv, see equation (4), and the unitary opera-
tor U defined by (B.1), it can be shown that the above effective Hamiltonian is given by

HI = vT [
ST (

A − Ġ
)

S
]

v.� (B.3)

Details of this calculation are given in appendix C.
In a time independent scenario, where Ġ = Ṡ = 0, we have an uncoupled (i.e. without 

cross terms) effective interaction picture Hamiltonian

HI = vT (
STAS

)
v� (B.4)

since STAS is a diagonal matrix as shown in section 3. Indeed, the inverse unitary transforma-
tion U†(...)U  maps all the components vj to Vj ,

U†vjU =
(
S−1v

)
j = Vj,� (B.5)

so that H is recovered,

H = U†HIU = VT (
STAS

)
V = vTAv.� (B.6)

In summary, the same symplectic transformation that diagonalizes the classical Hamiltonian 
matrix provides as well a quantum Hamiltonian written as a sum of quadratic operators with-
out cross terms.

If the symplectic transformation S depends on time, the extra term −vT
(
STĠS

)
v  has to be 

included in the effective Hamiltonian to account for the inertial effects. For a time dependent 
transformation, one would have to symplectically diagonalize the full matrix A − Ġ.

Appendix C.  Detailed calculation of equation (B.3)

Let A and B be two real symmetric matrices. Taking into account that the position-momentum 
commutators [qj, pk] = iδjk can be summarized as [vj, vk] = iJjk , one can find the relation

∞∑

n=0

[vTBv, vTAv]n
n!

= vT (
e2iBJAe−2iJB)

v,� (C.1)

where [vTBv, vTAv]n = [vTBv, vTBv, . . . , [vTBv, vTAv]] denotes the nth nested commutator 
between the involved operators. Using this result, the two terms in the effective Hamiltonian 
(B.2) will be calculated separately:

	 (i)	�The first term UHU† can be calculated using the Baker–Campbell–Hausdorff (BCH) 
formula and the previous result (C.1) to sum the series expansion. For the unitary operator 
defined in (B.1) and a Hamiltonian with the form (4) we have
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UHU† = eivT Gv (
vTAv

)
e−ivT Gv =

∞∑

n=0

[ivTGv, vTAv]n
n!

= vT (
e−2GJAe2JG)

v = vT (
STAS

)
v.

�

(C.2)

	(ii)	�To calculate the second term iU̇U†, we must be careful when computing the time deriva-
tive of U, since it involves not-commuting operators [30],

iU̇U† = i
∞∑

n=0

[ivTGv, ivTĠv]n
n!

= −vT (
e−2GJĠe2JG)

v

= −vT (
STĠS

)
v.

� (C.3)

Here, again, equation (C.1) has been used to sum the series expansion.
The sum of these two terms leads finally to the interaction picture effective Hamiltonian (B.3)

HI = UHU† + iU̇U† = vT [
ST (

A − Ġ
)

S
]

v.� (C.4)
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Two-dimensional (2D) systems with time-dependent controls admit a quadratic Hamiltonian modeling near
potential minima. Independent, dynamical normal modes facilitate inverse Hamiltonian engineering to control
the system dynamics, but some systems are not separable into independent modes by a point transformation.
For these “coupled systems” 2D invariants may still guide the Hamiltonian design. The theory to perform
the inversion and two application examples are provided: (i) We control the deflection of wave packets in
transversally harmonic wave guides and (ii) we design the state transfer from one coupled oscillator to another.

DOI: 10.1103/PhysRevA.102.063112

I. INTRODUCTION

Controlling the motional dynamics of quantum systems
is of paramount importance for fundamental science and
quantum-based technologies [1]. In particular, controlling the
evolution of interacting quantum systems is crucial to design
logic gates, one of the key elements of a quantum computer
[2]. Often the external driving needs to be fast, but also gentle,
to avoid excitations. Slow adiabatic driving is gentle in this
sense, but it exposes the system for long times to control noise,
heating, and perturbations. Shortcuts to adiabaticity (STA) are
techniques to reach, via fast nonadiabatic routes, the results of
slow adiabatic processes [3,4].

A distinction can be made between STA methods that keep
the structure of some Hamiltonian form and design the time
dependence of the controls, e.g., using invariants [5] and those
techniques that add new terms, e.g., counterdiabatic driving
[6]. Both may be useful depending on system-dependent prac-
tical considerations. A frequent problem with added terms
is the difficulty to implement them, whereas a limitation
of structure-preserving, invariant-based methods is that they
need Hamiltonian-invariant pairs with specific forms, such as
the Lewis-Leach family of Hamiltonian-invariant pairs [7], to
go beyond brute-force parameter optimization [3,4].

Here we shall deal with two-dimensional (2D) systems
with quadratic Hamiltonians, found in particular in small-
oscillation regimes of ultracold atom physics. In fact quadratic
Hamiltonians are ubiquitous as they represent the systems
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near potential minima [8]. So far, invariant based STA
have only been developed for 2D systems with independent
“dynamical normal modes” [9]. When the two dynamical-
mode motions separate, inverse engineering the dynamics
to perform some fast operation free from final excitations
is relatively easy: each of the time-dependent effective os-
cillators implies a one-dimensional Hamiltonian-invariant
“Lewis-Leach” pair [7] for which inverse engineering can
be performed. The two oscillators have to be driven simul-
taneously with common controls but, among the plethora of
parameter trajectories, it is possible to find the ones that satisfy
simultaneously the boundary conditions imposed on both os-
cillators. This strategy has been successfully applied to design
the driving of different operations on two trapped ions such as
transport or expansions [9,10], separation of two equal ions in
double wells [11], phase gates [12], or dynamical exchange
cooling [13].

This decomposition though, may not always be possible.
Lizuain et al. [14] described the condition for which a point
transformation of coordinates decouples the instantaneous
modes leading to truly independent dynamical normal modes
for two time-dependent harmonic oscillators: the principal
axes of the potential should not rotate in the 2D space.

This work extends the domain of systems and processes
that can be controlled by invariant-based inverse engineering
to those problems where the effective 2D potential rotates
and the normal mode motions remain coupled. Solutions to
the ensuing control problem exist that depend on the system
and/or the operation, such as taking refuge in a perturbative
regime [12], adding terms to cancel the inertial effects [14],
increasing the number of time-dependent controls to uncouple
the modes [13], or using more complex, nonpoint transfor-
mations to find independent modes [15]. Here we explore
instead the use of 2D dynamical invariants associated with the
coupled Hamiltonian.

2469-9926/2020/102(6)/063112(7) 063112-1 Published by the American Physical Society
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The paper is organized as follows: First we introduce the
model and its dynamical normal modes in Sec. II. Then we
present the invariant we will use to inverse engineer the con-
trol fields in Sec. III. The first application, in Sec. IV, is the
control of longitudinal energy in 2D deflected wave guides.
Section V describes further control possibilities for 2D waveg-
uides, and Sec. VI deals with a second type of application:
controlled state transfer between oscillators. The paper ends
with a discussion in Sec. VII.

II. HAMILTONIAN MODEL

Consider the Hamiltonian

H (t ) = p2
1

2
+ p2

2

2
+ 1

2
ω2

1(t )q2
1 + 1

2
ω2

2(t )q2
2 − γ (t )q1q2. (1)

We use throughout dimensionless variables such that no mass
factors or h̄ appear explicitly. Equation (1) describes different
physical systems, such as a single particle in a 2D potential,
or two coupled harmonic oscillators on a line. Other systems
different from (one or two) particles but driven by Hamil-
tonians of the form (1) are, e.g., coupled superconducting
qubits [16–20] or optomechanical oscillators [21–23]. All
these systems are analogous to each other but, arguably, the
single particle in a 2D potential is easiest to visualize so we
shall use a terminology (such as longitudinal and transversal
directions for principal axes, rotations...) borrowed from that
system. Indeed, our first example, see below, deals with a
single particle.

The Hamiltonian (1) may be instantaneously diagonalized
by “rotated” variables [14](

ql

qt

)
= A(t )

(
q1

q2

)
,

(
pl

pt

)
= A(t )

(
p1

p2

)
, (2)

where A(t ) =
(

cos θ (t ) sin θ (t )
− sin θ (t ) cos θ (t )

)
, and

θ (t ) = 1

2
arctan

(
2γ (t )

ω2
2(t ) − ω2

1(t )

)
. (3)

Subscripts l and t stand for “longitudinal” and “transversal”.
The original Hamiltonian, expressed in terms of the new vari-
ables, is

H = p2
l

2
+ p2

t

2
+ 1

2
�2

l q2
l + 1

2
�2

t q2
t , (4)

�2
l = (

ω2
1 + ω2

2 − �
)/

2, �2
t = (

ω2
1 + ω2

2 + �
)/

2, (5)

where �(t ) =
√

4γ 2(t ) + [ω2
2(t ) − ω2

1(t )]2.
The formal decoupling in Eq. (4) is a mirage. H is not

the Hamiltonian that describes the dynamics in the rotated
variables {pl , pt , ql , qt } [14,24]. In general the dependence
of A(t ) on time couples dynamically the “instantaneous nor-
mal modes”, i.e., the normal modes that would separate the
motion if the Hamiltonian kept for all times the values that
the parameters have at a particular instant. In the moving
frame the oscillators are coupled by a term proportional to
θ̇ = dθ/dt [14]. Some peculiar, but physically significant re-
lations between ω1(t ), ω2(t ), and γ (t ) can make θ (t ) time
independent. Here we consider instead the scenario where

θ (t ) changes with time. This is unavoidable if the process
we want to implement implies boundary conditions for the
parameters such that θ (0) �= θ (t f ), as in the examples below.

III. 2D INVARIANT

Urzúa et al. [8], generalizing previous results in 1D [25,26]
and the work in Ref. [27] for classical coupled oscillators, see
also Ref. [28], have recently found that the linear combination
of operators (dots stand for time derivatives hereafter)

G(t ) = u1(t )p1 − u̇1(t )q1 + u2(t )p2 − u̇2(t )q2, (6)

satisfies the invariant equation i∂G/∂t − [H, G] = 0, pro-
vided u1 and u2 satisfy

ü1 + ω2
1(t )u1 = γ (t )u2, ü2 + ω2

2(t )u2 = γ (t )u1, (7)

which are classical equations of motion driven by a Hamilto-
nian (1). For any state driven by H (t ), 〈G(t )〉 is the sum of two
Wronskians W1[u1(t ), 〈q1〉(t )] + W2[u2(t ), 〈q2〉(t )], where all
functions in their arguments evolve as Eq. (7). The geo-
metrical meaning of Wi(t ) is an “oriented” phase-space area
formed by phase-space points Ui(t ) = {ui(0), u̇i(t )}, Qi(t ) =
{〈qi〉(t ), 〈pi〉(t )} and the origin Oi = {0i, 0i}. We consider
two phase spaces, i = 1, 2, one for each oscillator. Wi(t )
is plus or minus the area Ai(t ) of the triangle formed by
Ui, Qi and Oi for each phase space, depending on whether
going from Ui to Qi needs an anticlockwise or clockwise
displacement. For γ = 0, the two areas (and Wronskians)
remain constant in time. When γ �= 0 the individual Wron-
skians are not conserved. The conserved quantities are now
Wi(t ) − ∫ t

0 Ẇi(t ′)dt ′ = Wi(0), i.e., the initial phase-space ori-
ented areas. The added terms cancel each other, namely, Ẇ1 =
−Ẇ2 = (u1〈q2〉 − 〈q1〉u2)γ , so that the sum W1(t ) + W2(t ) is
the sum of oriented areas and it is constant. This result is a
particular case of the preservation of sums of oriented areas in
classical Hamiltonian systems [29].

We construct from G a quadratic invariant that may be-
come proportional to some relevant energy at boundary times
by choosing specific boundary conditions for the ui and u̇i,
I = 1

2 G†G. Designing the ui we may manipulate the invariants
and therefore the dynamics. From the ui we can as well get
the Hamiltonian as demonstrated in the following application
examples.

IV. CONTROLLED DEFLECTION

A single particle is launched along a potential “wave
guide”, which is harmonic in the transversal direction. Our
goal is to deflect it, that is, manipulate the potential to change
the waveguide direction, controlling the input/output scaling
factor of the longitudinal velocity. To have waveguide poten-
tials at the boundary times tb = 0, t f we impose

γ (tb) = ω1(tb)ω2(tb). (8)

As a consequence, �l (tb) = 0 and �t (tb) = [ω2
1(tb) +

ω2
2(tb)]1/2. Thus, at boundary times, the potential is a har-

monic “waveguide” with longitudinal direction defined by
the angle θ (tb) = arctan[ω1(tb)/ω2(tb)]. The deflection angle
�θ = θ (t f ) − θ (0) can take any value between 0 and π/2
for θ (t f ) � θ (0). The condition (8) in Eq. (7) implies that
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TABLE I. Initial and final frequencies and angles defining the
wave guides for γ -constant and ω2-constant protocols. The deflection
angle �θ = θ (t f ) − θ (0) determines the ratio ω2(0)/ω1(0).

Initial wave guide Final wave guide

ω1(0) ω1(t f ) = ω2(0)

γ const. ω2(0) ω2(t f ) = ω1(0)

�t (0) �t (t f ) = �t (0)

ω1(0) ω1(t f ) = ω2
2 (0)/ω1(0)

ω2 const. ω2(0) ω2(t f ) = ω2(0)

�t (0) �t (t f ) = ω2 (0)
ω1(0) �t (0)

ü1,2(tb) = 0, which also gives

u1(tb)ω1(tb) = u2(tb)ω2(tb), (9)

i.e., the reference trajectories must start and end at qt (tb) = 0,
on the axis of the waveguide. If the frequencies at tb are fixed,
either ql (tb), or one of the ui(tb) can still be chosen freely.

Rewriting the invariant G in terms of the rotated variables
{qt , ql} and imposing u̇1,2(tb) = 0 we find that

G(tb) = u2(tb)

sin θ (tb)
pl , I (tb) =

[
u2(tb)

sin θ (tb)

]2p2
l

2
, (10)

i.e., I (tb) is proportional to the longitudinal energy.
With Eq. (10) we get

〈pl (t f )〉 = F 〈pl (0)〉, El (t f ) = F 2El (0), (11)

where F = u2(0)
u2(t f )

sin θ (t f )
sin θ (0) and El = 〈p2

l /2〉. For some chosen
deflection angle �θ and waveguide frequencies �t (tb) we
may impose any scaling factor F by manipulating the ratio
u2(0)/u2(t f ), which allows us to set any desired velocity scal-
ing, that is, any ratio between the incoming and the outgoing
average velocity of the wave packet. This scaling factor will
affect all wave packets, and the deflection angle �θ and
the waveguide compression/expansion factors [ratio between
�t (0) and �t (t f )] can be chosen independently.

The Hamiltonian parameters are found inversely from
Eq. (7). We choose u1,2 = ∑5

k=0 α
(1,2)
k (t/t f )k, with coeffi-

cients fixed so that u̇1,2(tb) = ü1,2(tb) = 0, and the u1,2(tb) are
consistent with Eq. (9).

There are three external parameters, ω1(t ), ω2(t ), and γ (t ),
but two coupled equations in Eq. (7). Thus we may fix one
of the external parameters or some combination. We consider
two simple, not exhaustive, possibilities: (i) γ constant, so ini-
tial and final �t coincide; and (ii) ω2 constant, which implies
a compression (transverse focusing useful to avoid transversal
excitation) of the final wave guide with respect to the initial
one, see Table I.

The initial state chosen for the numerical examples is a
product of the ground state of the transversal harmonic os-
cillator and a minimum-uncertainty-product Gaussian in the
longitudinal direction centered at ql0, with initial momen-
tum pl0, ψl (ql , t = 0) = [σ

√
2π ]−1/2 ei pl0 ql e−(ql −ql0 )2/(4 σ 2 ).

Firstly, we design a process that interchanges ω1(t ) and
ω2(t ) with �θ = π/4 and constant γ , conceived to preserve
the initial longitudinal velocities in the outgoing waveguide,

FIG. 1. Ratio of final to initial longitudinal energy for different
process times t f (a) and for different scaling factors u2(0)/u2(t f ) (b).
The insets show the scaled transversal excitation Rt = �Et/�t (t f ).
(a) initial longitudinal Gaussian wave packet with 21/2σ = 1, pl0 =
1, and ql0 = −4 (green), ql0 = 0 (red), and ql0 = 4 (black). �θ =
π/4 starting from ω1(0) = 1 and ω2(0) = 2.41, using linear ramps
(solid lines) and an invariant-based protocol for γ constant that
produces El (t f ) = El (0) (dashed lines). (b) Initial longitudinal Gaus-
sian wave packet centered at the origin with pl0 = 1 and 21/2σ = 1.
�θ = π/4 with ω1(0) = 1 and ω2(0) = 2.41 (orange curves), and
�θ = π/3 with ω1(0) = 1 and ω2(0) = 3.73 (black curves) for
constant-γ processes (solid lines) and constant-ω2 processes (dashed
lines, overlapping with solid lines in main figure). See Table I for
values at t = t f .

El (t f ) = El (0), and use linear ramps (a control field that
evolves linearly between the boundary values) for the same
boundary waveguides as a benchmark to compare the perfor-
mance of the invariant-based protocol.

Figure 1(a) depicts the final longitudinal energy. For the
linear ramps it oscillates with operation time. The envelope for
the minima is at zero but the maximum tends for long times to
some value that depends on the initial wave packet. Contrast
this with the full stability of the invariant-lead processes. They
guarantee a fixed result, the final longitudinal energy being
identical to the initial one for any initial wave packet. The
transversal excitation by the linear ramps in fast processes
increases considerably as the initial wave packet deviates from
the origin, while the transversal excitation in the invariant-
based protocol is, in general, small and much more stable.

Figure 1(b) verifies that, for some chosen deflection angle,
we can scale the final longitudinal energy at will in both
scenarios (γ or ω2 constant). Since the invariant does not
control the transversal direction, the transversal energy may
be excited, but it still depends on the design of the ui(t ), see
the inset of Fig. 1(b). Such dependence may be exploited to
minimize the transversal excitation and even suppress it in
some cases (notice that the π/3 rotation with constant ω2 pro-
duces zero transversal excitation for a given relation between
the boundary values of u2). Figure 2 provides snapshots of

FIG. 2. Snapshots of the top view of the 2D potential for El (t f ) =
El (0)/2 with constant ω2. ω1(0) = 1 and ω2 = 2.41, deflection angle
�θ = π/4 (ω1(t f ) = 2.412) and process time t f = 1. The transversal
frequency is compressed 2.41 times, from �t (0) = 2.61 to �t (t f ) =
6.29, see Table I.
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the evolution of the 2D potential for a ω2-constant processes
that slows down the particle by a factor of 2 with deflection
�θ = π/4.

V. COMMUTATION OF H (tb) AND I(tb)
AND OTHER BOUNDARY CONDITIONS

Note that the necessary condition for the Hamiltonian and
the invariant to commute at boundary times is precisely the
waveguide condition in Eq. (8) (together with the auxilary
equations in Eq. (7)). In the case of a potential waveguide,
however, the eigenvectors of I (tb) are highly degenerate, since
a longitudinal plane wave multiplied by an arbitrary function
of qt is a valid eigenvector with the same eigenvalue. This
means that even if I (tb) commutes with H (tb) and shares some
eigenvectors with H (tb) the vast majority of them are not
eigenvectors of H (tb). This phenomenon, i.e., the existence
of eigenvectors of one operator not shared with the other one,
is well known and is explained in detail in Ref. [30].

Thus, commutativity of H (tb) and I (tb) plays a lesser role
in the 2D scenario, compared to the use of invariants for
inverse engineering in 1D [4], and may in fact be abandoned
for different applications. For example, note the following
alternative sets of boundary conditions and corresponding
quadratic invariants:

u̇i(tb) = 0, u1(tb)ω2(tb) = −u2(tb)ω1(tb),

I (tb) = u2
2(tb)

cos2 θ (tb)

p2
t

2
, (12)

where i = 1, 2 and the invariant at the boundary time tb
is proportional to the transversal kinetic energy. With these
boundary conditions we could control and scale the transverse
kinetic energy. As well,

ui(tb) = 0, u̇1(tb)ω1(tb) = u̇2(tb)ω2(tb),

I (tb) = u̇2
2(tb)

sin2 θ (tb)

q2
l

2
, (13)

which allows us to scale the longitudinal coordinate, e.g., to
focus or defocus, or

ui(tb) = 0, u̇1(tb)ω2(tb) = −u̇2(tb)ω1(tb),

I (tb) = u̇2
2(tb)

cos2 θ (tb)

q2
t

2
, (14)

where the invariant at the boundary is proportional to the
transverse potential energy.

Even more generally, the boundary conditions imposed on
the ui(t ) and their derivatives do not need to be of the same
type at t = 0 and t f , i.e., for longitudinal momenta or positions
at both boundary times, of for transverse momenta or posi-
tions at both boundary times. Designing ui(t ) so as to satisfy at
t = 0 and t f different boundary condition types opens several
control possibilities such as, for example, driving the initial
longitudinal energy into final transversal kinetic energy or
vice versa.

VI. STATE TRANSFER

Up to now we have considered real u j (t ), but the coupled
Newton’s equations admit purely real and purely imaginary
solutions combined into complex solutions. Exploiting this

complex structure, ui = uR
i + iuI

i , leads to interesting forms
of the invariant. In particular the invariant may become pro-
portional to the uncoupled Hamiltonians at boundary times,
enabling energy transfer form one oscillator to the other.
Processes that exchange the state, or some property of it,
between coupled systems are highly relevant for the devel-
opment of quantum technologies. They have been extensively
studied in the context of quantum computation and commu-
nication [31,32] and also addressed in experiments [33,34].
State transfer between coupled harmonic oscillators has also
been thoroughly explored [35–37]. Here we develop a pro-
tocol that induces energy exchange between oscillators by
inverse engineering the control fields that govern the system.

Let us first drop the waveguide condition (8) and go back
to the laboratory frame variables {q1, q2}. Defining annihi-
lation operators in the usual manner, ai(t ) = √

ωi(t )/2 qi +
ipi/

√
2ωi(t ), i = 1, 2, G in Eq. (6) may become a1 or a2 by

certain choices of the u j . Let us choose at initial time

u1(0) = ic0/
√

2ω1(0), u̇1(0) = −c0

√
ω1(0)/2, (15)

and u2(0) = u̇2(0) = 0 with c0 real. This implies G(0) =
c0a1(0), and I (0) = c2

0a†
1(0)a1(0)/2. Instead, at final time we

impose

u2(t f ) = ic0/
√

2ω2(t f ), u̇2(t f ) = −c0

√
ω2(t f )/2, (16)

together with u1(t f ) = u̇1(t f ) = 0, so that G(t f ) = c0a2(t f ),
and I (t f ) = c2

0a†
2(t f )a2(t f )/2. The same constant c0 appears

in Eqs. (15) and (16) because the solutions of Eq. (7) must
satisfy d

dt {Im[u∗
1(t )u̇1(t ) + u∗

2(t )u̇2(t )]} = 0 [27].
The choice c2

0/2 = ω1(0), together with the men-
tioned boundary conditions give I (0) = H1(0) and I (t f ) =
[ω1(0)/ω2(t f )]H2(t f ), where we define the “uncoupled
Hamiltonians” Hj (t ) ≡ ω j (t )a†

j (t )a j (t ). Eigenstates of H1(0)
may thus be mapped into eigenstates of H2(t f ) by proper
inverse engineering of the uj (t ). If ω1(0) = ω2(t f ),

〈H1(0)〉 = 〈I (0)〉 = 〈I (t f )〉 = 〈H2(t f )〉 (17)

for all initial wave packets. (Any other scale factor may
be chosen.) The system (7), which now involves four real
functions, uR

1 (t ), uI
1(t ), uR

2 (t ), uI
2(t ), has to be solved inversely

for ω1(t ), ω2(t ) and γ (t ). The inversion is done following
techniques developed for trapped ions [12] or systems [38].
Assuming that the values of the control parameters at bound-
ary times are set, we start by designing a γ (t ) that satisfies
the boundary values γ (tb) and that has zero first and second
derivatives at the boundaries for smoothness. We use a sum-
of-cosines ansatz

γ (t ) =
4∑

k=0

ak cos

(
k πt

t f

)
, (18)

which meets the boundary conditions with just five terms.
The coefficient a4 is left free for now. Then we design the
imaginary part of the dynamics, again using sums of cosines

uI
1(t ) =

6∑
i=0

bi cos

(
i π t

t f

)
,

uI
2(t ) =

6∑
j=0

c j cos

(
j π t

t f

)
. (19)
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FIG. 3. (a) Control parameters, ω2
1 (dashed black), ω2

2 (short-
dashed green) and γ (solid blue) vs t/t f , for an energy transfer from
oscillator 1 to 2. 〈H1〉 in solid red, 〈H2〉 in dashed blue, 〈H〉 in short-
dashed green, and 〈I〉 in long-dashed black, for initial (b) and final
(c) parts of the process. ω1(0)2 = ω2(t f )2 = 1, ω2(0)2 = ω1(t f )2 =
0.9 and γ (0) = γ (t f ) = 6; t f = 4; the system starts in a (tensor)
product state between the ground states of the uncoupled oscillators
H1 and H2, not an eigenstate of the total Hamiltonian (1).

Coefficients {b, c}1−5 are fixed so that the real reference tra-
jectories satisfy the boundary conditions for u1,2(tb) and its
derivatives, and so that the frequencies ωi(t ) have the desired
boundary values, which amounts to satisfying

üI
1(0) = −ω1(0)2, üI

1(t f ) = γ (t f )

√
ω1(0)

ω2(t f )
,

üI
2(0) = γ (0), üI

2(t f ) = ω2(t f )
√

ω1(0)ω2(t f ). (20)

Note, from the expression of the frequencies

ω1,2(t )2 = γ (t )uI
2,1(t ) − üI

1,2(t )

uI
1,2(t )

, (21)

that, even if the conditions in Eq. (20) are fulfilled, we may
encounter indeterminacies at boundary times (some u1,2(tb)
become 0). Thus, we have to impose additional boundary
conditions for consistency using L’Hopital’s rule,

uI (3)
1 (t f ) = 0,

uI (4)
1 (t f ) = −γ (t f )

√
ω1(0)

ω2(t f )
[ω1(t f )2 + ω2(t f )2],

uI (3)
2 (0) = 0,

uI (4)
2 (0) = −γ (0)[ω1(0)2 + ω2(0)2]. (22)

Coefficients {b, c}6 are left yet undetermined. In the next step,
we numerically solve the real equations of motion with the
already designed control parameters for the initial conditions
and find, again, numerically, the value of the coefficients that
have been left free to satisfy the final boundary conditions.

Figure 3(a) displays the resulting evolution of the control
parameters for a specific example in which the frequencies
ωi swap their boundary values and γ (0) = γ (t f ). Figure 3(b)
shows the expectation values of the total and the uncoupled
Hamiltonians near the time boundaries, together with the con-
stant expectation value of the invariant. Indeed 〈H2(t f )〉 =
〈H1(0)〉, thus proving that our protocol transfers the state from
one uncoupled oscillator at the initial time to the other one at
the final time. Simililarly to what happens with the transversal
energy in the wave guide, the invariant does not impose the
value of the final total energy, which does not necessarily
coincide with the initial one.

VII. DISCUSSION

In some multidimensional systems with time-dependent
control there are no point transformations that lead to un-
coupled normal modes. Our main point here is that in these
“coupled systems”, invariants of motion may still guide us
to inversely design the time dependence of the controls for
driving specific dynamics.

This inversion procedure extends the domain of invariant-
based engineering, which had been applied so far to 1D or
uncoupled systems [4]. An important difference with respect
to uncoupled systems is the diminished role of commutativity
of Hamiltonian and invariant at boundary times. Commuta-
tivity, because of degeneracy, does not guarantee one-to-one
mapping of eigenstates of the total Hamiltonian from initial
to final configurations. One should then focus on the invariant
itself for applications, and, if required, rely on design freedom
to keep other variables, e.g., the total energy, controlled. An
alternative to be explored is to make use of a second invari-
ant corresponding to a linearly independent set of classical
solutions of Eq. (7), {u′

1(t ), u′
2(t )}, linearly independent with

respect to {u1(t ), u2(t )} [27]. Imposing boundary conditions
to the second set we would aim to control the second invariant
as well, but the inversion problem becomes more demanding,
as the number of conditions double, while the number of
(common) controls remains the same.

As for further open questions, invariant-based engineering
is known to be related to other STA approaches such as coun-
terdiabatic driving for single oscillators [39]. It would be of
interest to connect the current work with counterdiabatic driv-
ing for coupled oscillators [40,41]. Finally, other boundary
conditions on the u j would allow to control other processes,
different from the ones examined here.
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Cooling methods and particle slowers as well as accelerators are basic tools for fundamental research and
applications in different fields and systems. We put forward a generic mechanism to scale the momentum of a
particle, regardless of its initial position and momentum, by means of a transient harmonic potential. The design
of the time-dependent frequency makes use of a linear invariant and inverse techniques drawn from “shortcuts
to adiabaticity.” The timing of the process may be decided beforehand, and its influence on the system evolution
and final features is analyzed. We address quantum systems, but the protocols found are also valid for classical
particles. Similar processes are possible as well for position scaling.

DOI: 10.1103/PhysRevResearch.2.043162

I. INTRODUCTION

Particle slowers and accelerators are basic tools for funda-
mental research and applications in different fields covering a
huge range of systems, from high-energy physics to atomic
and molecular physics. Zeeman [1] or Stark slowers [2],
optical slowers [3], magnetic inverse coil guns [4,5], and
delta-kick cooling (DKC) [6], for example, have played
a central role in the development of cold and ultracold
physics, while accelerators are needed to launch beams for
controlled collisions, deposition [7], or implantation [8] at
chosen speeds. For such a vast domain of systems and
conditions many different techniques have been developed.
A broad family of methods applies electromagnetic fields
adapted to the particle type and the operation, taking into
account if the particle is charged, its magnetic moment, its
dipole moment, its polarizability, or if it allows for cyclic
transitions. The results often depend heavily on the initial
states, initial location, velocity, or spreads, and methods that
could suppress or mitigate these dependences are of general
interest.

In this paper we find a simple, generic mechanism, and
work out protocols, to scale the momentum of a classical par-
ticle or of a quantum wave packet. The scaling can speed up or
slow down the particle by a predetermined factor; this factor
could even be negative, to produce a “momentum mirror.”
The main features of this mechanism are system independent;
the only formal requirement is that the particle is subjected
to a transient harmonic potential with time-dependent fre-
quency during a prearranged duration. The specific system

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

will determine the practical details as to how the harmonic
potential is implemented, using optical, magnetic, electrical,
or mechanical means. An astonishing property of the proto-
cols described below is that the scale factor is the same for all
initial conditions, i.e., for arbitrary quantum wave packets or
for all initial positions and momenta of the classical particles.
While, in principle, information on the exact initial condition
is not needed to perform the scaling, practical considerations
will of course set limits. These limits are not fundamental,
but depend on the spatial, energetic, and temporal domain
in which the needed harmonic potential can be effectively
implemented in some specific setting.

The theory behind the time-dependent protocols for the
harmonic potential makes use of an invariant of motion linear
in position and momentum. Basically, we deal with an inverse
problem, where the Hamiltonian is found from the desired
dynamics encoded in the invariant, along the lines of the set of
inverse techniques known as “shortcuts to adiabaticity” [9,10].
The theory is worked out here for a quantum particle rep-
resented by a wave packet, but the resulting protocols apply
equally well to classical particles since, as is well known,
harmonic potentials lead to classical equations of motion for
the expectation values of position and momentum. In fact
the dynamics of an arbitrary wave packet can be exactly re-
produced by swarms of classical particles using the Wigner
representation to fix the (possibly negative) “weighting fac-
tors” [11].

We shall first present the theory and deduce the protocols.
Then we provide expressions for the time dependence of
expectation values of position and momentum for a chosen
scale factor, as well as expressions for second-order moments
for positions and momenta in terms of the initial values.
This is valuable information to set both practical limits and
design details depending on the intended target and resources
available. We end the paper by considering related pro-
cesses, in particular, the scaling of positions, i.e., focusing or
antifocusing.

2643-1564/2020/2(4)/043162(6) 043162-1 Published by the American Physical Society
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II. LINEAR INVARIANTS

Lewis-Riesenfeld “time-dependent invariants” are oper-
ators whose expectation values remain constant for states
driven by the associated time-dependent Hamiltonian [12].
The time-dependent eigenvectors of the invariant form a con-
venient basis, since their probabilities remain constant along
the evolution. The phases can be chosen to make each eigen-
vector a solution of the time-dependent Schrödinger equation.
This structure has been used systematically to inverse
engineer Hamiltonians from desired faster-than-adiabatic dy-
namics since Ref. [13], for operations to control internal
or motional states. Specifically in harmonic systems, most
applications have made use of quadratic invariants in posi-
tions and momenta. The existence of linear invariants was
known [14–16] but has not been exploited for inverse en-
gineering. The bias towards quadratic invariants in most
inverse engineering applications is in part explained by the
fact that an “Ermakov” quadratic invariant (see further details
in Sec. III D) may be set to commute with the harmonic-
oscillator Hamiltonian at initial and final process times [13].
Thus fast expansions, transport, rotations, or splittings be-
tween initial and final traps can be designed so that the final
total energy is the same as if the process had been very slow,
i.e., adiabatic [10]. Instead, the linear invariants provide the
natural frame to control (scale) other observables, such as
the momentum or the position. Moreover, the linear invariant
eigenvectors provide continuum representations well adapted
to processes where the initial and final harmonic frequencies
vanish, a challenging limit for the discrete representations
associated with the conventional Ermakov invariant.

The Hamiltonian of a particle subjected to a harmonic
potential with its center fixed at the origin and time-varying
frequency is given by

H (t ) = p2

2m
+ m

2
ω2(t )q2. (1)

Here, we consider q and p noncommuting operators (but the
same symbols may represent c numbers in wave-function
representations, or conjugate variables of a classical particle).
The context should avoid any confusion. The linear combi-
nation of operators (dots stand for time derivatives hereafter)
[14,15,17],

G(t ) = u(t )p − mu̇(t )q, (2)

satisfies the invariant equation ih̄∂G/∂t − [H, G] = 0, pro-
vided the reference trajectory u satisfies

ü + ω2(t )u = 0, (3)

which is a classical equation of motion for a particle driven
by a Hamiltonian (1). Here, we shall consider only real so-
lutions u. For any quantum state evolving with H (t ), the
expectation value of G(t ) at time t is the Wronskian W (t ) =
W [u(t ), 〈q〉(t )] times m, where both functions in the argu-
ment evolve classically, i.e., following a harmonic-oscillator
equation (3), according to Ehrenfest’s theorem [18]. 〈G〉 is
indeed invariant as Ẇ (t ) = 0 using Eq. (3). This result does
not depend on the particular state, so the expectation values
can be substituted by operators in Eq. (2).

A corresponding quadratic invariant takes the form (up to
a multiplication constant that can be chosen for convenience)

I = 1

2m
G†G = u2 p2

2m
+ m

2
u̇2q2 − 1

2
uu̇(pq + qp). (4)

By imposing the boundary conditions at initial and final times
tb = 0, t f ,

ω(tb) = 0, u̇(tb) = 0, (5)

which also imply ü(tb) = 0 [see Eq. (3)], we find G(tb) =
u(tb)p, proportional to the momentum. Thus the final and
initial momenta are proportional to each other for any wave
packet, with a corresponding relation for kinetic energies due
to the associated quadratic invariant,

〈p〉 f = (u0/u f )〈p〉0,

E f = (u0/u f )2E0, (6)

where we use shorthand notations u0 = u(0), u f = u(t f ) and
generally subscripts f and 0 for final and initial times, re-
spectively. The scaling affects not only expectation values
but also each momentum component as we shall see. To
design a harmonic slower or accelerator, we first choose the
scaling factor u0/u f and a u(t ) that satisfies the boundary
conditions (5) and the scaling factor. ω(t ) is found from
Eq. (3) as

ω2(t ) = −ü(t )/u(t ). (7)

With the chosen boundary conditions the eigenvectors of G(tb)
or I (tb) are plane waves, i.e., not square integrable, but they
form a valid and useful basis. The (constant-in-time) eigen-
values of G(t ) can be conveniently computed at time 0 as
λ = u0 p0. The initial plane-wave momentum p0 will play
the role of integration variable to expand the wave functions.
At an arbitrary time the eigenvectors of G(t ), G(t )|φp0 (t )〉 =
u0 p0|φp0 (t )〉, may be calculated as

φp0 (q, t ) = eiϕp0 (t )

h1/2
ei(u0 p0q+mu̇t q2/2)/(h̄ut ). (8)

The phase ϕp0 (t ) is chosen so that Eq. (8) represents a solution
of the time-dependent Schrödinger equation, and it is found by
inserting Eq. (8) into the Schrödinger equation,

eiϕp0 (t ) =
(u0

ut

)1/2
e−i

p2
0

2mh̄ It , (9)

where

It =
∫ t

0
dt ′u2

0/u2
t ′ (10)

and in general we use the subscript t as a shorthand for the
argument (t ). The factor h−1/2 in the eigenvector (8) is chosen
to have delta-normalized momentum plane waves at time t =
0, 〈q|φp0 (0)〉 = 〈q|p0〉, i.e., 〈p0|p′

0〉 = δ(p0 − p′
0). Instead, at

the final time, 〈x|φp0 (t f )〉 = eiϕp0 (t f )〈q|p0u0/u f 〉. The invariant
eigenstate that starts as a plane wave with momentum p0

ends being proportional to a plane wave with momentum
p f = p0u0/u f . An arbitrary wave function may be expanded

043162-2
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FIG. 1. (a) ω2(t ) for momentum scaling and (c) correspond-
ing u(t ). (b) ω2(t ) for position scaling and (d) corresponding u(t ).
Momentum scaling is designed with Eq. (12) and scaling factors
u0/uf = 5 (long-dashed red), u0/uf = 2 (dashed magenta), u0/uf =
1/2 (dotted cyan), u0/uf = 1/5 (dotted-dashed blue), and u0/uf =
−1 (solid black, a momentum-reversing process). Spatial scaling
uses a different polynomial for u(t ), to satisfy u(tb) = ü(tb) = 0,
u̇(0) = u̇0, and u̇(t f ) = u̇ f . We depict a focusing protocol, u̇0/u̇ f =
−1/2 (dashed blue), and a spreading protocol, u̇0/u̇ f = −2 (solid
black). ω(tb) = 0 in all cases.

on the basis of functions (8) as

ψ (q, t ) =
( u0

hut

)1/2
∫

d p0 exp
[ i

h̄ut
(u0 p0q + mu̇q2/2)

]

× exp

(
−i

p2
0

2mh̄
It

)
〈p0|ψ (0)〉. (11)

Integrating first over q in the (implicit) triple integral∫
dq|ψ (q, t )|2 gives a delta function in momentum so∫
dq|ψ (q, t )|2 = ∫

d p0|〈p0|ψ (0)〉|2, i.e., the norm is con-
served at all times.

Here, we choose polynomial trajectories for simplicity,
with the coefficients fixed so that u̇(tb) = ü(tb) = 0, u(0) =
u0, u(t f ) = u f ,

u(t ) = u0 + (u f − u0)s3(10 − 15s + 6s2), (12)

where s = t/t f . See Fig. 1 for examples of this function and
the corresponding ω2(t ). u(t ) in Eq. (12) goes from u0 to
u f monotonously and possesses the symmetry u(t f /2 + τ ) +
u(t f /2 − τ ) = u f + u0.

The following first-order moments are calculated from
Eq. (11) by using triple integrals and delta-function deriva-
tives. Since u(t ) appears only in the form of the ratio Ut =
ut/u0, we can work out all expressions in terms of Ut ,

〈q〉t = 〈q〉0Ut + 〈p〉0
Ut

m
It ,

〈p〉t = 〈q〉0mU̇t + 〈p〉0
At

Ut
, (13)

where At = 1 + UtU̇tIt . Similarly, the second-order moments
are

〈q2〉t = 〈p2〉0

(UtIt

m

)2

+ 〈qp + pq〉0
U 2

t It

m
+ 〈q2〉0U

2
t , (14)

〈pq + qp〉t = 〈pq + qp〉0(1 + 2U̇tUtIt )

+〈p2〉0
2It

m
At + 〈q2〉02mUtU̇t , (15)

〈p2〉t = 〈p2〉0
1

U 2
t

A2
t

+〈pq + qp〉0
mU̇t

Ut
At + 〈q2〉0(mU̇t )

2
. (16)

The above first- and second-order moments are consistent
with the invariants G and I , in the sense that the expectation
values of G and I are indeed constant with them. The variances
for position and momentum take the form

(
q)2
t = (
p)2

0

(UtIt

m

)2

+ (
q)2
0U

2
t

+(〈qp + pq〉0 − 2〈q〉0〈p〉0)
U 2

t It

m
, (17)

(
p)2
t = (
p)2

0
1

U 2
t

A2
t + (
q)2

0(mU̇t )
2

+(〈qp + pq〉0 − 2〈q〉0〈p〉0)
mU̇tAt

Ut
. (18)

Considering that A f = 1, we get at t f that

(
p)2
f = (
p)2

0/U 2
f (19)

for any state. Moreover, I f = t f
∫ 1

0 ds/Ũ (s)2 ∼ t f , where
Ũ (s) = U (t = st f ). For a packet without initial position-
momentum correlations (
q)2

f = (
q)2
0U

2
f + O(t2

f ), in other
words, a very fast process in which the t2

f term is neglected
performs the momentum scaling preserving the uncertainty
product 
p f 
q f ≈ 
p0
q0. This comes at a price, as the
maximal transient value of |ω2| (and thus of the absolute
value of the potential energy) scales as ∼t−2

f for short times.
In other words, demanding shorter and shorter process times
requires the ability to implement the harmonic-oscillator po-
tential for energies growing as t−2

f . The practical limitations
of the opposite, large time limit are due to the the first term
in 〈q2〉t , which grows as t2

f . Thus large process times need a
potential implemented over a large spatial range. Similar limi-
tations concern the first moments; in particular, 〈q〉t should not
exceed the region where the potential may be implemented.
In a realistic setting the harmonic potential will be realized
within a temporal, spatial, and energetic domain, which will
determine the range of values allowed for the initial (first or
second) moments so that the final and/or transient moments
do not exceed the set limits.

“Cooling,” conserving phase-space volume, is an obvious
application of the above by setting a large factor Uf . Notice
that some of the constraints of delta-kick cooling do not apply
here; specifically, in DKC [6,19–21] the initial state must be
centered at the origin in phase space, so that a free expansion
elongates the state along a given well-defined angle (phase
line) and a transient harmonic trap rotates the state to the
horizontal (position) axis. The present method, instead, does
not require any condition for the initial state, other than those
imposed by the geometry of the actual setting and technical
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FIG. 2. Evolution of a Gaussian state from t = 0 to t f in phase
space. Twelve snapshots at equal time intervals of a Wigner-function
contour line. The color sidebar helps to follow the time order-
ing from t = 0 (purple) to t f (yellow). The dimensionless units
are explained in the main text. The initial “off-center” state is a
minimum-uncertainty-product state. In the initial state the principal
semiaxes are 
Q = 
P = 2−1/2. 〈P〉0 = 〈Q〉0 = 1. (a) Momentum
scaling, u0/uf = 1/5. (b) Position scaling, u̇0/u̇ f = −1/2. See cor-
responding ω2(t ) in Fig. 1.

limits to implement the harmonic potential. Figure 2(a) shows
the evolution of a state in phase space, initially a minimum-
uncertainty-product state which is initially “off center.”

There is one more (partial) precedent for stopping all par-
ticles regardless of the initial velocity [22]: Classical particles
may be stopped by displacing a hard wall away from the origin
proportionally to the square root of time. However, in that
approach all particles must again depart from the origin at
the same time, and the result does not have an exact quantum
counterpart [22]. By contrast the current method scales down
all momenta for any initial condition both classically and
quantally.

In the simulations and figures we use dimensionless
variables for coordinates, times, or momenta, defined from
dimensional ones as

Q = q/l, s = t/t f , P = pl/h̄, (20)

where l = (h̄t f /m)1/2. The Schrödinger equation becomes

i∂�(Q, s)/∂s = [P2/2 + �(s)2Q2/2]�(Q, s), (21)

where

�(s) = t f ω(t ), �(Q, s) = l−1/2ψ (q, t ), P = −i∂/∂Q.

(22)

III. MOMENTUM MIRRORS, POSITION FOCUSING,
AND MORE

A. Negative scaling factors

We may consider as well negative scaling factors with a
u(t ) designed to avoid singularities in ω(t ). The simplest case
is Uf = −1, which provides a momentum mirror, inverting all
momenta regardless of their initial sign and the initial state.

The u(t ) function in Eq. (12) is valid for this purpose as the
zero of u at t f /2 is canceled by a zero of ü(t f /2); see Fig. 1.

Zeros of u(t ) at some intermediate time t0 > 0 might
seem to imply singularities in the wave function ψ (q, t ) even
if ω2(t ) remains finite. A detailed analysis though shows
that cancellations occur, e.g., due to the asymptotic property
limt→t0 u(t )It = −u2

0/u̇t0 , so that the singularities are in fact
avoided. A simple example is a Gaussian state for which the
momentum integral in Eq. (11) can be done formally.

B. Position focusing or antifocusing

A second extension of the current methodology is “position
focusing” or antifocusing, namely, to scale positions rather
than momenta. Formally the procedure is very similar, with
a different design for u(t ) so that u(tb) = 0. Thus the linear
invariant (2) is at initial and final times proportional to q. The
process scaling is of the form q f = q0u̇0/u̇ f . In parallel with
Eqs. (8) and (11) we work out the eigenvectors of G(t ) in
momentum representation with eigenvalues −mu̇0q0,

φq0 (p, t ) =
( u̇0

hu̇t

)1/2

e
−i

mu̇t h̄ (mq0 u̇0+ut p2/2)e− imq2
0Jt

2h̄ , (23)

where

Jt =
∫ t

0
dt ′ω2

t ′ u̇2
0/u̇2

t ′ , (24)

and a corresponding representation for arbitrary wave func-
tions,

ψ (p, t ) =
∫

dq0φq0 (p, t )〈q0|ψ (0)〉. (25)

The invariant eigenvector and solution of the Schrödinger
equation φq0 (t ) evolves from an eigenvector of position,
φq0 (p, 0) = 〈p|q0〉, to a scaled version

φq0 (p, t f ) = (u̇0/u̇t )
1/2 exp[−imq2

0J f /(2h̄)]〈p|q0u̇0/u̇t 〉. (26)

For completeness, the first moments are

〈p〉t = (−mJt 〈q〉0 + 〈p〉0)(u̇t/u̇0),

〈q〉t = 〈p〉0ut/(mu̇0) + 〈q〉0[u̇0/u̇t − (ut/u̇0)Jt ]. (27)

These processes may lead to position focusing or to position
expansions that can be combined with side inversions if the
scaling factor u̇0/u̇ f is made negative (see Fig. 1). Again,
the initial state is arbitrary. A process for focusing with side
inversion is depicted in Fig. 2 for an initially off-center state.

C. Arbitrary values for initial and final frequencies

So far we have considered, in all examples and boundary
conditions, processes from free motion to free motion, i.e.,
ω(tb) = 0. In fact the frequencies at the boundaries may have
any desired value by choosing u(tb) and its derivatives con-
sistently. Specifically for momentum scaling, G(tb) = u(tb)p
is valid as long as u̇(tb) = 0, so ω(tb) = 0 is not necessary.
Thus the approach can be adapted to scale the momenta from
a trap with ω0 = ω(0) to a trap with ω f = ω(tt ). Also the
kinetic energy is scaled but not necessarily the total energy. A
possible application could be to control the temperature if its
final desired value does not correspond to that of an adiabatic
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process. The momentum does not commute with H (tb) for
nonzero ω(tb), so the final momenta will not be conserved
for t > t f unless the trap is switched off abruptly at t f . As
for position scaling, its combination with a nonzero ω(tb) = 0
provides a way to scale the potential energy at will, since
the quadratic invariant I becomes proportional to the potential
energy at boundary times in these protocols.

D. Relation to Ermakov invariants

Note that the quadratic invariant (4) does not have the
general form of the Ermakov quadratic invariant IE [10,12],

IE = 1

2m

[(Kq

ρ

)2

+ (ρp − mρ̇q)2

]
, (28)

where K is a constant and ρ (here with dimensions of length)
satisfies the Ermakov equation

ρ̈ + ω2(t )ρ = K2

ρ3
. (29)

To get the generic Ermakov quadratic invariant from a linear
invariant of the form (2), u has to be made complex (see, e.g.,
Refs. [17,18]). However, if we take u = ρ to be real and set
K = 0, then I = IE . This particular form may explain why the
possibility to scale momenta or positions has been overlooked
so far when using the Ermakov invariants for inverse engi-
neering. IE is typically applied choosing K = ω0ρ(0)2 �= 0
for processes where both ω0 and ω f are nonzero [9,10,13].
Then IE can be made proportional to initial and final oscillator

Hamiltonians, and the basis spanned by its eigenstates is a
discrete one.

IV. DISCUSSION

Spreads of momentum or velocity of initial particles often
lead to particle loss and inefficiencies in focusing, slowing,
or acceleration processes. Shortcuts to adiabaticity techniques
can be made very robust with respect to initial conditions
or protocol imperfections. This feature and the possibility to
choose and shorten the process time make them powerful tools
to design cooling [13,23,24], even for open systems [25–28],
launching [29], or compression and expansion protocols
[9,10]. This work, in particular, demonstrates that by making
use of linear invariants, momentum or position scaling, irre-
spective of initial conditions of the particle, can be achieved.
The proposed methodology can be adapted to sequential inter-
actions for beam control or for trapped particles, for example,
providing a robust alternative to DKC to reach picokelvin
temperatures. A simple extension of the present framework
making use of moving potentials gives further control pos-
sibilities, e.g., to create a narrow momentum band around a
desired “launching” momentum value (other than zero).
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