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We examine the beginning of the acquisition of the relative order of function and
content words, a fundamental but cross-linguistically highly variable aspect
of grammar. A review of the existing empirical literature shows that infants
as young as 8 months of age can distinguish between functors and content
words, and have a rudimentary knowledge of the order of these two universal
lexical categories in their native language. Furthermore, human adults and non-
human animals such as rodents process the same linguistic information differ-
ently from infants, emphasizing the developmental relevance of bootstrapping
function/content word order from surface cues available in the input. We discuss
the implications of these findings for a synergistic view of language acquisition,
considering how grammar acquisition interacts with word learning.

Discovering the beginnings of word order: function and content words

Because speech unfolds over time, linguistic units need to be ordered sequentially. How
languages linearize the order of words is one of the most fundamental but cross-linguistically
variable aspects of grammar (see Glossary), which infants need to learn as they acquire their
native language. The current paper argues that word order acquisition starts in the first year of
life, as infants discover one of its most basic features, namely the relative order of function
words (also known as functors) — words that indicate grammatical structure, such as she, it,
on, the, up, etc., and content words — words that carry lexical meaning, such as turtle, rainbow,
run, beautiful, etc.

The relative order of functors and content words varies across languages. In many languages
such as English and Italian, most functors precede content words: for example, English: in the
house; Italian: nella casa. In other languages such as Turkish or Basque, functors typically follow
content words: for example, Basque: etxean, house.in ‘in the house’; Turkish: evde, house.in ‘in
the house’. As the examples illustrate, whether the functor is free (i.e., independent words), for
example, English the house, or bound (i.e., it is attached to another word as an affix), for exam-
ple, Hungarian haz ‘house’ versus hdzban, house.in ‘in the/a house’, also varies. To correctly un-
derstand and produce multiword utterances, infants need to learn the order that characterizes
their mother tongue. This is thus a crucial early step in acquiring their native language, and, be-
cause the relative order of functors and content words correlates with other word order phenom-
ena (e.g., the order of verbs and objects, of the noun and its relative clause, or of the possessor
and the possessed [1-3]), discovering their order may be a useful first cue to bootstrap other as-
pects of grammar.

When and how do infants achieve this? A growing body of empirical literature suggests that
infants as young as 8 months of age distinguish the universal lexical categories of functors and
content words, and have a rudimentary knowledge of their relative order in the native language
[4-6]. Recent findings also indicate that adults represent the same linguistic information in slightly
different ways, revealing a developmental change in how humans process new linguistic input
[7,8]. Whereas infants capture the input by extracting broad generalizations, adults reproduce
the word order inconsistencies of the native language. Interestingly, non-human animals (rodents)
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By 7-8 months of age, infants already
have a rudimentary but abstract repre-
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the relative order of functors and content
words in their native language.
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are sensitive to all characteristics that
universally distinguish between functors
and content words, namely their differing
prosodic, statistical, distributional, and
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are also sensitive to the surface cues, in other words the low-level cues that are available in the
signal (e.g., frequency) that distinguish between functors and content words, but crucially do
not map these onto structural representations — abstract representations of the structure of the
input [9]. Adults and non-human animals thus process the same linguistic information differently
from infants, emphasizing the developmentally unique learning situation for the acquisition of
grammar.

We review here the relevant empirical studies in the three populations and discuss the implica-
tions of these findings for a synergistic view of language acquisition, showing that the acquisition
of grammar starts early and proceeds hand in hand with word learning, specifically with the dis-
tinction between the two universal lexical classes.

The differing properties of function words and content words

The distinction between content words and function words is found universally (S. Abney, PhD
thesis, MIT 1987 and N. Fukui, PhD thesis, MIT, 1986) in all natural languages. Content words
are words that carry lexical meaning such as nouns (turtle, chocolate, etc.), verbs (run, feel,
etc.), or adjectives (pretty, green, etc.). Functors are morphemes that encode grammatical func-
tion such as prepositions (up, in, etc.), pronouns (she, it, etc.) and determiners (this, a, etc.). Func-
tors may be free — independent words, or can be bound — attached to another word as an affix.

These two broad classes of words differ not only in their distributional properties (i.e., their relative
order across languages) but also in their functional, prosodic, and statistical properties. Functors
belong to small, closed categories: without major language change, it is not possible to add a new
functor to the grammar of a language. Meanwhile, content words form open categories to which
new items can be added, for example, iPad, app. This is masterfully illustrated in Lewis Carroll’s
Jabberwocky poem — content words can be replaced with nonsense words provided that the
functors are preserved: 'Twas brillig, and the slithy toves / Did gyre and gimble in the wabe ...".
Functors are phonologically minimal, whereas content words are heavy [10]. The exact features
in which they differ vary across languages, but functors are typically unstressed, have a simpler
syllable structure, reduced vowels, shorter duration, etc. Content words, by contrast, receive lex-
ical (and phrasal) stress, and have a greater number of and more complex syllables, etc.
Statistically, individual function words are typically much more frequent than individual content
words [4,11]. Indeed, the 20-50 most frequent words in a language are usually functors [4].
The statistical and prosodic features of functors might be related because, from an information
theory perspective, highly frequent signals should be shorter than less frequent signals [12—-15].
Importantly, the statistical and phonological differences between functors and content words are
relevant for language acquisition because they are readily observable in the speech input, and
thus offer cues for infants to distinguish between the two lexical categories.

Prelexical infants’ representation of the order of functors and content words

Infants begin to recognize the functors of their native language at around 6-8 months of age,
starting with those that are most frequent [16-18]. Indeed, frequency may be one of the earliest
cues to lexical category identity. Specifically, the frequency-based bootstrapping hypothesis
[4,6,19] argues that infants categorize words as functors on the basis of their high frequency
and start to use them as anchors to encode structure and learn the sequential position of other
words with respect to them ([20-24] for a similar proposal with respect to older children). This
hypothesis is supported by artificial language learning studies [4-6]. In these studies, infants
are familiarized with a continuous speech stream in which frequent and infrequent words strictly
alternate, mimicking functors and content words, respectively, in natural languages (Figure 1).
The beginning and the end of the stream are ramped in amplitude, making it structurally
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Glossary of linguistic terms

Affix: a bound morpheme that is
attached to the root. Suffixes are affixes
that follow the root; prefixes are affixes
that precede it.

Backward transitional probabilities:
the probability (P) that one element (Y, e.
g., the content word turtle) will be
preceded by another element (X, e.g.,
the functor the): PXIY) = frequency(XY)/
frequency(Y).

Clause: a constituent of the syntactic
hierarchy, it consists of a subject and a
predicate, and can stand alone (i.e., a
main clause) or depend from another
clause (i.e., a subordinate clause).
Content words: words that carry
lexical meaning and form an open
class to which new items can be
added, such as nouns (popcorn,
owl), verbs (dance, cook) or
adjectives (purple, big). They are one
of the two universal broad classes of
words in natural languages.
Forward transitional probabilities:
the probability (P) that one element (X, e.
g., the functor the) will be followed by
another element (Y, e.g., the content
word turtle): P(YIX) = frequency(XY)/
frequency(X).

Function words (or functors):
morphemes that belong to a small,
closed class, and which signal
grammatical relations such as
determiners (the, a), prepositions (of,
from), or pronouns (they, us). They can
be bound (i.e., attached to a word as an
affix) or free (i.e., independent words).
Functors are one of the two universal
broad classes of words in natural
languages.

Functor-directionality: the relative
order of functors and content words in
natural languages. Functors can
precede content words (functor-initial
order), or follow them (functor-final
order). This property varies cross-
linguistically, and correlates with other
word order phenomena (e.g., the order
of verbs and objects), as well as with the
location and realization of phrase-level
prosodic prominence.

Functor-final languages: languages
in which functors typically follow content
words, such as Basque, Turkish, and
Japanese.

Functor-initial languages: languages
in which most functors precede content
words, such as English, French, and
[talian.

Grammar: the structural organization of
a natural language.
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Infant AL Adult AL
(A) Categories & tokens
from Gervain et al. (2008) from Gervain et al. (2013)

a X b Y a X b Y c z
ru mu ru fe mu
pe ri pe ta ri
du ku du pi ku
ba bo fo be bo

fi fo ge bi fi ba nu bu ge bi
de do ra ko do
pa ka de mo ka
ra na pa po na
to ro to pu ro

(B) General structure
{X;Y}:{a; b} =19 {X;Y;Z}:{a; b;c} =19
...aXbYaXbYaxby... ...aXbYcZaXbYcZaXbYcZ...

(©)

Structurally ambiguous stream

Two possible segmentations

Frequent-initial
Infants ...[gebifirulgedofidegemu...

Adults ...[firunufegemu]fipenuta...

Frequent-final

Infants ...ge[bifiruge]dofidegemu...

Adults ...filrunufegemufilpenuta...

(D) Test

4 frequent-initial & 4 frequent-final trials

36 test pairs

fifogebi bagebofi 2-alternative-forced-choice procedure

fifogebi OR  bagebofi fipenutageri penutagerifi

fifogebi bagebofi Which of these two “sentences” sounds more

... X15, 22 seconds possible in the language you heard before?
(E) Experimental set-up

44

.
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Figure 1. Shared structure of the
artificial languages (ALs) designed
to test infants (Gervain et al. 2008)
[4] (left) and adults (Gervain et al.
2013) [7] (right). (A) The categories
and tokens of the artificial languages.
Half of the categories contained a
single token each [infant artificial
language (AL): categories a, b; adult
AL: a, b, c], the remaining half
contained nine tokens each (infant
AL: categories X, Y; adult AL: X, Y, 2).
These two types of categories were
concatenated into a basic unit in strict
alternation (infant AL: axbY; adult AL:
axbYcZ). The basic unit was then
concatenated into a constant stream
and used for familiarization (B). As a
result, tokens of single-token categories
(@, b, and, for adults, c) occurred
ninefold more frequently than tokens
of multiple-token categories (X, Y,
and, for adults, Z), mimicking the
relative frequency of functors and
content words in natural languages.
Ramping the amplitude of the
beginning and end of the familiarization
streams rendered them structurally
ambiguous (C). Thus, each stream
allowed two possible parses: one in
which frequent elements occurred at
the initial position (i.e., frequent-initial
order), and one in which they occurred
in the final position (i.e., frequent-final
order). After being familiarized with the
ambiguous stream, infants and adults
were tested on their preference for
frequent-initial versus frequent-final
sequences (D). For infants, looking

times to the visual stimuli while listening to the two types of sequences were recorded and compared (headturn preference

procedure). Adults expressed their preference by pressing keys on a keyboard (E).

ambiguous between a frequent-initial word order (a characteristic of functor-initial languages)
or a frequent-final order (as in functor-final languages). In the test phase, infants are then
presented with sequences four syllables in length that begin or end with a frequent element.
Importantly, test items are always taken from the familiarization stream, so both frequent-word-
initial and frequent-word-final test items are familiar. If infants show a preference for one word
order over the other, this preference derives from knowledge the infants bring to the task. There-
fore, these studies do not test learning of a structure or rule during the experiment, but whether
infants already know the order of functors and content words in the native language, and gener-
alize this knowledge to a new, structurally ambiguous, artificial language.

These experiments show that, by 7-8 months of age, infants track the frequency distribution of
the elements in the linguistic input, and prefer to listen to test items that follow the word order
of their native language. Specifically, Japanese (functor-final) learners prefer items with the
frequent-final word order, whereas English, French, and Italian learners (all functor-initial) prefer
the frequent-initial word order [4-6]. Infants show this preference whenever functors stand out
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Information theory: the scientific
study of how information is coded and
transmitted. It argues that, to improve
the efficiency of signal transmission, the
most frequent elements in a
communicative system (e.g., the most
frequent words in a language) should be
shortest.

Morphology: the set of rules that
govern the internal structure of the
words. It is part of the grammar of
natural languages.

Phonological phrase (PhP): a
constituent of the prosodic hierarchy, it
comprises a content word — which
receives prominence — and its related
functors on the non-branching side.
Syntactic and prosodic phrases are not
isomorphic, but they must align at one of
their edges. For example, 'dei pasticcini
ripieni di cioccolata' (some pastries filled
with chocolate): () syntactic bracketing:
[dei pasticcini [ripieni di cioccolatalaplne
(AP, Adjectival Phrase; NP, Noun
Phrase); (ii) prosodic bracketing: [dei
pasticcinilene [ripienilprp [di cioccolatal
PhP-

Syntax: the set of rules that govern how
words are combined into bigger units
such as phrases and sentences. Itis part
of the grammar of natural languages.
Syntactic phrase: a constituent of the
syntactic hierarchy, it contains a head
and its dependencies such as its
complement.


Image of Figure 1
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as invariable anchor points in a sufficiently variable familiarization stream [25]. Furthermore, by
13 months of age, infants’ knowledge of the functor-directionality of their native language im-
pacts on the learning strategies they rely on to parse new input. English (functor-initial) learners
rely on backward transitional probabilities to group 'words' into larger units, whereas Korean
(functor-final) learners use forward transitional probabilities instead [26].

Although monolinguals can rely on the distribution of frequent words to establish the relative order
of functors and content words, this cue is ambiguous for bilingual learners of a functor-initial and a
functor-final language because they are exposed to frequent-initial and final structures in their
input. How can they learn the order of functors and content words? Prosodic information might
provide a relevant additional cue [27].

Functor-directionality correlates with the location and realization of phrase-level prosodic promi-
nence in natural languages [27]. Because prominence is carried by the content words, it occurs
phrase-finally in functor-initial languages, but phrase-initially in functor-final languages.
Importantly, phrasal prominence is realized through increased duration in functor-initial languages
(English: in Ro:me), but through increased pitch or intensity in functor-final languages (Japanese:
ATokyo ni, Tokyoin) [5,27]. Thus the acoustic cues indicating prosodic prominence correlate with
functor-directionality. Sensitivity to the position and acoustic realization of phrase-level prosody
could thus provide an additional cue to identifying the order in their two languages.

Do infants perceive these cues? From birth, infants are sensitive to the acoustic correlates of
phonological phrase boundaries [28] and the acoustic properties distinguishing between func-
tors and content words [29]. By 6-12 weeks of age they discriminate sentences in languages with
opposite word orders solely on the basis of phrasal prominence [30]. Most importantly, by 7-8
months mono- and bilingual infants can use phrase-level prosody as a direct cue to word order
[6,19]: bilinguals exposed to one frequent-initial and one frequent-final language parse a pro-
sodically enriched variant (Figure 2) of the earlier-described artificial language into frequent-
initial units when presented with a durational contrast (with infrequent words lengthened), but
into frequent-final units when the same language is presented with a pitch contrast instead
(with infrequent words being higher in pitch). Furthermore, infants integrate the prosodic and
word frequency information. Presenting the two in conflict (e.g., functor-final prosody to
learners of a functor-initial language) or misaligned (e.g., prosodic prominence falling on the
frequent word, i.e., the functor, and not on the infrequent word, i.e., the content word) disrupts
the word order preference of monolingual infants [5,19,31]. In addition, at around 8 months of
age infants begin to develop sensitivity to visual correlates of auditory prosody (i.e., head nods
produced by an animated avatar, concurrent with phrasal prominence; Figure 2), although their
influence is limited [32].

By this age, infants also show sensitivity to another distinctive feature of functors and content
words — the extendibility of their categories. Content words form an open class [6], which
accepts new members, whereas functors form a closed class, which does not. Thus, French
8-month-old infants, learners of a functor-initial language, who parse the structurally
ambiguous artificial language in [4] into the predicted frequent-initial word order, maintain this
word order preference when, in test, infrequent elements are replaced with new, previously un-
heard tokens, whereas frequent elements are preserved (Figure 2). Crucially, however, their
word order preference is disrupted when frequent elements are replaced with new tokens,
while preserving the infrequent elements (Figure 2) [6]. These results establish the sensitivity
of infants to the functional properties of functors as anchors for structure, which form a closed
class [23].
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Manipulations across infant studies

Familiarization

Test

(A) Frequency

Gervain et al. (2008) — ratio 1:9
Marino et al. (2020) — ratio 1:9
Marino & Gervain (2021) — ratio 1:3

...gebifirugedofidegemu...

F= frequent elements (a & b)
|= infrequent elements (X & Y)
N= novel elements

8 test items (4 per condition)

(B) Frequency and FF prosody
Gervain & Werker (2013)

. .
..gebifirugedofidegemu...

(C) Frequency and Fl prosody
aligned

Bernard & Gervain (2012)

Gervain & Werker (2013)

Marino & Gervain (2021)

Gervain et al. (2008)

Bernard & Gervain (2012)
Gervain & Werker (2013)

de la Cruz-Pavia et al. (2019)
Marino & Gervain (2021)

Frequent-initial: F-I-F-|

e.g. fifogebi, gedofide
Frequent-final: |-F-I-F

e.g. bagebofi, kafipage

(D) Frequency and Fl prosody
misaligned

Experiment 1: F-I-F-| vs. |-F-I-F
fifogefi vs. bagebofi

Experiment 2: F-N-F-N vs. N-F-N-F
fisegemo vs. tafifuge

Experiment 3: N-I-N-| vs. |-N-I-N
sefoshobi vs. bashobose

Bernard & Gervain (2012) Marino et al. (2020)

Experiment 4: |-| vs. N-N
kuna vs. tigo

Experiment 5: N-I-N-I vs. N-N-N-N
shorisepe vs. senushoti

Experiment 6: |-N-I-N vs. N-N-N-N
kasepasho vs. shogasevi

(E) Frequency, Fl prosody
and aligned head nods
de la Cruz-Pavia et al. (2019)

h-.. gebi)frtug}edolfdteg}emu...

. .éeq;_irpg_e&)f/_'ngt;@. .

(F) Frequency, Fl prosody £
and misaligned head nods )
de la Cruz-Pavia et al. (2019) \ </
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Figure 2. Graphical depiction of the manipulations of familiarization (left table) and test (right table) carried out across infant studies. Al artificial languages
consisted of a strict alternation of frequent (i.e., ge, fi) and infrequent elements (e.g., bi, ru, do ...), mimicking functors and content words, respectively (panel A in left table).
Frequent tokens were ninefold more frequent than infrequent tokens [4-6,19,32] in all but one study [25] in which they were only threefold more frequent (A). Some artificial
languages additionally included the prosodic patterns marking phrasal prominence in natural languages: alternating elements with higher versus lower pitch (224 versus
200 Hz) [5], as in functor-final (FF) languages (B), or alternating short and long elements (120 versus 144 ms) [5,19,25], as in functor-initial (FI) languages (C,D). The
frequency and prosodic cues could be aligned (C), thus providing convergent cues to word order, or misaligned (D), thus providing conflicting information. A final set of
artificial languages also contained visual facial information [32] (E,F): specifically, head nods produced by an avatar, which again could be aligned (E) or misaligned
(F) with the frequency and prosodic information. In the figure the brackets and arrows depict the duration of the head nods and the location of their peak, respectively.
The test items (right table) in most studies were tetrasyllabic sequences of alternating frequent (F) and infrequent (I) elements (central panel), half starting with a frequent
element (F-I-F-I), half with an infrequent one (I-F-I-F). They were all prosodically flat and had no visual information. In one study [6], novel items replaced frequent or
infrequent elements (lower panel). Abbreviations: FF prosody, prosody of functor-final languages; Fl prosody, prosody of functor-initial languages.

By 17 months of age, young children also recognize the functional properties of infrequent words —
that they carry lexical meaning. Infants are more likely to treat infrequent elements than frequent
elements as potential labels for objects [33,34]. After being familiarized with an artificial language
with alternating frequent and infrequent words, infants were more likely to associate a novel object
with the infrequent words than with the frequent words. These results, therefore, suggest that
infants treated infrequent words as potential new content words.

In sum, infants are sensitive to all the distinctive features of functors and content words by
8-17 months (Table 1). They expect frequent words to be prosodically nonprominent, to
come in a closed class, and to signal structure, whereas they expect infrequent words to
be prosodically prominent, form an open class, and be associated with a referent. Furthermore,
they know the relative order of the two categories in their native language, and when necessary
use their characteristic prosody as a cue. These results argue for the existence of a representation
of the relative order of functors and content words before a sizeable lexicon is in place,
bootstrapped by surface cues — statistical and acoustic cues present in the speech input, such
as frequency and prosody, that correlate with this abstract, structural property of language.
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Table 1. Studies investigating infants’ sensitivity to the different properties that distinguish between function
and content words, and the age of the infants examined.

Publication Property examined Age of infants (in months) Refs
Shi, Cutler et al. (2006) Statistical and distributional 8, 11 [17]
Shi, Marquis et al. (2006) 6,8 [18]
Gervain et al. (2008) 8 [4]
Thiessen et al. (2019) 7,13 [26]
Marino and Gervain (2021) 8 [25]
Shi, Werker, and Morgan (1999) Prosodic 0 (1-3 days) [29]
Hoéhle and Weissenborn (2003) 6,8 [16]
de la Cruz-Pavia et al. (2019) 4,8 [32]
Bernard and Gervain (2012) Statistical and prosodic 8 [19]
Gervain and Werker (2013) 7 [5]
Marino et al. (2020) Open versus closed classes 8 [6]
Hochmann et al. (2010) Referentiality and lexical meaning 17 [34]
Hochmann (2013) 17 [33]

Adults’ knowledge of functor/content word order in artificial grammars

Do these bootstrapping mechanisms remain in place once language acquisition is complete? To
answer this question, the infant artificial language studies [4] were adapted to adults by increasing
the number of categories (three frequent and three infrequent; Figure 1) and using a two-
alternative forced choice task to assess order preference.

Like prelexical infants, adult listeners rapidly compute the relative frequency and distribution of the
elements in the artificial language but, importantly, their word order choices differ from those of
infants. Adults follow more closely the input statistics of the native language [7,8]. Specifically,
speakers of languages that are functor-initial in syntax, but functor-final in morphology (e.g.,
French: nous mangeons, 'we eat', where the first person plural marker -ons follows the verb) dis-
play no word order preference [7], unlike the clear preferences of infant learners of these lan-
guages [4,6]. By contrast, adult speakers of languages with consistently functor-final order in
syntax and morphology (i.e., Japanese, Basque) show strong functor-final word order prefer-
ences, like infants [7,8]. These results suggest that adults match the frequency distributions
found in their native language more closely than infants, and take both syntax and morphology
into account, whereas infants extract the most common pattern. Future research will need to
test adult speakers of consistently functor-initial languages (syntactically and with prefixing
morphology) to confirm adults’ statistically driven behavior.

Adults also follow more closely the properties of their native language at the segmental level. The
acoustic-phonetic properties of the artificial language modulate adults’ word order preference.
Thus Spanish—-Basque bilinguals show a functor-initial preference typical of Spanish when the
artificial language is synthesized with a Spanish voice, but a functor-final preference for a German,
non-native voice [35].

These studies therefore reveal a developmental change in the use of bootstrapping strategies
for word order. The finding that, unlike adults, infants exposed to different orders in syntax and
morphology generalize the statistically more predominant syntactic order adds to the body of
research showing that children impose systematicity on variable, nondeterministic linguistic
input, regularizing it and generating consistent output. This evidence aligns with the 'less is
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more' hypothesis [36-40] which argues that infants, because of their limited information processing
abilities, can best capture the input by extracting generalizations rather than rote-learning item-
based information. By contrast, adults reproduce inconsistent linguistic input because their fully
developed cognitive abilities allow them to better memorize item-specific knowledge.

A further difference between adult and infant processing of functors and content words is the
extent to which they rely on phrasal prosody. Both are able to use native-like phrasal prosody.
Specifically, the durational contrast typical of functor-initial languages has been shown to contrib-
ute to native-like order preferences in both adults and infants [5,8,19]. However, they process
non-native prosody differently: adults weigh this cue more strongly than word frequency (8],
whereas infants weigh both equally [5]. When exposed to an artificial language with a prosody
characteristic of functor-final languages (i.e., a pitch contrast; Figure 2), adult speakers of English
show a frequent-final word order preference, overriding their native frequent-initial preference.
English-learning infants, by contrast, show no preference, possibly because of the conflict
between prosody and frequency. We hypothesize that this difference may be related to the
superior abilities of adults to process multiple cues simultaneously [41,42], added to develop-
mental changes in the weight attributed to prosodic cues.

This hypothesis is supported by empirical differences between how monolingual and bilingual
adults process multiple cues to word order. Adult bilinguals appear to benefit more than mono-
linguals from word frequency, phrasal prosody, and the visual correlates of prosody present in
the signal, in other words they exhibit stronger word order preferences in artificial languages
containing multiple cues [8]. The language in which bilinguals receive instructions before the
study also modulates (but does not reverse) their word order preference [35,43]. This contextual
factor might help bilinguals to inhibit the non-target language [8].

Taken together, these results suggest that an abstract representation of the relative order of
functors and content words is also operational in adults when they face new linguistic material.
However, whereas adults — with their more powerful cognitive abilities — match closely the
properties of their native language, infants generalize the order that is statistically more predominant
in the input. Regularizing inconsistent input to the most predominant pattern could be a useful
strategy for infants to discover the rules of the native language.

Non-human animals encode word frequency, but not order

Infants and adults use multiple cues to establish functors, content words, and their order. How-
ever, are these biases linguistic in nature? How does a species with no language process these
artificial grammar streams?

To answer this question, rats were trained to respond to streams in which frequent and infrequent
words strictly alternated, but to avoid responding to sequences in which the same words
appeared in random order [9]. They were then tested on strictly alternating sequences that either
started with a frequent word or an infrequent word (Figure 1), just like infants and adults [4,7]. Rats
systematically chose the test items starting with a frequent word. Crucially, however, when rats
were tested on sequences that either contained only frequent words or only infrequent words,
in other words there was no alternating structure, rats chose the former, suggesting that they
did not pay attention to the structure of the test items, only to the presence of a frequent element
in initial position. Furthermore, when trained to ignore the alternating stream and respond to the
random stream, rats still preferred the frequent-initial test items, irrespective of whether those
had an alternating structure or were only composed of words of the same frequency. Rats main-
tained their frequent-initial choice even in the face of prosodic cues to the opposite.
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In sum, rats are sensitive to frequency, but do not map this onto structural representations. This
illustrates well the basic mechanism of bootstrapping as a mapping between surface cues and a
structural representation. The sensitivity to surface cues is not sufficient in itself to successfully
learn grammar — the ability to represent structure is also necessary, showing how learning is
different in human infants and non-human animals.

Concluding remarks

The findings reviewed above show that, at 7-8 months of age, infants already have a rudimentary
representation of the relative order of functors and content words in their native language. The
acquisition of word order has been found to start well before infants have compiled a sizeable
lexicon, and this knowledge is sufficiently abstract to carry over from the native language to
a newly encountered artificial grammar. Consequently, this body of work does not support
item-based accounts of grammar acquisition [44,45], according to which infants’ word order
representation is initially not abstract, but piecemeal. According to these accounts, infants initially
memorize frequently encountered chunks of the input (e.g., eat a cake, eat your dinner), and
discover similarities between them to derive semi-abstract constructions (e.g., eat X) over
which they gradually generalize. Under this view, developing a general representation of the
relative order of functors and content words requires considerable lexical knowledge, something
that 7-8-month-old infants do not yet have.

The findings reviewed here instead support representation-based accounts of grammar
acquisition which claim that infants have an early representation of the two universal lexical cat-
egories of functors and content words and their relative order [4,46-49], and that this
representation is generalizable across lexical items because it contains linguistically relevant
(proto-)categories.

The universal distinction between the two lexical classes has reliable perceptual correlates in the
signal that allow infants to infer an abstract and fundamental aspect of the grammar of their native
language. The evidence presented here shows that prelexical infants are sensitive to the pro-
sodic, statistical, and distributional characteristics that set the two broad categories of function
and content words apart, and have a representation of their relative order in the native language.
Importantly, to exploit these cues infants need only minimal lexical knowledge of the most fre-
quent functional elements, which they begin to acquire at around 6 months of age [16,18]. At
this same age infants begin to use the acoustic correlates marking the boundaries of syntactic
units, such as clauses and phrases, to segment continuous speech [50,51]. Locating the bound-
aries of units bigger than the word allows infants to determine whether the familiar frequent func-
tional elements appear in initial or final position within the syntactic phrase or clause. Furthermore,
from birth, infants distinguish between the two lexical classes on the basis of their acoustic differ-
ences [29]. This ability in turn allows them to track whether the phonologically minimal elements
(i.e., the functors) appear in initial or final position in the utterance. Corpus analysis of child-
directed speech across typologically different languages shows that functor-directionality corre-
lates with utterance position [4,5]. These findings thus add to the body of work showing that func-
tors play a key role in early language acquisition [52].

Because the relative order of functors and content words correlates with a large number of other
word order phenomena [1-3], its discovery could help infants to acquire other aspects of the
grammar of their native language. Thus, functor-final languages tend to have an Object-Verb
(QV) order, for example, Japanese: ringo-wo taberu, [apple.acClopject €atvers ‘€at an apple’ (the
functor wo, an accusative case marker, follows the noun ringo, which in turn precedes the verb
taberu). By contrast, functor-initial languages predominantly have a Verb-Object (VO) order, for
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Outstanding questions

When in development does the switch
occur from generalizing the statistically
more predominant word order towards
a statistically based, more accurate
representation of the variable input
word order distributions? In other
words, when do we stop regularizing
the word order inconsistencies of the
native language and begin to represent
them?

Is this developmental shift related to
an increase in memory capacity,
attention, or other general cognitive
processes, or is it a switch in
linguistic representations?

When do infants discover other word
order phenomena in their native
language that strongly correlate with
the relative order of functors and
content words, for example, the order
of verbs and objects?

How do cross-linguistic differences in
typology and word order impact on
this developmental trajectory in spo-
ken languages? Do learners of sign
languages follow a similar trajectory of
acquisition of the differing properties
and relative order of functors and con-
tent words?
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example, eat an apple (the determiner an precedes the noun apple, which in turn follows the verb
eat). Adpositions provide another example. Although the majority of VO languages have preposi-
tions (91.57%), OV languages are overwhelmingly (97.12%) postpositional (WALS: https://wals.
info/).

Importantly, in particular for learners of languages with complex morphologies (e.g., agglutinative
languages), word order at the syntactic level also correlates with order at the morphological level
[1,2,12]. Indeed, two principles guide morpheme order: a general tendency in languages to prefer
suffixation over prefixation, and the functor-directionality of any specific language. Consequently,
syntactically functor-final (OV) languages have heavy suffixation (e.g., Turkish and Basque) and
show functor-finality in both syntax and morphology. By contrast, languages with functor-initial
(VO) syntax tend to have prefixing (functor-initial) morphologies, but may also be suffixing
(functor-final), due to the general suffixation preference [3].

As aresult of this correlation between functor-directionality in syntax and morphology, establish-
ing the basic functor-content word order of the native language also supports the acquisition of
morphology and consequently of the lexicon. Indeed, the evidence reviewed here shows that
the acquisition of functor-content word order begins at the developmental time when infants
start to learn the first associations between objects and word forms [53,54]. Considering the
architecture of language, this is not surprising. Functors not only provide structural anchors for
sequential order but also the cues that distinguish between the different categories of content
words, such as verbs, nouns, etc. [20,22,23,55]. Each lexical category has its own characteristic
set of functors, for example, determiners for nouns (e.g., the book, this turtle), or auxiliaries for
verbs (e.g., is eating, has gone, etc.). Indeed, high-frequency functors have been shown to aid
the extraction of the following content word at 11 months [17], and by 14 months infants use
them (e.g., determiners) to categorize adjacent content words (e.g., as nouns) [56,57] This link
between morphosyntax and the lexicon is even more obvious in morphologically rich languages,
where most word forms are prefixed or suffixed. Learning the word stems, namely the lexical en-
tries, thus cannot proceed without an appropriate morphosyntactic decomposition of the mor-
phologically complex word forms [58-60].

Future research (see Outstanding questions) will uncover the details of these interactions, and
address exactly which other word order phenomena infants bootstrap from the relative order of
functors and content words, and how this may be modulated by cross-linguistic differences.
The exact developmental trajectory of this bootstrapping and the switch from more general
representations to more precise statistical knowledge of the native language word order
co-occurrence also needs to be explored.

In sum, the acquisition of grammar is intimately intertwined with lexical acquisition, supporting a
model of language growth in which the different levels of language develop synergistically,
bootstrapping learning interactively.
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