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Abstract

In the near future, it is expected that the distribution system operators face
different technical challenges derived from the massification of electric mobil-
ity and renewable energy sources in the low voltage networks. The purpose
of this thesis is to define different smart coordination strategies among dif-
ferent agents involved in the low voltage networks such as the distribution
system operator, the aggregators and the end-users when significant pene-
tration levels of these resources are adopted. New models for representing
the uncertainty of the photovoltaic output power and the connection of the
electric vehicles are introduced. A new energy boundary model for repre-
senting the flexibility of electric vehicles is also proposed. In combination
with the above models, four optimisation models were proposed as coor-
dination strategies into three different approaches: individual, population,
and hybrid. The first model was defined at the aggregator level, whereas
the others models were proposed at the distribution system operator level.
Complementary experimental cases about the proposed optimisation model
in the individual-based approach and the quadratic formulation in the hy-
brid approach for the PV power curtailment were carried out to test its
response in real-time. Simulations results demonstrated that the proposed
coordination strategies could effectively manage critical insertion levels of
electric vehicles and photovoltaic units in unbalanced low voltage networks.





Resumen

En un futuro próximo, se espera que los operadores del sistema de distribu-
ción enfrenten diferentes desafíos técnicos derivados de la masificación de la
movilidad eléctrica y las fuentes de energía renovables en las redes de baja
tensión. El propósito de esta tesis es definir diferentes estrategias de coor-
dinación inteligente entre los diferentes agentes involucrados en las redes de
baja tensión como el operador del sistema de distribución, los agregadores y
los usuarios finales cuando se adoptan niveles de penetración significativos
de estos recursos. Se introducen nuevos modelos para representar la incer-
tidumbre de la potencia de salida fotovoltaica y la conexión de los vehículos
eléctricos. También se propone un nuevo modelo de límites de energía para
representar la flexibilidad de los vehículos eléctricos. En combinación con
los modelos anteriores, se propusieron cuatro modelos de optimización como
estrategias de coordinación en tres enfoques diferentes: individual, pobla-
cional e híbrido. El primer modelo se definió a nivel de agregador, mientras
que los otros modelos se propusieron a nivel de operador del sistema de dis-
tribución. Se llevaron a cabo casos experimentales complementarios sobre el
modelo de optimización propuesto en el enfoque individual y la formulación
cuadrática en el enfoque híbrido para la reducción de energía fotovoltaica
para probar su respuesta en tiempo real. Los resultados de las simulaciones
demostraron que las estrategias de coordinación propuestas podrían ges-
tionar eficazmente los niveles críticos de inserción de vehículos eléctricos y
unidades fotovoltaicas en redes de baja tensión desequilibradas.
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Chapter 1

Introduction

1.1 General overview and context

The adoption of EVs is encouraged by governments and institutions to gradu-
ally replace the standard internal combustion engine (ICE) vehicles, particu-
larly in large cities, where pollution is a critical issue. The use of EVs, along
with increasing renewable energy generation, can help reduce greenhouse
gas emissions and fulfil the ambitious goals of achieving a 45% reduction
in emissions in the European Union by 2030 as compared with 1990 (Eu-
ropean Commission, 2019). This approach was also expressed in the 2018
Global Status Report (Renewable Energy Policy Network - REN21, 2018),
where the importance of incorporating new renewable energy sources and
transitioning to new transport modes to achieve decarbonisation in electri-
cal power systems was recognised. For example, in 2019, renewable energy
sources such as PV solar and wind power generated an estimated 8.7% of
global electricity, while all renewables satisfied 27.3% of global generation,
highlighting an increased utilisation of solar PV to electrify end-uses in trans-
port (Renewable Energy Policy Network - REN21, 2020).

According to Cluzel et al. (2015), Ertrac et al. (2017) and the Euro-
pean Commission (2011), a massive deployment of light-duty EVs and their
charging infrastructure about 70% by 2030 and 80% by 2050 is expected in
the European Union. This trend was evidenced by the International En-
ergy Agency (IEA) (2018), whereby in 2017, the global electric car stock
of EVs and plug-in hybrid electric vehicles (PHEVs) surpassed one million
units more than in 2016, thereby keeping growth similar to that in 2015. In
2019, the global stock of EVs grew more than 40%, i.e., two million more
than in 2018. Nevertheless, that percentage was lower compared with 63%
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in 2018. This growth is exemplified in Figure 1.1. Here, it can be observed
that China is the most significant electric car market, followed by the United
States and Japan, and subsequently, by other key European markets such
as Norway and UK.

Figure 1.1: Electric car global stock 2015-2019 (top countries and rest of
world). Taken from Renewable Energy Policy Network - REN21 (2020)

The progressive trend of introducing several distributed energy resources
(DERs), especially in the distribution network, opens a new horizon of com-
plexity to power system management because of the numerous technical
problems that these devices may cause. The electrification of the transport
is expected to produce a massive penetration level of EVs in the low volt-
age (LV) networks, increasing their stress during high demand periods, and
bringing new challenges to the distribution system operator (DSO) such as
overloading on transformers and lines, voltage deviations, increase in power
losses, lower system efficiency, power quality issues and higher investments
in new assets (Habib et al., 2015, Pieltain Fernandez et al., 2011) if proper
control actions are not defined. Besides, the intermittent nature of renew-
able energy sources like PV systems brings new challenges to the distribution
system in terms of power and voltage fluctuations, especially in residential
areas. Those challenges are becoming more evident due to the growth of PV
installations around the world. For instance, in 2019, 26 of 28 countries in
the EU installed more PV capacity than in 2018, highlighting five countries
such as Spain (4.8 GW), Germany (3.8 GW), the Netherlands (2.4 GW),
France (0.9 GW) and Poland (0.8 MW) (Renewable Energy Policy Network
- REN21, 2020). The addition of PV capacity from the top ten countries
along with the rest of the world can be seen in Figure 1.2.

In this context, residential PV self-consumption is becoming exploited
by several households to take advantage of the energy-cost reduction that
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it provides to the owners, which is strongly related to the self-consumption
policies of each country. For example, installation of PV rooftop systems in
Spain rose considerably after eliminating the “Sun Tax” in November 2018
and streamlining the permitting process (Renewable Energy Policy Network
- REN21, 2020). This has boosted self-consumption from individual PV
systems and shared installations in the residential sector. Especially for
those households with an EV, self-consumption clearly allows them to obtain
(or may obtain) more benefits than those without EV (Huang et al., 2020).
However, as it is not common to consume all the generated power, the excess
of energy is injected into the grid. Nevertheless, this growing trend could
provoke technical issues such as voltage rising if no proper control actions
over those devices are employed. Besides, if the EVs are charged out of the
time of PV generation availability, the grid would have to supply extra power
during the night to satisfy this new demand, which would lead to overload
network assets and consequent voltage drops across its feeders.

Figure 1.2: Solar PV capacity and additions in 2019 (top 10 countries for
capacity added). Taken from Renewable Energy Policy Network - REN21
(2020)

Thanks to digitalisation, power systems worldwide have become more
connected, smart, efficient, reliable and sustainable. This fact has enabled
the interrelationship among the smart demand response, the integration of
renewable energy sources, the implementation of smart charging for EVs,
and the rise of small-scale DERs such as household solar photovoltaic. Be-
sides, the recent progress obtained in the field of small-scale generation and
electrical storage (e.g., for the EVs) involves thorough changes in how energy
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production and distribution have been conceived for decades. In this context,
the massive integration of EV and renewables can be facilitated by adopt-
ing digital technologies that provide greater visibility and controllability of
these new devices in the network. Therefore, integrating these resources
in sizeable quantities with smart coordination algorithms would bring some
benefits to the power network, such as power management, power quality
enhancement, frequency regulation, and renewable energy support (Battis-
telli et al., 2012, El-Zonkoly, 2014, Jia et al., 2018, Leemput et al., 2015,
Zhang et al., 2018a). However, to achieve this scenario, it is necessary to in-
vestigate new approaches, strategies and agents that help to integrate these
active distributed resources in large quantities into the low voltage networks.

Primarily, from the DSO perspective, the effective operation of an active
distribution network can be estimated based on the general control of the
resources located downstream. The term “effective operation” is considered
as intended actions that modify the consumption patterns of electricity to
obtain some technical or economic benefits with the help of sending price
signals or consumption/generation limitations. Consequently, the expan-
sion of such active resources results in essential challenges in the planning,
investment, operation, and regulation of traditional electrical distribution
systems. Additionally, these issues raise the need for new agents who can
implement efficient management strategies for those devices. In this regard,
the aggregator is a figure proposed by the researcher community, which has
gained considerable attention because of its operational flexibility, and it
is currently being implemented in legislation (European Union, 2021). In
general terms, the aggregator is “an entity who acts as an intermediary be-
tween energy consumers, DER owners, and power system agents who want
to manage these end-users or take advantage of the services provided by
these DERs” (Burger et al., 2017).

Based on this context, this thesis proposes different management strate-
gies as operational alternatives for the DSO and the aggregators to facilitate
the integration and management of large quantities of EVs and PV units
into the low voltage networks. The proposed control approaches are mainly
circumscribed in the field of optimisation models, particularly employing
linear and quadratic programming techniques.
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1.2 Objectives

1.2.1 General

To develop a methodology that offers different approaches to the DSO (ac-
cording to the available information of the network) to intelligently manage
the massive penetration of EVs and PVs into the LV networks using the
aggregator as the managing entity at the feeder level, i.e., maximising the
EV charging and the PV power generation without violating the technical
limits of the LV network.

1.2.2 Specifics

• To define a mathematical model that accounts for the uncertainty of
the PV power generation and the flexibility of EVs in order to develop
more realistic scenarios for evaluating and analysing the impact of
these resources on LV networks.

• To investigate the application of new analysis tools that consider the
unbalanced nature and large extension of low voltage networks for its
application in the coordinated management of distributed resources as
part of the development of smart grids.

• To propose a conceptual scheme of coordination between the DSO and
the aggregators involved in controlling the EVs and PV units in low
voltage networks.

• To develop a coordination control strategy based on the application of
different optimisation approaches that allow the DSO to maximise the
EV charging and minimise the PV power curtailment through multiple
aggregators.

• To make a proof of concept of the proposed control strategies by an
experimental case study.

1.3 Main contributions

The main contributions of this thesis are listed below:
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• A methodology to obtain the voltage and loading sensitivity matri-
ces for unbalanced LV networks, employing the perturb-and-observe
(P&O) approach. By introducing the sensitivities as a linear approx-
imation for the network constraints, this approach reduces the com-
plexity of the non-linear behaviour of the power flow equations.

• A mathematical model based on a simplification of a cosine function
that considers the uncertainty of the PV power in order to be applied
to develop more realistic scenarios in the analysis of the LV networks.

• A method based on the Poisson process to generate random profiles
of EVs in an aggregated manner to be included in energy studies.

• A new energy-boundary model for representing the flexibility of the
EVs is introduced, considering uncertainty parameters such as arrival
time and travelled distance.

• A coordination scheme between DSO and aggregators was structured
in a set of optimisation models named f1, f2, f3 and f4. These models
categorised into three different approaches as coordination strategies at
the DSO level in a decentralised manner for f1 and centralised for the
others, in order to assess the impact on the unbalanced LV networks
when different aggregators manage several EVs and PVs. Functions f1

and f3 linearise network constraints throughout the sensitivity coeffi-
cients of the grid, whereas network constraints in f4 are formulated as
an optimal power flow linearised through the Wirtinger calculus.

1.4 List of publications

The following publications were developed as a result of this thesis:

Journal papers

• Cortés, A., Mazón, J., Merino, J. "Strategy of management of storage
systems integrated with photovoltaic systems for mitigating the impact
on LV distribution network". International Journal of Electrical Power
& Energy Systems. 2018, Vol. 103, p. 470–482, ISSN 0142-0615.

• Cortés Borray, A.F., Merino, J., Torres, E., Mazón, J., “A review
of the population-based and individual-based approaches for electric
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vehicles in network energy studies”. Electric Power Systems Research.
2020, Vol. 189, p. 106785, ISSN 0378-7796.

• Cortés Borray, A.F., Merino, J., Torres, E., Mazón, J. "Optimal Co-
ordination of PV Active Power Curtailment and EVs Charging among
Aggregators". Applied Sciences. 2020, Vol. 10, p. 7176.

• Cortés Borray, A.F., Garcés, A., Merino, J., Torres, E., Mazón, J.
"New Energy Bound-Based Model for Optimal Charging of Electric
Vehicles with Solar Photovoltaic Considering Low-Voltage Network’s
Constraints". International Journal of Electrical Power & Energy Sys-
tems. 2021, Vol. 129, p. 106862, ISSN 0142-0615.

• Cortés Borray, A.F., Merino, J., Torres, E., Garcés, A., Mazón,
J. "Centralised Coordination of EVs Charging and PV Active Power
Curtailment Over Multiple Aggregators in Low Voltage Networks".
Sustainable Energy, Grids and Networks. 2021, Vol. 27, p. 100470,
ISSN 2352-4677.

• Cortés Borray, A.F., Rauma, K., Torres, E., Rodríguez-Seco, J.E.,
Mazón, J. "Optimal coordination of EV charging and PV power cur-
tailment in unbalanced low voltage networks: An experimental case".
in preparation to be submitted to the IET Smart Grid.

• Cortés Borray, A.F., Ramirez Loaiza D.A., Garcés, A., Torres, E.,
Rodríguez-Seco, J.E., Mazón, J. "AC OPF for the Coordination of
Multiple Aggregators for EV Charging and PV Power Curtailment in
Unbalanced Low Voltage Networks". in preparation to be submitted
to the International Journal of Electrical Power & Energy Systems.

Conference proceedings

• Cortés, A., Merino, J., Torres, E. "Stochastic Generation of Aggre-
gated Charging Profiles of PEVs for the Operation Analysis of Low
Voltage Networks". The 25th International Conference And Exhibi-
tion On Electricity Distribution (CIRED)., Madrid, Spain, 3-6 June
2019.

• Sainz, J., Cortés, A., Merino, J., Torres, E. "A voltage sensitivity-
based method for assessment of distributed energy resources impact in
unbalanced low-voltage grids". 2020 IEEE International Conference
on Environment and Electrical Engineering and 2020 IEEE Industrial
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and Commercial Power Systems Europe (EEEIC / I&CPS Europe),
Madrid, Spain, 2020, p. 1-6.

Book chapters

• Merino, J., Gómez I., Fraile-Ardanuy, J., Santos M., Cortés, A., et
al. "Fostering DER integration in the electricity markets". in "Dis-
tributed Energy Resources in local integrated energy systems: Opti-
mal operation and planning", Amsterdam, Elsevier, 2021, Chapter 6,
p. 175–205.

1.5 Layout of the thesis

This document is organised as follows:

Chapter 2 presents an overview of the aggregator concept, its role under
different market strategies, and the provision of grid services to the DSO.
The mathematical approaches proposed in the literature for the aggregation
of EVs are also reviewed and classified into three groups: individual-based,
population-based, and hybrid approaches, depending on the aggregator ob-
jective.

Chapter 3 outlines the mathematical modelling of PVs and EVs. A de-
tailed formulation for modelling the PV output power based on two ap-
proaches: the Araujo-Green model and the proposed approximation to model
the PV power uncertainty. Besides, some relevant databases for extracting
the necessary information to characterise the EVs demand in electrical stud-
ies are also presented. A stochastic approach based on the Poisson process
is proposed to generate different sets of aggregated EVs profiles to be easily
introduced in energy studies.Finally, a new energy boundary model for the
EVs is introduced to represent in a simplified way the flexibility that a single
vehicle or a group of vehicles can provide in an aggregated way.

Chapter 4 introduces the particular characteristics of low voltage net-
works and some of the proposed approaches in the literature for their anal-
ysis. The main characteristics of the low voltage network used in this thesis
to analyse large penetration levels of EVs and PVs based on the analysis
of different benchmark networks are described. The optimal power flow lin-
earization based on the Wirtinger calculus and the sensitivity analysis for the
unbalanced networks as mathematical approaches for assessing the low volt-
age grids are also introduced. The former is further expanded in Chapter 5

8



to the proposed convex problem.

Chapter 5 describes the mathematical formulation of the proposed four
models to analyse the EV charging and the PV power curtailment at the de-
vice and aggregator level, considering the DSO as the entity that dictates the
control actions to all aggregators involved. A first convex optimisation model
for charging the EVs considering the PV availability for one aggregator is
proposed employing a linear programming approach. This problem exempli-
fies the individual-based approach. Two additional convex models based on
the sensitivity coefficient matrices of the network and the optimal power flow
linearised through the Wintirger calculus were proposed as quadratic pro-
gramming problems. These control strategies seek to define an optimal net
power profile at the aggregator level under a particular DSO by managing
the power of the EVs and PVs connected to the low voltage network. These
problems exemplify the population-based and hybrid approaches. Different
case studies are evaluated to demonstrate the robustness of the proposed
methodologies.

Chapter 6 presents the experimental setup employed to test the lin-
ear programming model proposed in the Individual-based approach and the
quadratic formulation at the device level in the Hybrid approaches for the op-
timal PV power curtailment. Three scenarios with two commercial EVs were
evaluated to analyse the robustness of the algorithm in the first approach.
For the second approach, one scenario was used to verify the optimal control
signals in a real PV inveter operated under a PHiL simulation.

Chapter 7 outlines the main conclusions of this thesis and the future
research opportunities.

Five appendices complement the thesis as follows.

• Appendix A shows the parameters for the Araujo-Green model and
the proposed approximation to model the uncertainty of PV power.

• Appendix B presents in detail the proposed algorithm to compute the
sensitivity matrices of an unbalanced low voltage network, which are
later used in the formulation of network constraints.

• Appendix C presents the location of the EVs and PVs to simulate
the proposed control charging strategy in Section 5.3 under different
penetration levels.

• Appendix D briefly introduces the concept of the Wirtinger calculus
and its application for linearizing the power flow equations.
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• Finally, Appendix E introduces a general background of the convex
optimisation problems and a brief description of the special ordered
sets.
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Chapter 2

Aggregation approaches of EVs

2.1 Concept and benefits of EVs aggregation

According to the European Directive 2019/944 (Council Directive, 2019),
aggregation means a “function performed by a natural or legal person who
combines multiple customer loads or generated electricity for sale, purchase
or auction in any electricity market”. This allows DERs to have greater
visibility for all the techno-economic agents involved in the power system,
including the flexibility they can provide. The main objective of the aggre-
gator is to efficiently collect a certain number of DERs into a single entity,
which can act either as a generation/storage system capable of supplying
capacity and energy services required by the grid or as a controllable load
with maximum benefit to the network (Guille and Gross, 2009). By doing
so, this entity seeks the lowest costs to satisfy its portfolio’s demand taking
into account the costs for capacity usage (Olivella-Rosell et al., 2018a).

EV fleets can be a suitable candidate for aggregators that can exploit
their flexibility by using either the vehicle-to-grid capability for load bal-
ancing or the grid-to-vehicle scheme to control the EVs charging power. In
Battistelli et al. (2012), Guille and Gross (2009), Mwasilu et al. (2014), the
aggregator of EVs is defined as an entity that creates a group of EVs capa-
ble of exploiting their unidirectional and bidirectional power capability to
act as a distributed energy resource that can impact the grid positively. To
achieve this objective, the aggregator must know the characteristic param-
eters (driving patterns, state of charge (SOC), or total capacity) of the EVs
fleet in real-time as a response to network management during the charg-
ing period to provide, for instance, voltage regulation or other grid services
(e.g., congestion management, grid capacity management, control island-
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ing, redundancy n-1 support, and power quality support). Additionally, the
EVs can be aggregated and controlled individually or jointly into a virtual
power plant (VPP) model (Mwasilu et al., 2014). In this approach, the EVs
are clustered and controlled as a single distributed energy resource, which is
made visible to the transmission system operator (TSO), DSO, or the energy
service provider (ESP) by the aggregator. Under this architecture, the ag-
gregated EVs can be used to balance the demand and consumption forecast
deviations of the electric power system. For all these cases, the aggregator
is linked upstream to various network entities, such as the ESP, the DSO, or
the TSO, through a communication interface, which allows the aggregator
to inform them of its capability to provide power and energy services.

Particularly, in the VPP framework with vehicle-to-grid (V2G) tech-
nology, different control schemes can be considered depending on the EVs
aggregation type within the grid. As per Mwasilu et al. (2014), the control
approach in the VPP can be centralised, distributed, or hierarchical. The
first scheme is based on a unique VPP control centre for decision making and
information exchange, as observed in Morais et al. (2014). In contrast, in the
second approach, the decisions and flow of information are entirely executed
in a distributed manner. Finally, the hierarchical scheme is the intermediate
between central and distributed control with some level of decision making
capability distributed in the VPP.

However, such implementation requires the application of a scheme that
provides the aggregator with the appropriate incentives to attract and retain
enough EV owners, whose energy capacity can be of interest to a DSO or
ESP. Therefore, along with meeting the EVs demand, the services provided
by the EVs can be an additional source of income to the aggregator, and
some of this income can be used to improve the preferential rates to the EV
owners, as proposed by Honarmand et al. (2014a). Similarly, the aggregated
EVs may be plugged in at locations served by different ESPs; thus, the
aggregator may negotiate with more than one ESP for purchasing energy at
discounted rates (Guille and Gross, 2009). Another possible solution is to
integrate a large EV fleet, wherein each EV owner is dedicated to managing
the queries from the DSO, TSO, or energy service providers with the help
of two-way communication and control systems. However, this integration
scheme might not be reliable to some extent, because dealing with each
EV owner would increase the complexity of energy planning, security, and
control processes (Mwasilu et al., 2014).
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2.2 Market-based approaches for EV
aggregators

Since the aggregator is an entity able to participate in both the technical and
economic scenarios for managing a particular number of EVs and/or other
DERs, in the literature, there are some market approaches in which the
aggregator participates actively along with other stakeholders such as DSO
or TSO to achieve this task. In this sense, the role and purpose of aggregation
may differ depending on the market strategy, e.g., transactive energy (TE)
systems, local flexibility markets (LFM), or price-based strategies. Hence,
to observe the participation of EV aggregators within these market-based
approaches, some relevant research works in the literature are presented
in Table 2.1. Note that these market-based approaches can be centralised
or decentralised, depending on the design and formulation of the control
methods to offer grid services or satisfy the power/energy needs of the end-
users.

2.2.1 Transactive energy (TE)

According to The GridWise Architecture Council (2019), TE can be de-
fined as “a set of economic and control mechanisms that allows the dynamic
balance of generation and demand across the entire electrical infrastructure
using value as a key operational parameter”. This means making use of
economic or market-based structures while considering network reliability
constraints. TE methods are usually employed to manage a certain section
of the power system, e.g., residential demand response. However, Jin et al.
(2020) mention that TE could be less attractive for DSOs since there is no
central entity responsible for satisfying their needs, leading to multiple ne-
gotiations. Nonetheless, some interesting works have been proposed in the
literature. For example, Masood et al. (2020) proposed a framework where
aggregators interact with a TE agent and the DSO to solve operational net-
work problems. In order to achieve this, a bidding model is formulated as a
linear programming problem that minimises the total cost of DSO for obtain-
ing flexibility services from EVs. The work described by Hu et al. (2017a)
proposes a TE approach to optimise the operational cost of EVs aggregator
and network congestions for the DSO. Besides, a retailer entity settles the
congestion price to reflect the violations. For a detailed discussion of TE’s
main features, it can be referred to the work in (Hu et al., 2017b).
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Table 2.1: Comparison of different market approaches for EV aggregators

TE Price-based LFM Objective Method Network
constraints Ref.

√ √
Minimise the cost and system peak load of the DSO by buying flexibility ser-
vices from the aggregator of EVs

Centralised optimisation
√

Masood et al. (2020)

√
Maximise the profit of the EVs aggregator while the DSO obtains the lowest
price of reserve services

Multi-agent management, game theory
√

Khanekehdani et al. (2013)

√
Minimise peak demand and operational cost of the EVs aggregator Two-stage robust optimisation Xu et al. (2018)√
Minimise total energy cost of aggregators, system peak load, and meet charging
requirements of EVs

Centralised optimisation
√

Xu et al. (2014)

√
Framework for a DSO to manage local load constraints by acquiring flexibility
from aggregators

Multi-agent management
√

Morstyn et al. (2019)

√
Minimise the EVs aggregator charging cost and DSO’s technical losses Centralised optimisation

√
Hu et al. (2017a)
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2.2.2 Local flexibility market (LFM)

A local flexibility market can be defined as series of trading actions where
participants can be aggregated to supply flexibility services in the short or
long term for a particular geographical location, DSO, TSO, and electrical
network (Ramos et al., 2016). Several studies in the literature have presented
different methods where the aggregator participates in a LFM. An overview
of the objectives, roles, and responsibilities of LFMs that directly involve the
aggregator are presented by Olivella-Rosell et al. (2018b). Khanekehdani
et al. (2013) maximise the profit of an EVs aggregator who participates
in the reserve services market at the distribution level using a heuristic
optimisation method. A clearing price algorithm using game theory is also
developed. This model also considers the DSO power restrictions in order to
reduce its operational cost. The work introduced by Morstyn et al. (2019)
presents an LFM based on multiple agents that allows the DSO to manage
local power constraints by acquiring flexibility from competing aggregators
in a decentralised manner.

2.2.3 Price-based schemes

In price-based schemes, the DSO predicts potential congestions on their
networks at certain periods and sends the congestion price centrally to the
aggregators, which schedule their resources. However, the price-based ap-
proach can lead to significant uncertainty in the load profile because the ag-
gregators do not verify their schedules with the DSO (Parhizi et al., 2018).
For example, in Xu et al. (2018), the DSO manages an LFM with multiple
demand response aggregators, including EVs, in order to minimise its peak
demand and to maximise its revenues. To do so, the aggregators compute
their optimal energy consumption profile, which is bounded by their power
and energy limits, and then, the DSO offers electricity price incentives for
each aggregator by using a two-stage robust optimisation model. In Xu et al.
(2014), a coordination scheme between the DSO and the EVs aggregators
is presented to minimise the aggregator’s operational cost and system peak
load. Every aggregator buys electricity at time-of-use (TOU) rates and sells
it to the EVs owners at retail prices to make profits.
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2.3 Provision of distribution grid services
by aggregators

The figure of the aggregator makes it possible for DERs to participate in
providing network support services. The services that the aggregator can
provide to the DSO through the EVs and other DERs will depend on the
current and future network requirements. Therefore, as discussed by Quiros-
Tortos et al. (2018), it is necessary to know the interaction between the
EVs/DERs management schemes to address the problems at the distribution
level and the availability of such resources to provide services.

Based on the literature review, there are multiple algorithms based on
different control architectures to provide a single or a combination of ser-
vices. For instance, Quirós-Tortós et al. (2016) developed a centralised con-
trol algorithm for mitigating the overloading and voltage issues in unbal-
anced LV networks because of the charging of EVs at different penetration
levels. Moreover, Alam et al. (2015, 2016) designed a control strategy to
optimise the use of the EV battery capacity for mitigating voltage issues in
LV networks and to perform peak shaving. In work described by Farahani
(2017), the voltage unbalance reduction through EVs charging/discharging
optimisation was assessed.

By referring to ancillary services provided by EVs fleets, Amamra and
Marco (2019) presented an intelligent scheduling strategy based on a nonlin-
ear programming (NLP) model to supply frequency and voltage regulation
services through the aggregation of EVs with V2G capability. Here, the ag-
gregator seeks to maximise the profit of EVs owners and minimise the charg-
ing and degradation costs of their batteries when participating in both grid
services. Peng et al. (2017) also proposed an optimal dispatching strategy
for V2G aggregators in order to maximise their profit and satisfy the require-
ments of EV owners when they participate in supplementary frequency reg-
ulation. This is done by a regulation power calculation model that optimises
the aggregator’s profit and the tracking performance of load frequency con-
trol signal from the DSO. In addition, a multi-level methodological approach
based on an extensive statistical assessment of the potential of EVs fleets to
provide ancillary services at different levels of the distribution network was
developed by Sarabi et al. (2016). This was performed by considering the
available V2G power of the fleet, its uncertainty and impact on the reliabil-
ity of bidding capacities, the flexibility of the available power interval under
bidding capacity contracts, and the local limitation of different services in
the distribution network. The analysed grid services in the above-mentioned
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works are summarised in Table 2.2.

Hence, these facts highlight the technical potential that manages these
resources, if their operation is within a regulatory framework of incentives
for both the primary agents involved (TSO, DSO, aggregator, or ESP) and
the end-users. A further discussion supporting active EV involvement in
distribution grids, such as smart metering, EV technology, DSO-TSO reg-
ulation, trading flexibility and consumers, is presented by Knezović et al.
(2017).

Table 2.2: Common grid services by Aggregators

Ref. Voltage
regulation Frequency regulation Load balancing and

peak power
Support to renewable
energy resources Power quality

Habib et al. (2015)
√ √ √ √

Yong et al. (2015)
√ √ √ √ √

Sarabi et al. (2016)
√ √ √ √

Quirós-Tortós et al. (2016)
√ √

Alam et al. (2015)
√ √

Alam et al. (2016)
√ √ √

Farahani (2017)
√

Amamra and Marco (2019)
√ √

Peng et al. (2017)
√

2.4 Aggregated EVs modelling

When modelling the aggregation of EVs, it is essential to consider that this
set can demand or provide a certain power level to the network, which de-
pends on the number of vehicles, its availability, battery type, and storage
capacity. Other additional factors, such as energy consumption rate (ECR1),
arrival and departure times, travelled distance, initial SOC, battery degra-
dation, and the charge/discharge power rate, need to be considered as well.
However, a difficulty of modelling the aggregation of EV is that most of
these aspects are linked to the uncertainty of EV owners behaviour.

For simplicity, some researchers (Battistelli et al., 2012, Shokrzadeh et al.,
2017, Zhang et al., 2017) consider that all EVs have the same battery ca-
pacity and efficiency, ignoring losses and keeping a constant charging or
discharging rate. However, in other studies (Chukwu and Mahajan, 2014,
Drude et al., 2014, Honarmand et al., 2014b, Mozafar et al., 2017), more
detailed models where those parameters vary within a particular range were
considered. For large-scale situations, some researchers use aggregated mod-

1The ECR is defined as the estimated average ratio of the electrical energy used
per kilometre travelled for In-city, Highway, or Combined driving modes, expressed in
kWh/km.
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els to evaluate the penetration level of EVs; these models do not require
individual EV charging demand forecasting or capacity evaluation (Zhang
et al., 2017). For such considerations, the given approach to the aggregator
model and its complexity will depend on the influence zone in the network
(at HV, MV, or LV level), wherein it is evaluated to determine its efficiency.
For instance, Pieltain Fernandez et al. (2011) analysed the aggregation of
large-scale EVs in real distribution networks, as a planning model, for dif-
ferent penetration levels and simultaneity factors to assess the behaviour of
investment and maintenance costs along with the incremental energy losses
in the HV, MV, and LV networks. As a result, the researchers highlighted
that if charging simultaneity factors decrease (smart charging strategies),
up to 60–70% of the required investment to upgrade the network can be
avoided. Therefore, for the TSOs and DSOs to integrate the effect of the
aggregation of large quantities of EVs in grid planning, more simple mod-
els that can be integrated into their current planning programs need to be
designed.

Accordingly, various schemas have been proposed in the literature to
model the EVs aggregation which can be categorised into three approaches
(Labeeuw and Deconinck, 2013, Oliveira and Padilha-Feltrin, 2009, Škugor
and Deur, 2015a): individual-based (bottom-up), population-based (top-
down), and hybrid approaches. The general equations of the most relevant
methods that evaluate the aggregated EV demand are summarised in Ta-
ble 2.3. Figure 2.1 shows an overview of each approach considering the basic
aggregation model for the population-based scheme and the particularisation
of the individual-based approach.

Figure 2.1: Aggregation approaches to manage the EV fleets
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2.4.1 Population-based

When the network data scarcity becomes a limitation, a population-based
approach is a suitable option to implement because it requires a lower mod-
elling detail; there is no need to model every element individually, which
reduces the intensity of modelling reasonably. Therefore, using aggregated
data is not an issue if the focus is on aggregated results. However, this ap-
proach is much less encountered in the literature, and its application is some-
times limited to the estimation of energy losses and demand profiles. For
instance, Oliveira and Padilha-Feltrin (2009) proposed a population-based
approach for evaluating technical losses in distribution systems based on the
load curve and some additional data of a given feeder or substation. This
method considers the load factor and loss factor as key parameters to obtain
the losses in MV and LV networks. Additionally, Labeeuw and Deconinck
(2013) applied a population-based approach using Markov chains and expec-
tation maximisation clustering models to generate a set of non-aggregated
synthetic load profiles by transforming a large dataset of measured residen-
tial power.

However, regarding EVs, this approach can be encountered when mod-
elling fleets as a single large equivalent battery with a variable energy level
(Lund and Kempton, 2008, Mozafar et al., 2018), operating within an opti-
mised boundary, as discussed by Sundstrom and Binding (2012), and Zhang
et al. (2017). This approximation makes the population-based model suit-
able for energy planning studies, as shown by Sundstrom and Binding (2012)
and Škugor and Deur (2015a,b).

The main methods to analyse the aggregation of EVs following a population-
based approach are:

• The method by Battistelli et al. (2012) defines the aggregated power
of a predefined number of EVs as a function of the charge/discharge,
and self-discharge rates, as well as each vehicle SOC at time t for a
given parking of a small electric energy system. To simplify the model,
the same battery specifications are considered for all the EVs. The un-
certainty regarding the power profile of a parking lot is represented
as a standard deviation from the expected value of the parking charg-
ing/discharging power. Thus, from the population-based approach,
this parking lot can also be seen as the grouping of different EVs of
residential users in an LV network, where the aggregator (under a spe-
cific DSO) needs to optimally distribute the charging power to each
EV without knowing the grid in detail.
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• The method of Škugor and Deur (2015a) is an energy-based approach
for modelling EV fleets in electrical planning studies. It is based on
the equations proposed by Lund and Kempton (2008) but adding new
variables related to the SOC of the vehicles. This allows to evaluate
the EV fleet energy demand by means of an average SOC of the vehi-
cles that arrive, get connected or depart from the charging destination
within some discrete-time step k. However, the method strongly de-
pends on the battery and mechanical model of each vehicle, mainly
from the driving power demand and the regenerative braking power.
Therefore, the application of this model on a large fleet of vehicles
requires taking into account several detailed parameters of every EV,
which would increase the computational burden and execution time of
the algorithm.

• The method of Xu et al. (2014, 2016) seeks the DSOs to schedule to dif-
ferent EV aggregators through their power- and energy-boundaries by
minimising the energy purchase cost of all of them and load deviation
of the DSOs. This is done in three steps: first, the energy and power
boundaries of each aggregator are computed based on the requirements
of every EV owner that is managed by this aggregator. Second, ev-
ery aggregator sends that information to its DSO to compute the load
profile to be optimised. Finally, every aggregator allocates to each
EV the charging power profile defined by the DSO, using a heuristic
optimisation algorithm.

2.4.2 Individual-based

The individual-based approach considers an extensively available dataset of
consumers and EVs demand, photovoltaic generation, and/or local battery
systems installed for use. This approach allows calculations with more accu-
racy, starting from individual elements in the network model, going through
the feeder up to the distribution transformer. Especially, in EV grid inte-
gration studies (Liu et al., 2015, Paterakis and Gibescu, 2016, Zheng et al.,
2013), this approach considers the particular vehicle battery model and the
interaction between them to evaluate its aggregation. This scheme has been
implemented in various studies (Marra et al., 2013, Mozafar et al., 2017,
Saxena et al., 2018, van der Kam and van Sark, 2015) to evaluate the effect
of the DERs mentioned above to reduce power losses, voltage fluctuations,
supplying costs of EV charging demand, as well as to assess the EV battery
degradation, self-consumption and load levelling. Nevertheless, the draw-
back of this approach is the modelling detail and the significant amount
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of data required, which makes its application, computationally more time-
consuming.

The more relevant methods to analyse the aggregation of EVs following
an individual-based approach are:

• The method by Sundstrom and Binding (2012) is a charging energy
planning approach that evaluates the EV aggregation based on the
energy and power boundaries concept, similar to Zhang et al. (2017)
without considering the discharging mode. However, the EVs fleet
initial energy conditions are defined by a non-linear battery model for
each vehicle, implemented by the authors in Sundström and Binding
(2010) and partially used by Honarmand et al. (2014b). Additionally,
this approach makes use of the sequential quadratic programming to
obtain the reference power, which is the desired aggregated charging
power time series for the DSO.

• The method by Zheng et al. (2013) considers the dynamic battery
model developed by Tremblay and Dessaint (2009) as reference to eval-
uate the charging process of an EV with lead acid, nickel-hydrogen,
or Li-ion batteries, given the initial SOC, storage capacity, and nomi-
nal voltage. The aggregation model is based on a Poisson process for
the arriving vehicles to a residential parking lot. It divides the day
into two time periods for both a peak and lower arrival density. A ge-
netic algorithm is implemented to estimate the aggregation charging
parameters from multiple charging curves. Moreover, an updatable op-
timisation method is introduced to reduce the power fluctuation level
of the EVs. However, the authors do not consider the strategy over
a distribution system to estimate its effect over the losses, voltage or
power unbalance. Furthermore, the results of the optimisation method
and the charging strategy strongly depended on the accuracy of the
aggregation charging model.

• The method by Paterakis and Gibescu (2016) outlines the aggregation
of EVs load profiles, mainly from the parking lots owners perspective.
This approach requires the statistical evaluation of the data collected
regarding arrival times, travelled distance and the EVs market share.
The density functions obtained using the kernel density estimation
describes the arrival time and the energy consumed in commuting,
defining the EVs cluster to be charged or discharged. However, the
demanded/supplied power depends on the market price signal.

• The method by Zhang et al. (2017) considers the energy and power
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boundaries summation of a certain number of EVs to develop a smart
charging strategy for an EV fleet with V2G capability. For avoid-
ing individual load curve forecasting, the aggregate energy and power
boundaries of the fleet are predicted every quarter-hourly. Moreover,
the authors modify the least laxity first (LLF) algorithm by introduc-
ing the SOC, planning that the EVs in groups with lower indices can
discharge to the grid, and vice-versa.

2.4.3 Hybrid

As an alternative to the pure individual- and population-based approaches,
a hybrid approach can be considered, which is a combination of the above-
mentioned approaches. Its application is remarkable when there is only
detailed data of a specific part of the network and partial data of other
zones. This is a particular approach because it consumes less time than the
individual-based approach and is more accurate than the population-based
approach. This approach allows obtaining a balance between data require-
ment and accuracy of the results. Dortolina and Nadira (2005) employes
this method for estimating technical losses in distribution networks when a
complete set of modelling data is not available. As this approach is less en-
countered in the literature for analysing the integration of DERs, this thesis
proposes a suitable method that exploits the capability of this approach for
the DSO to analyse the LV networks involving the aggregators as external
agents in charge of managing several quantities of EVs and PVs.

22



Table 2.3: Relevant equations for different EV fleet modelling approaches

Equations Complementary expressions Approach Ref.
Pagg j,t =− Pch,t · ncht + Pdch,t · ndcht

+PSelf−dch,t · nSelf−dcht

- Population based Battistelli et al. (2012)

SOCagg(t+ 1) = SOCagg(t) + SOCin,avg(t) ·
∆narr(t)

NEV

− SOCout,avg ·
∆ndep(t)

NEV
+ ηch ·

Pch,agg(t) ·∆T
emax
agg

Pagg =

NEV∑
i=1

PEV,i(t)

Aggregation at time k

SOCagg(t) = Eagg/Emax,agg

∆T = tk+1 − tk
Individual battery model

SOCj(t+ 1) = SOCj(t) + ηch ·
Pch,j(t) ·∆T

emax
j

−∆SOCj(t)

SOCj(t) =
1

3600 · emax
j

· (ηch · Preg,j(t)− Pdem,j(t)/ηdch)

∆SOCj(t) =
Pdem,j(t) ·∆T
ηdch · emax

j

− ηch ·
Preg,j(t) ·∆T

emax
j

Population based* Škugor and Deur (2015a)

E
max /min
(t+j)

=
∑
i

e
max /min
i(t+j)

Pmax
(t+j) =

∑
i

pmax
i(t+j)

Energy boundary calculation

emax
i(t)

= SOCai · BCi
emax
i = (SOCmax

i − SOCai ) ·BCi
emin
i = (SOCmin

i − SOCai ) ·BCi

Power boundary calculation

pmax
(t+j)

=

0 j = tdi . . .max
(

Ωtdi

)
Pch,i · ηch j = 0 . . . tdi − 1

Population based Xu et al. (2014, 2016)

Pagg =
NEV∑
i=1

PEV i,t

Kernel density estimation-based method

NEV =
∧
fh (x)

EVs power profile.

PEV i,t =

{
Pch,t t′ < t+ Tch,R − 1

Pch,t ·
(Tch,R−Tch,E)

∆T
t′ = t+ Tch,R − 1

Individual based Paterakis and Gibescu (2016)
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Equations Complementary expressions Approach Ref.

Pi(t) =

{
0 t < Tstart−ch,i
PEV,i t ≥ Tstart−ch,i

Pagg =

NchEV∑
i=1

PEV,i(t)

Battery model parameters

E0 = 1.0834 · Un, K = 0.005645 · Un/Q
A = 0.08496 · Un, B = 60.0619/Q,

R = 0.01 · Un/Q, SOC0 ≈ N(µ = 0.3, σ = 0.1)

Charging battery power

Vbatt = E0 +
K ·Q

0.1 ·Q+ It
· i−

K ·Q
Q− It

· It +A · e−B·It +R · i

It = [1− SOC0] ·Q−
t∫

0

i dt, 0 ≤ It ≤ Q

PEV = Vbatt · It

EV fleet characterisation

NEV = [Poisson (λ1), Poisson (λ2)]

L =
T1

∆T
, M =

T2

∆T

NEV =
L∑
i=1

n1i+
M∑
i=1

n2i

Individual based Zheng et al. (2013)

E+/−(t) =
∑
i

e
+/−
i (t)

P+/−(t) =
∑
i

p
+/−
i (t)

Energy boundary calculation

emax
i = (SOCmax

i − SOCai ) ·BCi
eneedi = (SOCdi − SOCai ) ·BCi
emin
i = (SOCmin

i − SOCai ) ·BCi

e+i =


e+i (tdi ) t > tdi

min (e+i (t− 1) + Pch,i · ηch ·∆T, emax
i ) tai < t ≤ tdi

0 t ≤ tai

e−i =


eneedi t > tdi

max (e−i (t− 1) + Pdch,i ·∆T/ηdch, emin
i ,

eneedi − Pch,i · ηch · (tdi − t) ·∆T ) tai < t ≤ tdi
0 t ≤ tai

Individual based Zhang et al. (2017)
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Equations Complementary expressions Approach Ref.
Power boundary calculation

p+
i (t) =

{
0 t > tdi or t ≤ tai
Pch,i · ηch tai < t ≤ tdi

p−i (t) =

{
0 t > tdi or t ≤ tai
Pdch,i/ηdch tai < t ≤ tdi

Pref = Sequential quadratic programming-based
method.

Eref = E0 +

t∑
τ=1

ts · Pref,τ

Power boundary calculation

p+
i (t) =

NEV∑
i=1

Pmax,i,t

p−i (t) =

NEV∑
i=1

Pmin,i,t

Energy boundary calculation

emax
i,t = min(emax

i,t−1 + ts · Pmax,i,t − ts · Pdem,i,t, SOCmax,i ·BCi)

emin
i,t = max(emin

i,t+1 − ts · Pmax,i,t + ts · Pdem,i,t, SOCmin,i ·BCi)

e+t =

NEV∑
i=1

emax
i,t +

t∑
τ=1

ts · Pdem,i,τ − SOCmin,i ·BCi


e−t =

NEV∑
i=1

emin
i,t +

t∑
τ=1

ts · Pdem,i,τ − SOCmin,i ·BCi


E0 =

NEV∑
i=0

SOC0,i ·BCi − SOCmin,i ·BCi

Individual based Sundstrom and Binding (2012)
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Chapter 3

Mathematical modelling of PVs
and EVs

3.1 Model of PVs

The energy provided by a PV system is given by the information about
its configuration (i.e., the number of strings and arrays), the geographical
site, and the local weather, and it can be calculated using both indirect
and direct methods. The indirect methods compute the PV power at every
period and then integrate these values in a defined interval to obtain the
generated energy (Rus-casas et al., 2014). This approach is mainly based on
the irradiance values. On the other hand, the direct approaches calculate the
supplied energy using directly the irradiation values and several parameters
that define the behaviour of the PV system, such as the efficiency or the
performance ratio (Rus-casas et al., 2014). Instead of using a model based on
an equivalent circuit model, which requires employing numerical methods to
obtain its parameters, a simple but accurate approach based on the existing
relationship between the fill factor (FF ) and the open-circuit voltage per
solar cell (Voc) can be implemented. This relation was described by Araujo
and Sánchez (1982), Green (1982) in an empirical expression, as given in
Equation (3.1). Note that the PV modules are commonly rated under the so-
called Standard Test Conditions (STC), i.e., irradiance (GSTC): 1000 W/m2;
Air Mass (AM): 1.5; and cell temperature (Tc): 25°C.

FF =
Vmpp · Impp
Voc · Isc

= FF 0 · (1− rs) (3.1)
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where
FF 0 =

υoc − ln (υoc + 0.72)

υoc + 1
(3.2)

and Isc is the short-circuit current at STC, Vmpp and Impp are the voltage
and current at the maximum-power operation point at STC, and both define
the maximum output power of the cell. These three parameters, along with
the Voc, can be found in the manufacturer’s datasheets. Moreover, rs =
1 − FF/FF 0 and υoc = VOC/VT are the normalised resistance and voltage,
respectively. The last term depends on the thermal junction voltage VT =
k · TK/q, where TK is the Kelvin temperature. Besides, VT ≈ 0.025 V
at 300 K (Lorenzo, 2003), and hence, it must be corrected at 25°C, i.e.,
VT = 0.025 V · (273.15°C + 25°C) /300 K. This set of equations is valid
for υoc > 15 and rs < 0.4 (Araujo and Sánchez, 1982), giving an overall
accuracy better than 1%. The application of the above formulation to a PV
system is immediate if all cells in the modules are assumed to be alike, and
if the voltage drops across the cables connecting the system are negligible.

In order to maintain a good balance between simplicity and accuracy in
the model, some assumptions are made. First, the performance of the solar
cell is directly affected by the ambient temperature Ta and the effective ir-
radiance on the plane Geff according to Equation (3.3). Note that Geff can
be estimated from the irradiance on the horizontal plane using the meth-
ods described by Almeida et al. (2017). Second, the short-circuit current
of the solar cell depends linearly on the irradiance according to Equation
(3.4). Third, the open-circuit voltage of the solar cell decreases linearly with
increasing temperature on the solar cells, as given in Equation (3.5).

Tc = Ta +
NOCT − 20°

800 W/m2
·Geff (3.3)

Isc(new) = Isc ·
Geff

GSTC

(3.4)

V oc(Tc) = V oc− β · (Tc − 25°) (3.5)

where NOCT is the nominal operating cell temperature, and β is the voltage
temperature coefficient, which typically equals to 0.0023°C−1 for mono and
polycrystalline solar cells. In order to evaluate the maximum power of the
PV system (pDC = Vmpp(Tc) · Impp(new)), the values of Vmpp(Tc) and Impp(new)

need to be modified by υoc and rs according to Equations (3.6) and (3.7)
(Araujo and Sánchez, 1982).
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Vmpp(Tc) = Ncell ·Ns · V oc(Tc) ·
(

1− b

υoc
· ln (a)− rs ·

(
1− a−b

))
(3.6)

Impp(new) = Np · Isc(new) ·
(

1− a−b
)

(3.7)

where

a = υoc + 1− 2 · υoc · rs (3.8)

b =
a

1 + a
(3.9)

and Ncell is the number of solar cells of the PV module; Ns and Np, are the
number of PV modules connected in series and parallel, respectively.

Since a grid-connected PV system for residential installations is generally
composed of a PV array, and a power inverter, it is necessary to account
for the efficiency of the latter asset in order to evaluate the output power
injected into the point of connection. Therefore, the efficiency of the power
inverter (ηinv) can be computed based on Equation (3.10) (Almeida et al.,
2017, Muñoz and Perpiñán, 2016), which depends on the ratio between the
actual power injected to the grid (pAC), and its AC rated power (pratedAC ).

ηinv =
pAC
pratedAC

=
pout

pout + k0 + k1 · poout + k2 · p2
out

(3.10)

where pout = PAC/P
rated
AC , and parameters k0, k1, and k2 define the elec-

trical behaviour of the inverter, i.e., self-consumption, voltage drops, and
power losses. These factors vary depending on the inverter’s quality, and
they can be obtained by fitting them from the inverter efficiency curve.
Typical values are k0 = 0.013, k1 = 0.02 and k2 = 0.05 (Silvestre, 2018),
leading to 92% efficiency. An example by using synthetic data is shown in
Figure 3.1.

Once Equations (3.1) to (3.10) are computed, the output power of the
PV unit i at time t, pPVi,t , is calculated according to Equation (3.11); where
pDCi,t = Vmpp(Tc) · Impp(new).

pPVi,t = pDCi,t · ηinv (3.11)
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Figure 3.1: Inverter efficiency as a function of the normalised output power

3.1.1 Uncertainty of the PV power

A realistic representation of PV power systems requires taking into account
the uncertainty of generation. In order to model the uncertainty of the PV
power, first, it is necessary to analyse the behaviour of some variables such as
irradiance and temperature (due to their inter-relationship). Second, include
them in a model that allows calculating the output power of a PV unit, such
as in the previous section. Third, forecast in a simple manner the range of
variation of such power given a standard deviation value of the data.

In this sense, the yearly solar irradiance and ambient temperature data
were collected from Open Data Euskadi (2018) for modelling the uncertainty
of PV generation. The box-plot 1 of Figure 3.2 represents the estimated daily
power production of a single-phase PV system by using the above data in
the model described in Section 3.1.

Based on the PV power forecast in Figure 3.2, a math approximation
for modelling the output power of PV inverters is proposed in this thesis
for the summer and winter seasons. Power is represented as a shifted cosine
wave squared to smooth its edges with the peak at noon, as given in Equa-

1Box-plot: The line that splits the box into two parts indicates the median of the data.
The box represents the distance between the upper and lower quartiles, which is known
as the interquartile range (IQR). The upper and lower lines are known as whiskers, which
mark the data extremes. The whiskers also provide information about symmetry in the
tails of the distribution. Any points lying outside the 1.5 × IQR around the box are
known as “outliers” and are denoted by + symbols.
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tion (3.12). This fitting function describes the uncertainty of PV power by
considering the standard deviation value σ from the data used above.

Figure 3.2: Boxplot for the PV inverter power derived from yearly meteo-
rological data by using the model in Section 3.1. Fitted approximations of
PV inverter power for summer (dashed line) and winter (continuous line)
seasons.

Therefore, it is possible to generate synthetic series of PV power for a
given period.

P PV
i,t = Pi·cos

(
a · 2π

Nslots

(
t− Nslots

2
− b
))2

±σ ∀i ∈ HPV , t = 0, . . . , Nslots

(3.12)

where coefficients a, b define the period and wave shifting, and parameters
c, d, allow truncating to zero the signal from t = 0 to Nslots/c and from
t =

(
Nslots −Nslots/c − d

)
to Nslots in order to represent the absence of

solar radiation. Moreover, Pi is a power set point of the inverter connected
at the household i, P PV

i,t is the output power of the inverter hooked up at the
household i at time t, and Nslots is the number of time slots for evaluating the
model. For any evaluation period T , Nslots = T/∆t . All model parameters
are given in Appendix A.
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3.1.2 Aggregation model of PVs

The aggregation of the available PV power generation (P PV
k ) at time t is

defined by Equation (3.13) as the summation of the estimated power from
the individual PV unit (pPVk,i ) connected at household i.

P PV
k (t) =

∑
i∈HPV

k

pPVk,i (t), ∀k ∈ K, t = 0, . . . , Nslots (3.13)

whereHPV
k is the set of households under aggregator k with a grid-connected

PV system.

3.2 Model of EVs parking and charging be-
haviour

The integration of significant quantities of EVs into the LV networks, espe-
cially in residential areas, faces some limitations that restrict the network
hosting capacity, primarily related to the maximum allowable voltage and
currents levels. Therefore, in such local situations, network overloads can
result in the accelerated ageing of the distribution grid infrastructure and
eventually cause service interruptions, which could require investments for
upgrading lines and transformers. So, it is becoming necessary to investigate
new approaches on how to evaluate the EVs demand in an aggregated man-
ner to prevent those undesirable effects. However, the lack of a representative
sample of real EV charging profiles represents a drawback for the DSOs or
for any stakeholder who wants to perform network studies evaluating the
massive impact of EVs. Especially, considering the variety of manufacturers
that exist in the market, the development of the lithium-ion batteries allows
the globally leading automakers to present new EVs and PHEVs models with
improved capabilities and broader electric ranges, which are expected to be
the preferable options for the next decade (International Energy Agency
(IEA), 2018).

Modelling the EV to carry out integration studies does not only imply
having information on the technical characteristics of the vehicle but also
on aspects related to the behaviour of the user and the recharging of the
vehicle. Realistic modelling of EV aggregation requires considering a proper
dataset from a reliable data source. Nowadays, researchers have access to
an increasing number of databases of real data of purely electric or plug-in
hybrid vehicles. This development has reduced the uncertainty in the be-
haviour of the owners with this type of transport, thereby expanding the
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range of solutions to develop more realistic electrical studies involving these
technologies. However, the data are still less for a large-scale assessment as
compared to those recorded in surveys of transport authorities for ICE ve-
hicles. Consequently, researchers are pushed to use probability distributions
or in some cases to conduct surveys with a set of vehicles to evaluate various
variables, such as the travelled distance, trip time, arrival and departure
times, and parking time. Some relevant databases and surveys made by
researchers related to ICE vehicles and EVs are described below. The main
characteristics of these are summarised in Table 3.1.

3.2.1 Mobility surveys and databases

National Household Travel Survey (NHTS)

The NHTS data is the most comprehensive transportation information for
the U.S. because it contains personal travel behaviour, trends in travel over
time, and trip generation rates of thousands of vehicles. Therefore, it has
been used in different research studies involving trips conducted by private
ICE vehicles as electrifiable vehicles (Alhazmi et al., 2017, Bin Humayd and
Bhattacharya, 2017, Gray and Morsi, 2017, Morais et al., 2014, Tuffner et al.,
2012, Tulpule et al., 2013, Zhang et al., 2017). Darabi and Ferdowsi (2011)
performed a more in-depth analysis for the vehicles daily mileage and arrival
time from the 2001 NHTS data. Similarly, in (Alhazmi et al., 2017), a similar
analysis was performed for the 2009 NHTS data, thereby defining a set of
probability distribution functions by using the maximum-likelihood method.
A recent version in 2017 (U.S. Department of Transportation) updated the
information gathered in the 2001 and 2009 NHTS, and included the variable
HFUEL to identify hybrid, plug-in hybrid, or EVs. This consideration brings
new opportunities to conduct more realistic electrical studies with specific
data corresponding to these technologies.

California Vehicle Survey

The survey conducted by the California Energy Commission from 2015 to
2017 for the residential and commercial light-duty vehicle sector collected a
dataset of 3614 residential responses (including 315 EV owners) and 1712
commercial responses (including 285 EVs). According to the results reported
by Mark et al. (2018), the charging behaviour is similar among residential
and commercial EV owners; however, a more significant percentage of com-
mercial PHEV owners recharge their PHEVs at work, as compared to the
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residential PHEV owners. The residential EVs data of this survey was used
to develop a more in-depth statistical study (Cortés et al., 2019). In this
study, a methodology dependent on the Poisson process and the Monte Carlo
method was proposed to generate a random series of aggregated charging
profiles, which can be used for conducting electrical network studies in case
of unavailability of real data. Additionally, this survey provides access to
spatial data (latitude and longitude) for conducting more detailed studies by
applying for approval to connect to the Transportation Secure Data Center
portal in (National Renewable Energy Laboratory, 2017).

UK National Travel Survey (NTS)

The National Travel Survey is a compendium of statistical data from 2002
to 2017 of personal travel by residents of England travelling within Great
Britain. This survey gathers the results of the evaluated variables into a set
of tables in ten categories, such as the average distance travelled, number
of trips, start time of a journey, and the rural or urban location where the
vehicle was parked overnight. The last version dataset of the NTS is avail-
able in UK Department for Transport (2018). For instance, in Bishop et al.
(2013), the speed, distance travelled, and trip duration of the vehicles from
the 2010 NTS were analysed to perform a distribution which provides the
probability that a vehicle might be driven in any hour of the day. This eval-
uation allowed studying the battery degradation from the V2G technology
interactions to provide either bulk energy or ancillary services to the power
system.

Zurich vehicle trace

This synthetic dataset is based on the multi-agent microscopic traffic simu-
lator developed by the Swiss Federal Institute of Technology (ETH Zurich),
which contains a detailed simulation of the Canton of Zurich in a 65000 km2

area, covering 24 h information of 260000 different ICE vehicles. In Kuran
et al. (2015), the vehicle arrival and departure patterns of the top five places
of the database was analysed, related to the number of visits during the day,
with the aim of developing an intelligent schedule to charge the EVs in a
parking lot.
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Table 3.1: Comparison overview of mobility databases

Description
Source type

Geographical data
Data type

EV included PHEV included
Availability

Survey Real measure-
ments

Mobility
data

Charging
power data

Open source Request by
form

Confidential

2017 NHTS
√

- -
√

-
√ √ √

- -
California Vehicle Survey

√
-

√
*

√ √ √ √ √
- -

UK National Travel Survey
√

- -
√

- - -
√

- -
Zurich vehicle trace

√
-

√ √
- - - -

√
-

Canadian Vehicle Use Study
√

-
√ √

- - - - -
√

Pecan Street Inc. -
√

- -
√ √ √

-
√

-
ElaadNL -

√ √
** -

√ √ √
-

√
-

My Electric Avenue -
√

- -
√ √

-
√

- -
Surveys made by researchers

√ √
-

√ √ √ √ √ √
-

* Upon request
** Charging stations location
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Canadian Vehicle Use Study

The Canadian Vehicle Use Study is a survey conducted by Transport Canada
in alliance with Environment Canada, Natural Resources Canada and dif-
ferent provinces (Allie, 2014). Various driving data from light, medium and
heavy vehicles are collected from an onboard data-logger on the vehicle,
which also records the trip purpose. These are only available by request
to Transport Canada because of the sampled data amount. For instance,
Shokrzadeh et al. (2017) performed driving data processing of 2840 vehicles
from the Ontario province. This analysis defined the travelled distance and
parking characteristics of vehicles to assess the MV/LV transformers over-
loading reduction by certain penetration level and by implementing V2G
technology.

Pecan Street Inc.

The Pecan Street Smart Grid Demonstration Project is a program launched
in 2009 in Austin, Texas that provides an experimental measuring platform
of electricity, gas, and water in 1115 residential and commercial properties,
including 250 solar homes and 65 EV owners. The household consumption,
EV charging demand, and PV generation are measured with a resolution
ranging from 1 s to 1 min to be sent to an off-site database (PostgreSQL),
which is accessible through the pgAdmin platform. It is possible to down-
load all related data by filling a form in (Pecan Street Inc., 2019) as an
academic user, whereas commercial users have access to only specific data.
For instance, based on the vehicle trip data of the NHTS conducted in 2009,
Harris and Webber (2014) used the Monte Carlo approach to simulate the
charging demand of 10000 EVs, thereby validating the outcomes through
the Pecan Street database.

ElaadNL

The ElaadNL is a Dutch research centre specialised in smart charging in-
frastructure and its interoperability with the grid, whose database contains
nearly one million records about the usage of charging stations installed in
the Netherlands. The EV charging data is available upon request only for
research purposes. Flammini et al. (2019) developed a statistical character-
isation of these energy transactions historical data of 1750 public charging
stations (three phase @ 12 kW) to evaluate the EV usage in terms of con-
nected, charging, and idle times, from January 2012 to March 2016. A
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clustering analysis by seasons of the EVs arrival and departure time was
performed by Sadeghianpourhamami et al. (2018), which also focused on
evaluating the EV flexibility exploitation by load balancing and flattening.

My Electric Avenue

My Electric Avenue is a project conducted from 2013 to 2015 in the UK to
understand the effect of EVs aggregation on LV feeders, by testing a demand
control technology named Esprit, to reduce network overload. More than
76000 charging events were recorded for a year since December 2013 for 220
Nissan Leaf spread across the UK. For each EV charging event, the onboard
monitoring system registered the start and end times, as well as the initial
and final SOCs. Additionally, the distance, trip time, and power consump-
tion of each EV travel were also recorded. The data is available for down-
loading only by filling a simple form in (EA Technology and Scottish and
Southern Electricity Networks Limited, 2015). Quiros-Tortos et al. (2015)
conducted a statistical study of the gathered data to assess the EVs charging
behaviour, generating stochastic charging profiles to be used in smart-grid
studies. Furthermore, it was observed that approximately 70% of the EVs
are charged once per day, and more than 65% of those vehicles are charged
until the battery full capacity is reached. It was observed that charging
more likely occurred before and after work during weekdays, whereas it was
more likely to occur between 10 am and 6 pm during weekends. Further, in
Quirós-Tortós et al. (2016), the same authors developed a centralised con-
trol algorithm based on the obtained data to manage EVs charging points,
thereby mitigating thermal and voltage issues in LV networks.

Surveys by researchers

Some researchers (El-Zonkoly, 2014, El-Zonkoly and Dos Santos Coelho,
2015, Moradijoz et al., 2013, Sortomme et al., 2011) assumed certain pen-
etration levels of EVs arbitrarily (such as 10%, 20%, 50%, and 100%) or
according to the charging power level and node power capacity where they
connect. Especially, Akhavan-Rezai et al. (2015) assumed a penetration level
of 21% according to the thermal limits of the feeders; however, they made
use of the Toronto Parking Authority vehicle dataset. Other researchers
consider a specific number of available parking spaces for such vehicles as
in Amini and Islam (2014), Battistelli et al. (2012) and Fazelpour et al.
(2014) to test the developed algorithms. In Pashajavid and Golkar (2012)
and Honarmand et al. (2014b) and Honarmand et al. (2014a), a survey was
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conducted in Tehran city in some parking lots to obtain the daily travelled
distance, and arrival and departure times from a set of ICE vehicle own-
ers during weekdays to evaluate how to integrate the EVs into the network.
Similarly, Rahbari et al. (2017) presented a survey with 300 EVs assessing
the arrival and departure times, along with the initial SOC. This dataset is
available to download as supplementary material from the referenced article.

A dataset with hourly records, for the year 2014, of the number of ar-
rivals and departures from the commuter parking lot in the train station
Pragal in Almada city, Portugal was presented by Figueiredo et al. (2017).
Similarly, in Guner and Ozdemir (2017), the arrival and departure time
records of a representative set of ICE vehicles in a parking lot was provided
by the Istanbul Car Parking Corporation (ISPARK) to perform the statis-
tical analysis of the data, using the results to evaluate the storage capacity
of an EV parking lot model. Moreover, in Muratori (2017), there are two
data files available to download with a 10 min resolution of 348 residential
EVs related to charging Levels 1 and 2, which are linked to 200 households
randomly selected from the 2009 Residential Energy Consumption Survey.
The vehicle fleet consisted of 60% EVs with 321.8 km range and 40% PHEVs
with 64.4 km AER.

3.2.2 Statistical model of EV aggregation

In this section, a methodology that allows generating a random series of
aggregated charging profiles of EVs is proposed. The purpose is to provide
an alternative solution to create initial input information in case of EV-real
data are not available to analyse different network operational conditions.
In this case, the Poisson process was used to formulate the aggregated power
demand for a particular set of vehicles. The Monte Carlo method is used
to statistically analyse the generated set of aggregated charging profiles of
EVs. The proposed formulation works as a probabilistic evaluation tool that
can be used by the DSO or any stakeholder in the operation and planning
analysis of the LV networks.

In practice, the arrival or departure time of a set of vehicles can be
described as a discrete stochastic process, where the number of events Nt

in a finite interval of length t with independent increments obeys to the
Poisson distribution. Thus, the parameter λt in Equation (3.14) represents
the times that the random event occurs per unit time, which determines the
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frequency of arrival or departure of EVs.

P{Nt = n} =
(λt)n

n!
· e−λt, n = 0, 1, 2, . . . (3.14)

The number of EVs that arrive (NEV
arr ) and depart (NEV

dep ) from home
with a rate λarr and λdep for each time interval ti is described by Equations
(3.15) and (3.16).

NEV
arr = Poisson (λarrti) (3.15)

NEV
dep = Poisson (λdepti) (3.16)

The aggregation of charging power (PEV
t ) at t1 is given by the charging

level (Pch), the charger efficiency (ηch), and the number of EVs connected to
the network, as given in Equation (3.17).

PEV
t1

= Pch · ηch · (NEV
arr (t1)−NEV

dep (t1)) (3.17)

In the subsequent time intervals, the load curve would vary proportion-
ally with the power demanded by the new connected vehicles and the re-
maining ones in ti−1, as in (3.18). However, if at some instant ti, the current
load is less than zero due to the randomness of the Poisson distribution
(NEV

dep (ti) > NEV
arr (ti)), the load and the number of EVs departing will be

updated as shown in Equation (3.19).

PEV
ti

= PEV
ti−1

+ Pch · ηch · (NEV
arr (ti)−NEV

dep (ti)) (3.18)

if PEV
ti

< 0 =⇒

N
EV
dep (ti) =

PEVti−1

Pch·ηch

PEV
ti

= Pch · ηch ·NEV
arr (ti)

(3.19)

Based on the above analysis, the Monte Carlo simulation is used to per-
form independent random experiments (Monte Carlo trials, nTr) to evaluate
how the aggregation of charging power is distributed employing the algo-
rithm depicted in Algorithm 1, which significant steps are introduced as
follows:

1. Obtain the required parameters from the available database of EVs

2. Define the charging power level, the efficiency, and the number of trials
to generate random samples using the Poisson distribution
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3. Compute the aggregation of load at t1 and consecutive time intervals
for the jth Monte Carlo evaluation

4. Verify that the charging power is greater than zero

5. Obtain the matrix PEV ∈ RNslots×n

Algorithm 1 Random charging profile of the EVs aggregation
1: Compute the number of time slots Nslots ← T/∆t
2: Compute λarr and λdep ∀ t ∈ Nslots
3: Define Pch, and ηch
4: Define the number of Monte Carlo trials (nTr)
5: PEV ∈ RNslots×n ← 0
6: for j ← 1, nTr do
7: Compute (3.14) to (3.16)
8: for i← 1, Nslots do
9: if i = 1 then
10: PEVti,j ← Compute (3.17)
11: else
12: PEVti,j ← Compute (3.18)
13: if PEVti,j < 0 then
14: Use (3.19)
15: end if
16: end if
17: end for
18: end for
19: return PEV ∈ RNslots×n

3.2.3 Data analysis and model evaluation

To assess the proposed formulation in Section 3.2.2, a statistical analysis was
carried out using the dataset of the residential PHEVs and EVs from the 2017
California Vehicle Survey (National Renewable Energy Laboratory, 2017).
Such analysis allowed to identify their commuting and charging patterns,
the number of connections by charging level and the charging frequency per
week. For example, in Figure 3.3, it can be observed that both the EVs
and the PHEVs mostly remain connected during the early morning until
5:00 hours and in the afternoon after 17:00 hours (related to the arrival and
departure rate per hour). However, in a lower percentage, some of these
vehicles remain connected at noon. In more detail, the data show that
57% of the times, the vehicle owners make use of two AC charging levels at
home, and only 26% of the time charge in a fast charging station in DC level
(Table 3.2), as presented in Figure 3.4.
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Table 3.2: Charging levels of EV/PHEV based on the SAE J1772 standard

Type Power range

Level 1: 120 V 1.2–2.0 kW
Level 2 (low): 240 V 2.8–3.8 kW
Level 2 (high): 240 V 6.0–15.0 kW
DC level 1: 200–450 VDC 36 kW

Figure 3.3: Number of EVs and PHEVs per hour

Figure 3.4: Using per charging level according to the analysed patterns of
EVs and PHEVs
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On the other hand, the box-plot in Figure 3.5 displays that the median of
the parking time for both EVs and PHEVs using the AC Level 1 is 6-h with
an inter-quartile range variation of 5-h, with a slight difference of 1-h for the
PHEVs. Besides, the median of the charging time of the EVs employing AC
Level 2 is lower than that of the PHEVs because the first ones charge at a
higher power level, as shown in Table 3.2. Higher charging times for the EVs
are also noted due to some unexpected trips (e.g., to hospital, police station,
and so on) or short non-regular journeys during the day (e.g., theatre, mall,
leisure, and so on).

Figure 3.5: Parking time statistics per charging level and vehicle type

Due to there are numerous EVs and PHEVs models available on the
market with different charging rates, and battery sizes, the owner ideally
will desire to have the vehicle battery fully charged by the time it departs
(range anxiety). Consequently, as atypical values, it was found that the
EVs perform up to four connections per day for both charging levels as seen
in Figure 3.6 (a) and (b), whereas the PHEVs display up to eight connec-
tions for the AC Level 1 and six for AC Level 2 as depicted in Figure 3.6
(c) and (d). Nevertheless, more frequently, both types of vehicles perform
two connections, no matter the charging level. Furthermore, the discrete
distribution which best fits the analysed data was the Poisson distribution
considering the criterion of the Negative Log-Likelihood (NLL). The red
curves in Figure 3.6 confirm the frequency of connection with a rate λ close
to 2 for both charging levels.

Figure 3.7 and Figure 3.8 show the relation found between the charging
frequency per week and the travelled distance for both the EVs and PHEVs.
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Both figures highlight that the commuting obeys the behaviour of a lognor-
mal distribution. The mean (µ) and standard deviation (σ) for both vehicle
types are shown in Table 3.3. Furthermore, most EVs owners charge daily,
and such frequency decreases as the days without charging increase for some
owners, especially for the PHEVs. It is also noted that most of the data are
concentrated in the range from 0 to 50 km with some outliers.

Figure 3.6: Histogram and probability density for the number of connections
per day at charging level 1 and 2 for the EVs; a) and b) and the PHEVs; c)
and d)
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Figure 3.7: Relationship between EVs charging frequency per week and com-
muting distance

Figure 3.8: Relationship between PHEVs charging frequency per week and
commuting distance
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Table 3.3: Parameters of the Lognormal distribution for the commuting
distance

Vehicle type µ σ

EV 2.831 1.016
PHEV 2.938 1.071

On the other hand, Tables 3.4 and 3.5 show that the battery sizes found
today in EVs and PHEVs vary considerably. For light-duty EVs and PHEVs,
the range is about 16–90 kWh and 6–20 kWh, respectively. It can also be
observed an average charging time of 8.3 h with a 3.7 kW onboard charger,
5.2 h and 4 h with a 7.2 kW and 11 kW off-board chargers, respectively.
The last charging time is influenced by the battery capacity of Tesla S. The
first charger corresponds to AC Level 1 and the other two to AC Level 2
of the standard SAE J1772 described in Mwasilu et al. (2014), Nunes et al.
(2016). The ECR is computed to compare the efficiency of several EVs and
PHEVs.

There are some commercial models of EVs and PHEVs, such as the Nis-
san Leaf (Chukwu and Mahajan, 2014), Tesla S (Paterakis and Gibescu,
2016), Mitsubishi i-MiEV (García-Villalobos et al., 2014), Chevrolet Volt
(Mozafar et al., 2017), or the Toyota Prius (Tulpule et al., 2013), which are
most frequently considered by researchers because of their evolution within
the market; this aspect is further discussed by Mahmoudzadeh Andwari
et al. (2017). Particularly, National Renewable Energy Laboratory (2017)
conducted a statistical study to determine the commuting behaviour of the
owners who have these vehicle types in the U.S. Based on these data, the in-
formation was classified to present the variation in travelled distance of users
with cars from different automakers, as shown in the box-plot of Figure 3.9.
For instance, the average commuting for Mercedes-Benz is 160 km with a
high inter-quartile range variation as compared to Tesla, which doubles its
electric range. It is also observed that most people perform a daily trip of
less than 50 km on an average. Moreover, some outliers appear that repre-
sent the passengers who travel to rural areas or between cities with various
vehicles, such as Tesla S, Ford Focus Electric, or Fiat 500e.

Moreover, the ECR for some EVs and PHEVs in the order of most effi-
cient to least is shown in Figures 3.10 and 3.11, respectively. Thus, among
the analysed vehicles, Mitsubishi i-MiEV and Hyundai IONIQ are some of
the most efficient cars in the market, whereas the Toyota RAV4 EV and
Cadillac ELR are the most energy consuming cars per trip.
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Table 3.4: EV specifications per automaker

Vehicle Year Battery capacity
[kWh]

All-electric range (AER)
[km]

Battery type Charging
time
[h@Pch]

Pmax [kW] ECR
[kW/km]

Nissan Leaf 2013 24 135 Li-ion
7.0 @ 3.3 kW

80 0.17784.0 @ 6.6 kW
Tesla S 2014 85 426.5 Li-ion 6.7 @ 11 kW* 270 0.1993
Honda Fit EV 2014 20 132 Li-ion 3.0 @ 6.6 kW 100 0.1515

Toyota RAV4 EV 2014 41.8 165.8 Li-ion
5.0 @ 9.6 kW

115 0.25216.5 @ 7.2 kW
12. @ 3.8 kW

Mitsubishi i-MiEV 2015 16 160 Li-ion 6.0 @ 3.8 kW 49 0.1

Mercedes-Benz B-Class electric 2015 28 200 Li-ion
7.5 @ 3.7 kW

132 0.144.7 @ 7.2 kW
2.5 @ 11 kW*

Kia Soul EV 2015 27 150 Li-ion 4.0 @ 6.6 kW 80.5 0.1679
Smart Cabrio 2016 17.6 145 Li-ion 6.0 @ 3.3 kW 55 0.1214
Volkswagen e-Golf 2016 24.2 133.6 Li-ion 4.0 @ 7.2 kW 85 0.1811

BMW i3 2016 27.2 200 Li-ion
2.7 @ 11 kW*

125 0.1363.7 @ 7.4 kW
7.5 @ 3.7 kW

Volkswagen e-Golf 2017 35.8 201 Li-ion 4.0 @ 7.2 kW 100 0.1781
Fiat 500e 2017 24 135 Li-ion 4.0 @ 7.2 kW 83 0.1778
Chevrolet Bolt EV 2017 60 383 Li-ion 9.3 @ 7.2 kW 150 0.1565
Ford Focus Electric 2018 33.5 185 Li-ion 5.5 @ 6.6 kW 107 0.1811
Nissan Leaf 2018 40 242 Li-ion 7.5 @ 6.6 kW 110 0.1653
Kia Soul EV 2018 30 178.7 Li-ion 5.2 @ 6.6 kW 81.4 0.1679
* Three-phase connection
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Table 3.5: PHEV specifications per automaker

Vehicle Year Battery capacity [kW] AER [km] Battery type Charging time [hours@Pch] Pmax [kW] ECR [kWh/kW]

BMW 330e 2015 7.6 40 Li-ion 2.0 @ 3.7 kW 65 0.19
Mercedes-Benz E 350e 2016 6.2 33 Li-ion 1.7 @ 3.7 kW 60 0.1878
Cadillac ELR 2016 17.1 60 Li-ion 5.0 @ 3.7 kW 160** 0.285
Chevrolet Volt 2016 18.4 85 Li-ion 4.5 @ 3.6 kW 111 0.2164

Toyota Prius Prime 2017 8.8 35.4 Li-ion 5.5 @ 1.6 kW 53 0.24862.5 @ 3.3 kW
Kia Optima PHEV EX 2017 9.8 46.7 Li-poly 2.5 @ 3.7 kW 50 0.2098
Audi A3 Sportback e-tron 2017 8.8 50 Li-ion 2.3 @ 3.7 kW 75 0.176
Hyundai IONIQ 2017 8.9 63 Li-ion 2.3 @ 3.7 kW 44 0.1413
Ford Fusion Hybrid SE 2018 7.6 32 Li-ion 2.5 @ 3.6 kW 88 0.2375
** Two motors, front-drive
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Figure 3.9: Statistical commuting distance analysis for different EV au-
tomakers computed from real data in the 2017 California Vehicle Survey

Figure 3.10: ECR computed for different EV brands registered in the 2017
California Vehicle Survey
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Figure 3.11: ECR computed for different PHEV brands registered in the
2017 California Vehicle Survey

From the analysed data, 367 vehicles as EVs were selected to model the
load aggregation based on those drivers who start charging immediately after
arriving at home and wait until they need to leave. From the total number
of vehicles, 191 are EVs charging at AC Level 1 with a Pch = 1.92 kW. The
other 176 users have installed an AC Level 2 charger with a Pch = 7.2 kW.
The number of Monte Carlo trials defined to the simulation to evidence the
data tendency was 10000.

The smoothing benefit arising from aggregation is of vital importance
to the DSO because the more uncorrelated the demand among consumers,
the more effective the overall smoothing (Freris and Infield, 2008). For that
reason, as a result of using Algorithm 1 for both charging levels, the data
evaluation was conducted by using a box-plot representation to show the
hourly variation of the EVs charging power. Hence, in Figure 3.12 and
Figure 3.14 it can be seen that the peak value of the median charging power
occurs in the early morning (300 kW; 870 kW) and the maximum observed
charging power take place at midnight (430 kW; 1260 kW). Besides, those
peak values may vary depending on the number of Monte Carlo evaluations.

Figure 3.13 and Figure 3.15 show an example of the data dispersion due
to the random assessment by the Monte Carlo method of the aggregated
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charging power for a given hour from each charging level. According to the
Central Limit Theorem, the sum of a large number of independent quanti-
ties tends to reach a Gaussian distribution, independent of the probability
distribution function of the individual measurements (Peacock et al., 2012).
This property confirms that the data distribution of Figure 3.13 fits a normal
distribution with a µ of 259 kW and σ of 25 kW along with some atypical
values out of the 95% of the confidence interval (CI). Nevertheless, because
of the correction effect in Algorithm 1 (in Line 14), where the foreseen power
must be within the interval [0,∞), the data presented in Figure 3.15 describe
an exponential distribution with µ = 85 kW.

Figure 3.12: Statistical behaviour for the aggregation of EV at Pch =
1.92 kW
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Figure 3.13: Aggregated random charging demand at 6:00 h by using the
AC Level 1

Figure 3.14: Statistical behaviour for the aggregation of EV at Pch = 7.2 kW
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Figure 3.15: Aggregated random charging demand at 13:00 h by using the
AC Level 2 (high)

3.3 EVs energy and power model

This section introduces a new EV model based on the lower and upper power
and energy boundaries of the EV battery, which is later aggregated to be
managed by a particular aggregator k. This approach considers as main
input parameters the EV arrival/departure time, the energy characteristics
of the battery and the energy requirements of the users. The V2G capability
is not considered, although it can be included by introducing the discharging
power and by modifying the lower limit of the battery.

The batteries of the jth EV under aggregator k are evaluated as a black
box. This means that the charging efficiency of the batteries does not de-
pend on the charge power P ch

k,j, which can take any positive value within
a certain range of nominal battery performance. Therefore, this approach
simplifies the model by only considering the energy and power of the battery
as input parameters in comparison with the nonlinear representation used
by Hajforoosh et al. (2016), which considers charging efficiency as significant
dependant on the charging rate due to the internal battery resistance.

In order to quantify the desired energy level of an EV’s battery (eobjk,j )
when it is connected, first, it is necessary to compute another set of energy
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levels such as the arrival energy state and the rated capacity of the battery.
Thus, the arrival energy level (earrk,j ) of the jth EV under aggregator k is
determined based on its maximum battery capacity (eBmaxk,j ), which is derived
from the maximum state-of-charge (SOCmax) and the rated battery capacity
(BCk,j) in kWh from (3.20), as well as the energy consumption rate (ECRk,j)
and the daily travelled distance (dk,j) in km, as given in (3.21).

eBmaxk,j = SOCmax ·BCk,j (3.20)

earrk,j = eBmax
k,j − ECRk,j · dk,j (3.21)

Based on the arrival energy level, the desired energy level of the battery
(eobjk,j ) and the required energy level (ereqk,j ) can be obtained by Equations
(3.22) and (3.23).

eobjk,j = SOCobj ·BCk,j (3.22)

ereqk,j =
eobjk,j − earrk,j

ηch
(3.23)

where ηch is the charger efficiency and SOCobj is the desired state-of-
charge. The latter can be set by the owner to a specific value lower than
or equal to the SOCmax. Additionally, the minimum energy level of the jth
EV’s battery (eBmink,j ) in (3.24) is used to verify that initial levels of earrk,j and
eobjk,j are feasible to be assessed. This is calculated iteratively for each EV
throughout an embedded For-While loop, according to Algorithm 2. Note
that for a real application of the proposed method, earrk,j can be directly ob-
tained from the energy management system (EMS) of the EVs when they
are connected. Therefore, it is not necessary to consider both the Equa-
tion (3.21) and the Algorithm 2. However, for energy planning studies, the
whole method should be followed, as stated in this thesis.

eBmink,j = SOCmin ·BCk,j (3.24)

Algorithm 2 Correction of the energy levels per EV based on the samples
of driven distance
1: for k ← 1, K do
2: for j ← 1, NEV

k do
3: while (earrk,j > eobjk,j or e

arr
k,j < eBmink,j ) do

4: Generate a new value of dk,j, then calculate again earrk,j and ereqk,j
5: as stated in (3.21) and (3.23)
6: end while
7: end for
8: end for
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By considering the charger efficiency within the required energy level
in Equation (3.23), the expected parking time (tpk,j) of the jth EV under
aggregator k in Equation (3.25) is obtained based on the maximum charging
power at the AC side of the charger (pmax

ch ). Note that the power level may
vary due to the type of connection (single- or three-phase) and the charging
standard (Cortés et al., 2019), e.g., a three-phase charger with pmax

ch = 22 kW
and ηch = 0.92 will result in a pDC

ch = 20.24 kW. Besides, the number of
discrete-time intervals (tintk,j) for an EV j parked at home, considering a time
step ts and an interval length ∆t = ts/60 min, are defined by Equation
(3.26).

tpk,j =

⌈
ereqk,j
pmaxch

⌉
(3.25)

tintk,j =
tpk,j
∆t

(3.26)

Therefore, the expected disconnection time (tdisk,j) for vehicle j under the
kth aggregator is determined by Equation (3.27), as the summation of its
arrival time (tarrk,j ) and parking time (tpk,j).

tdisk,j = tarrk,j + tpk,j (3.27)

As it was discussed in Section 3.2, the arrival/departure time and the
daily travelled distance of the EVs are all uncertain. However, these vari-
ables follow known probability distributions whose parameters can be pre-
dicted based on historical records. Table 3.6 summarises the use of different
probability distributions by several authors to model the mobility/parking
patterns of EVs. It is observed that the Gaussian and the Truncated Gaus-
sian distributions are commonly used to model the arrival/departure time of
vehicles, whereas the log-normal distribution is mostly employed to model
the daily distance. Although some authors utilise a particular probability
distribution to define the parking time of every vehicle, it is often determined
based on arrival and departure time of the EV.

3.3.1 Energy and power boundaries of EVs

Under the control of an aggregator k, an EV j with a scheduled parking
time has flexible charging capacity through its energy and power boundaries,
which define a possible set of charging paths (Van Roy et al., 2014). Thereby,
the upper energy boundary (eupperk,j ) obeys to an immediate charging process
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Table 3.6: Commonly used probability distributions to describe the be-
haviour of the EVs

Ref. Time of arrival Time of departure Travelled distance Parking time

(Hung et al., 2016) Gaussian Log-normal
(Yazdani-Damavandi et al., 2016) Log-normal
(Jhala et al., 2017) Exponential Gamma
(Alhazmi et al., 2017) Log-normal
(Shafie-Khah et al., 2016) Truncated Gaussian Truncated Gaussian
(Zhang and Li, 2015) Poisson Poisson
(Kazemi et al., 2016) Gaussian Gaussian Log-normal
(Aghaebrahimi et al., 2014) Truncated Gaussian Truncated Gaussian Truncated Gaussian Truncated Gaussian
(Mohamed et al., 2014) Gaussian Gaussian
(Guner and Ozdemir, 2017) Weibull Weibull

Gaussian Gaussian
Exponential

(Eldeeb et al., 2018) Truncated Gaussian Truncated Gaussian

up to reach the desired energy level, which can be lower than or equal to
the maximum battery capacity. In contrast, the lower energy boundary
(elowerk,j ) represents the curve with the maximum time delay (tdelayk,j ) of the
charging process. Conversely, the power boundaries (p

upper/lower
k,j ) refer to

the instantaneous rated charging and discharging power at each time slot
while the EV remains connected.

Based on tarrk,j and tdisk,j , the energy boundaries for vehicle j under the kth
aggregator are determined using the proposed recursive discrete-time equa-
tions in (3.28) to (3.30). In this model, the upper energy limit is quantified
starting from the arrival energy level of the jth EV under aggregator k up
to the number of intervals of the evaluation period (Nslots), i.e., it goes from
a present state up to a future one. Conversely, the lower energy boundary
is computed from the required energy level of the EV j under the kth ag-
gregator up to zero, i.e., it goes from a future condition up to a present one.
These expressions ensure that the EV charging follows a bounded trajectory
in order to provide flexibility, helping to the operation of the network and
other distributed resources.

eupperk,j (tarrk,j + t) = min{eupperk,j (tarrk,j + t− 1) + pmaxch · ηch ·∆t, e
req
k,j },

∀k ∈ K, ∀j ∈ NEV
k , t = 0, . . . , Nslots − tarrk,j (3.28)

elowerk,j (tdisk,j + t) = ereqk,j , ∀k ∈ K, ∀j ∈ NEV
k , t = tdisk,j , . . . , Nslots − tdisk,j (3.29)

elowerk,j (tdisk,j − t) = max{elowerk,j (tdisk,j − t+ 1)− pmaxch · ηch ·∆t, 0}
∀k ∈ K, ∀j ∈ NEV

k , t = 1, . . . , tdismaxk − t
arr
k,j (3.30)

In detail, Equation (3.28) ensures that the upper energy state of the EV
j in later periods (tarrk,j + t) could only be at most Pmax

ch · ηch ·∆t greater than
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the energy remaining from the previous period (tarrk,j + t − 1). Moreover, it
should also be no larger than the required energy level. Equations (3.29) and
(3.30) foresee that the lower energy state of each EV at time tdisk,j must match
with the required energy level and in previous periods (tdisk,j − t) could be at
most Pmax

ch · ηch ·∆t lower than its value at (tarrk,j + t− 1) but cannot be lower
than zero. Figure 3.16 exemplifies the energy boundaries of an EV j under
aggregator k, which energy level would follow an optimal charging trajectory
up to reach either the required energy state or the difference between the
maximum and minimum energy level of the battery. This depends on the
defined set-point for the objective energy level (eobjk,j ).

tarrk,j tdisk,jtdelayk,j

ereqk,j

eBmaxk,j − eBmink,j

0

eupperk,j elowerk,j

Optimal path

Figure 3.16: Energy boundaries of a scheduled EV under aggregator k

The same approach can be applied from the aggregator perspective. For
example, for a unique aggregator, Equations (3.28)–(3.30) can be rewritten
based on the arrival- and -objective energy level of every EV j (Equations
(3.32) to (3.34)) in order to know how its charging trajectory evolves between
these two energy states.

eupperj (t) = elowerj (t) = earrj ∀j ∈ NEV , t = 0, . . . , tarrj + 1 (3.31)

eupperj (tarrj + t) = min{eupperj (tarrj + t− 1) + pmaxch · ηch ·∆t, e
obj
j }

∀j ∈ NEV , t = 1, . . . , Nslots − tarrj (3.32)

elowerj (tdisj + t) = eobjj ∀j ∈ NEV , t = tdisj , . . . , Nslots − tdisj (3.33)
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elowerj (tdisj − t) = max{elowerj (tdisj − t+ 1)− pmaxch · ηch ·∆t, earrj }
∀j ∈ NEV , t = 1, . . . , tintj + 1 (3.34)

Equation (3.31) constraints the energy state of an EV before its connec-
tion to its arrival energy level for both the upper and lower energy bound-
aries, as the energy state previous to this event is unknown for the aggrega-
tor. As in (3.28), Equation (3.32) seeks to define the upper energy boundary
of an EV j, but in this case, the higher limit is no longer ereqj but eobjj . A
similar change in energy limits occurs in Equation (3.33). In both Equa-
tions (3.30) and (3.34) the lower energy boundary of an EV j is defined,
but in the latter, the nether limit is set by earrj instead of zero. Figure 3.17
exemplifies the optimal charging trajectory of an EV j between its energy
boundaries, either starting from a) earrj ≥ eBminj or b) earrj = eBminj up to
reach the objective energy state as long as the set-point does not change.

arr
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dis
jt

delay
jt

obj
je

Bmax
je

Bmin
je

upper
je

lower
je

Optimal path

a) b)

arr
jt

dis
jt

delay
jt

obj
je

arr
je

Bmax
je

Bmin
je

upper
je

lower
je

Optimal path

Figure 3.17: Energy boundaries of a scheduled EV under a single aggregator
for a) earrj ≥ eBminj or b) earrj = eBminj

As the maximum charging power of a vehicle depends on the rated power
of its charger, its upper power boundary (pupperk,j ) in time slot t is defined by
Equation (3.35). Notice that the maximum discharging power (pmaxdch ) of
vehicle j is set to zero because of the V2G capability is not considered.
Hence, its lower power boundary (plowerk,j ) is also zero. However, if such
capability is available, plowerk,j can be computed by Equation (3.36).
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pupperk,j (t) =

{
pmaxch · ηch, t = tarrk,j , . . . , t

dis
k,j

0 otherwise
∀k ∈ K, ∀j ∈ NEV

k (3.35)

plowerk,j (t) =

{
pmaxdch

ηch
, t = tarrk,j , . . . , t

dis
k,j

0 otherwise
∀k ∈ K, ∀j ∈ NEV

k (3.36)

where (ηch) is the efficiency of the discharging process.

3.3.2 Aggregation model of EVs

The flexibility of a sizeable fleet of EVs is defined by aggregating the flexi-
bility of each vehicle j under aggregator k. Therefore, the total energy- and
-power boundaries of the kth aggregator are given by Equations (3.37) and
(3.38). Once the aggregator has gathered this information, it is sent to the
DSO to optimise the aggregated charging pattern without concerning of the
charging requirements of each EV. This avoids disclosing private information
of the aggregator’s customers with the DSO. An example of the aggregation
of individual flexibility of EVs is shown in Figure 3.18. In Figure 3.18a), the
dashed line between Eupper

k and Elower
k depicts a possible charging trajectory

of the EV fleet, whereas in Figure 3.18b), the solid line between P upper
k and

P lower
k represents the above trajectory in terms of charging power.

E
upper/lower
k (t) =

∑
j∈NEV

k

e
upper/lower
k,j (t), ∀k ∈ K, t = 0, . . . , Nslots (3.37)

P
upper/lower
k (t) =

∑
j∈NEV

k

p
upper/lower
k,j (t), ∀k ∈ K, t = 0, . . . , Nslots (3.38)
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Figure 3.18: Aggregation of the flexibility of a fleet of EVs under aggregator
k. a) energy boundaries, b) power boundaries
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Chapter 4

Modelling of the LV network for
integrating EVs and PVs

4.1 LV network model

Modern LV networks face a high presence of electric vehicles and renewable
energy, motivated by the increasing concern about air quality and oil depen-
dency. This trend is expected to continue in the coming years. Despite the
clear advantages from the environmental point of view, these technologies
present new challenges for their massive integration in the grid that require
to be addressed with new operation methods, e.g., for optimising the charg-
ing of EVs and PV power generation. However, as a first instance, it is
necessary to know in good detail the network in which all these devices will
be integrated.

Hence, for understanding the characteristics, behaviour, and future needs
of the LV distribution networks, it is necessary to account for a reference
network model that can be used as a representation for actual grids to anal-
yse their capability to host new technologies such as EVs or PVs. This would
allow proposing new strategies to increase the penetration level of such tech-
nologies, minimising the impact on LV networks. The distribution network
modelling can be done with different levels of detail depending on the goal
to be achieved, e.g., voltage regulation, loading levels, short-circuit analy-
sis, time-domain simulations, etc. In general, DSOs do not develop network
models at secondary voltage level mainly because of the conventional passive
nature of LV circuits and the assumption that demand (size and behaviour)
does not change suddenly over the time (Espinosa and Ochoa, 2015).
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In the literature, most of the benchmark networks are three-phase and
balanced, especially for high voltage (HV) and medium voltage (MV) levels.
The IEEE test feeders (Kersting, 2001) are the most common topologies
used by researchers to test the performance of their algorithms. Other sets
of reference networks were also released by CIGRE (Strunz et al., 2014),
Pacific Northwest National Laboratory (PNNL) (Schneider et al., 2008), and
Texas A&M University (2020). Note that all of these feeders represent U.S.
networks. Some other networks in Mateo et al. (2018), Strbac and McDonald
(2015), Strunz et al. (2014) represent typical European transmission and
distribution systems.

However, it is much harder to find reference networks at the LV level
which include the unbalanced nature of the loads based on their demand
patterns. To surpass this limitation, especially related to confidentiality and
intellectual property, some academic institutions have released LV networks
which are based on real data for mimicking portions of the European dis-
tribution system. Mateo et al. (2018) have built several representative LV
networks based on real technical data provided by 79 large European DSOs.
Additionally, in Electriciy North West (2019), Espinosa and Ochoa (2015),
there is available a comprehensive 25 set of LV networks with a series of real
LV feeders in the UK to be used in quasi-dynamic state simulations. From
the latter, the IEEE European Low Voltage Test Feeder was included as a
reference circuit in IEEE Test Feeder Working Group (2020).

In this research, in order to obtain a good balance between simplicity
and exactness in modelling the LV network, two feeders have been extracted
from one of the LV networks in (Electriciy North West, 2019) to investi-
gate the applicability of the coordination schemes proposed in Chapter 5.
These radial distribution feeders supply power to 55 and 75 single-phase
households unevenly distributed per phase through 1.431 km and 2.569 km
of cables, respectively. The unbalanced condition in both feeders is mainly
given by the loads connected to phase a, as summarised in Table 4.1. Feed-
ers are connected to an 11 kV medium-voltage network through an 800 kVA
distribution transformer with a delta/grounded-wye connection. The rated
phase-to-phase voltage at the secondary is 400 V ±10%. It is assumed
that the cross-section of the neutral conductor equals to phase conductor
for both the three- and single-phase service cables. The one-line diagram of
the feeders is shown in Figure 4.1. These feeders were modelled, firstly, in
PowerFactory using DGS (DIgSILENT interface for GIS and SCADA), and
then employing Python. The latter was used to test a linear approximation
of the power flow on the complex plane, which is discussed in Section 5.8.
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Table 4.1: Number of households connected per phase

Number of Households
per Feeder

1 2

Phase a 21 28
Phase b 19 26
Phase c 15 21

Total 55 75

The load curve for each household was obtained from a pool of 100 load
profiles given in Electriciy North West (2019), Espinosa and Ochoa (2015),
which were assigned in ascending order to each home. These time series
reproduce real patterns of domestic power consumption for a day with a
time resolution of one minute. However, in this thesis, load profiles are
subsequently downsampled to a time series with a 10-minute time step. The
loads are modelled as constant power (P ) with a lagging power factor of
0.95.

Figure 4.1: LV network diagram
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4.2 LV network analysis

The load flow analysis is a relevant tool for the planning and design of
electric power systems, as it helps to assess the network under different
operating conditions. In the literature, there are several well-known meth-
ods to perform this task in transmission systems, such as Newton-Raphson,
Fast Decoupled and DC power flow, while the Backward/Forward Sweep
(Eminoglu and Hocaoglu, 2008, Sarmiento et al., 2019) is one of the most
extensively employed methods for distribution systems. The application of
these methods is highly dependent on the physical and electrical characteris-
tics of the network. For example, distribution systems differ from the trans-
mission systems by displaying higher R/X ratios, shorter line lengths, mixed
underground-overhead line sections, an extensive number of branches and
nodes, phase unbalances, and usually radial arrangement and unique point
of supply. Due to the complexity of the distribution systems, a balanced
case is usually considered to perform different analysis on network planning
studies considering the non-convex and nonlinear nature of the conventional
power flow. As most of these studies are carried out in a steady state of the
network, the computation time is not a relevant factor. However, when it
comes to a quasi-dynamic analysis, where optimising in several time steps is
required, the computational burden and robustness become binding factors.
Thus, the use of the sensitivity coefficients of the network and the lineariza-
tion of the power flow equations are introduced in this thesis as analysis
tools to assess the optimal status of the LV network and the integration of
distributed resources.

4.2.1 Load flow linearization

The linearization of the power flow equations is an effective approach for
simplifying and speeding up the calculation of the control, operation, and
optimisation of the power system. Particularly, to assess the optimal state
of the power system, the Optimal Power Flow (OPF) approach is one of
the most practically relevant and well-researched subfields of constrained
nonlinear optimisation because it seeks to optimise the operation of the
power system subject to the power flow constraints and other operational
restrictions (e.g., limits on switching equipment, voltage and currents limits,
transmission stability and minimum output power of generators). A detailed
introduction to the OPF problem from the operations research perspective
can be read in Frank and Rebennack (2016). As the power flow equations
are nonlinear and non-convex, this type of optimisation problems are in gen-
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eral much harder to solve, and therefore, global solution and convergence are
not guaranteed in those models. However, diverse convex approximations
have been proposed in the literature to deal with this problem. For ex-
ample, Garces (2016b) presents a convex quadratic approximation for the
solution of the OPF in power distribution systems which is based on the lin-
ear formulation developed in Garces (2016a). Other analytical approaches
are presented in Farivar and Low (2013), and Franco et al. (2018).

As the study of the power flow equations requires the use of a gen-
eral theory for functions of several complex variables, Wirtinger calculus 1

(Bouboulis, 2010, Fischer, 2005) emerges as a suitable alternative in this as-
pect for calculating linearisations in non-analytical complex functions (i.e.,
when these do not fulfil the Cauchy-Riemann conditions) such as power flow
equations. For instance, Dzafic et al. (2019) and Sarmiento et al. (2019)
used this approach to expand the power flow equations in terms of the pha-
sor voltages and their conjugates to be implemented in the Newton-Raphson
algorithm. This means that the complex-valued formulation is solved with-
out the need to split it into two real-valued equations. A similar approach
is employed by Jabr et al. (2018) to analyse microgrids operating in is-
land mode, with the difference that the proposed method does not require
computing and factorising the Jacobian matrix at every iteration. On the
contrary, Ramirez et al. (2019) present a linear formulation of the power
flow, also using the Wirtinger calculus, for grid-connected microgrids and
unbalanced distribution networks without imposing constraints related to
radiality or X/R ratio. This method can be computed either in real or in
per-unit values. Given that the latter approach guarantees an affine separa-
tion between voltages and powers, a modification of the power balance has
been introduced in this thesis to be employed in an OPF model, which will
be further discussed in Chapter 5.

For explaining this approach, first, let us consider a three-phase distri-
bution system modelled by means of the nodal admittance matrix (Ybus),
where all the nodes are ordered according to the phase of the system, as
shown in Equation (4.1).

1See Appendix D for a brief introduction.
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
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IbN
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·
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N
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0

Vb
N
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0
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N


(4.1)

However, this equation can be rewritten in a more compact form by
grouping the phases, as shown in Equation (4.2).(

Iabc0

IabcN

)
=

(
Yabc

00 Yabc
0N

Yabc
N0 Yabc

NN

)
·

(
Vabc

0

Vabc
N

)
(4.2)

where 0 represents the slack node (substation) and N = {1, 2, . . . n}
are the remaining nodes, i.e., those single-, bi-, or three-phase nodes that
physically exist in the network. Hence, N will be less than the number of
three-phase lines 3× L. As the voltage at the substation is a priori known,
serving as a reference, the nodal angle of the phases takes values in the set
{0,−2π/3, 2π/3} for wye connected loads. Hence, the three-phase voltages
can be expressed in a complex exponential form according to Equation (4.3).

V0 = Vabc
0 ◦

 1
e−j2π/3

ej2π/3

 (4.3)

where (◦) is the Hadamard2 product or element-wise product.

Once the three-phase voltage at the slack node has been defined, a new
vector VT is generated by employing the Kronecker3 product V0 ⊗ 1, where

2The Hadamard product is an operator that takes two matrices (or vectors) of equal
dimension and generates a new matrix (or vector) by multiplying them term by term.
This means that if A = (aij) ∈ RN×M and B = (bij) ∈ RN×M then C = A ◦ B =
(aij · bij) ∈ RN×M . In Python, the Hadamard product is obtained by the * command,
so the methodology’s implementation is straightforward. An important property is that
this product is associative, distributive and commutative.

3The Kronecker product is an operation on two matrices (or vectors) of arbitrary size
resulting in a block matrix. This means that if A is an M ×N matrix and B is a P ×Q
matrix, then the Kronecker product A ⊗ B is the PM × QN block matrix. In Python,
this operation can be carried out through the Numpy library, employing the command
np.kron(a,b).
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1 is a vector of ones of length equal to the total number of lines L. Later,
the resultant vector is indexed by N in order to obtain the voltage in all
existing network nodes, i.e., VN = VT (N).

In this sense, according to Ramirez Loaiza (2020), by applying theWirtinger
linearisation (see Appendix D) on the conventional power flow equation
(4.4), the approximated representation of the three-phase power flow in an
unbalanced LV network can be expressed by Equation (4.5).

S∗i =
3∑

n=1

V ∗i Yn,iVn +
N∑
j=1
j 6=i

V ∗i Yi,jVj (4.4)

S∗net = H · V ∗N +M · VN + J (4.5)

where ∗ represents the complex conjugate; H, M and J are constant
matrices defined as follows.

H = diag{YN0 · V0}+ diag{YNN · VN} (4.6)
M = diag{V ∗N} · YNN (4.7)
J = −diag{VN} · (YNN · V ∗N) (4.8)

where YNN is an N × N matrix composed of the set of admittances
that are not related to the slack node; however, YN0 does consider those
admittances in a N × 3 matrix, and VN are the resultant voltages after
solving the OPF model. To evaluate the model in per-unit values, matrices
YNN and YN0 must be multiplied by (Vnom/

√
3)2/Sbase, and therefore, the

net power must be divided by Sbase.

Additionally, the maximum voltage drop across the network can be de-
fined by Equation (4.9), where ‖·‖ represents the absolute-value norm or
Euclidean norm of the complex voltage. This equation defines a circular re-
gion in which the voltages are feasible. Therefore, the parameter δmax ∈ [0, 1]
is assigned based on the grid code of the DSO to operate the network. Since
this approximation is defined for a balanced case, the slack node’s angle
equals 0°. However, for the unbalanced three-phase case, the angular rota-
tion described before is required. Therefore, this constraint will be expanded
for the unbalanced case in Section 5.8.

‖V0 − VN‖ ≤ δmax (4.9)

The performance of the above linearisation is demonstrated by using
the LV network in Figure 4.1. First, an unbalanced three-phase analysis
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in steady-state was performed through PowerFactory. Then, by solving the
linear problem in Equation (4.5) by means of DOcplex in Python, differences
between the absolute value of voltages in PowerFactory and the Wirtinger
linearisation are depicted in the boxplot of Figure 4.2. Notice that the error’s
median is greater for phase a because this is the most loaded phase for both
feeders. Besides, it can be seen that the maximum error for both feeders was
less than 4.5 × 10−3 p.u. and 1.5 × 10−3 p.u., respectively, considering that
this a non-iterative method. Therefore, those error values can be considered
when a close-to-the-optimal solution is admissible.

Figure 4.2: Error derived between the unbalanced load flow in PF and the
linearisation using Wirtinger calculus

4.2.2 Sensitivity analysis

Sensitivity analyses in power systems allow assessing the impact on their
performance when varying one or a set of electrical parameters. This tool
is applied in both the planning and operation of power systems when it is
required to foresee the changes of specific variables (e.g., ∂V/∂P , ∂I/∂P ,
∂Ploss/∂P ) produced by variations in load and generation. In particular,
voltage sensitivity analysis is the base for solving different power system op-
timisation problems, such as voltage regulation, loss reduction, network ex-
pansion planning, and optimal placement of reactive sources, DERs, FACTS,
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and generators (Conti et al., 2010).

In the literature, there exist three main approaches to perform the volt-
age sensitivity analysis on an electrical system. The first method (Barcelo
and Lemmon, 1988) uses the submatrices of the inverse Jacobian Matrix
by employing the Newton-Raphson algorithm in the load flow computation.
The second approach (Christakou et al., 2013) is known as the perturb-and-
observe (P&O) method, which performs a small change to an input control
variable and registers the effect over the whole network. The third technique
(Gurram and Subramanyam, 1999) employs Tellegen’s theorem and the no-
tion of adjoint networks. This approach needs an initial load flow solution to
create a particular adjoint network to be solved and get the required sensitiv-
ities. All these methods have been widely employed for three-phase balanced
systems at high- and medium-voltage levels (Aghatehrani and Kavasseri,
2011, Tamp and Ciufo, 2014) and only in a few cases for unbalanced LV
networks (Di Fazio et al., 2018, Esmaili and Goldoust, 2015, Farahani, 2017,
O’Connell et al., 2014, Yan and Saha, 2012). According to Ni et al. (2018),
the methods mentioned before are based on local sensitivity analysis (LSA),
as these study how a single input affects the output while treating the other
inputs as deterministic values. This means that these techniques locally
estimate each sensitivity in the vicinity of a nominal value of the selected
input.

Additionally, the approach for getting the voltage sensitivity matrices
varies according to the network topology and voltage level. For instance,
Mendonca and Green (2019) proposed an active network management scheme
for the DERs installed in radial distribution networks based on the local com-
putation of the voltage sensitivities. Zhang et al. (2018b) presented a decen-
tralised control for HV networks to manage voltage rise problems in nodes
with distributed generation (DG) based on multiple power flow calculations
from planning data to produce a non-linear function representing the depen-
dencies between the voltage of a particular node and the power injections
from the DG. A three-phase balanced network was considered in both cases,
so those approaches are not suitable for LV networks due to their unbalanced
nature. In contrast, Richardson et al. (2012a) and O’Connell et al. (2014)
applied the voltage sensitivity coefficients in a centralised charging strategy
for electric vehicles in an unbalanced LV network, which were obtained by
employing the P&O method and the inverse Jacobian Matrix to obtain the
sensitivity of voltage, respectively. Besides, Sainz et al. (2020) developed an
algorithm based on the P&O method to assess different control strategies
over DERs installed in unbalanced LV networks using the voltage sensitivity
coefficients derived from the active and reactive power variations. Though
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voltages in LV networks are less sensitive to reactive power variations than
to active power changes, the authors outline that maximum absolute values
of voltage sensitivity due to reactive power variations do not occur in load
nodes of the same phase; these belong to load nodes from other phases. The
algorithm can be implemented in different power flow simulation software
as long as the modelling of unbalanced systems is supported. In addition,
Yan and Saha (2012) proposed a method to analyse the voltage sensitiv-
ity due to PV power variations in unbalanced networks with different line
configurations, phase sequences, and phase loading levels in order to define
a suitable network reconfiguration to solve the voltage problems. The au-
thors highlight that significant voltage variation may be observed for a more
asymmetrical line geometry with a higher R/X ratio. Moreover, the phase
physical positions also determine the voltage variation sensitivity.

Most of the works described above calculate the sensitivity coefficients
for a balanced case and considering the fact that commercial software pack-
ages like PowerFactory (‘DIgSILENT GmbH Germany, 2019) compute the
sensitivity values in terms of the sequence components for the unbalanced
case, which result in an impractical way to handle the information of the
network, in this thesis, a methodology to get the matrices of sensitivity coef-
ficients for unbalanced LV networks with DERs based on the P&O approach
is proposed. According to Di Fazio et al. (2018), high accuracy values of the
sensitivity coefficients can be obtained by performing the load flow calcu-
lation rather than measurements on the network, taking into account that
the computational efficiency decreases if many DERs have to be considered.
So, in this thesis, the calculation of the sensitivity coefficients is performed
by taking advantage of the embedded power flow tool in PowerFactory and
its ability to automate simulation-related tasks through Python (Python
Software Foundation, 2018).

Unbalanced three-phase load flows are used to generate the network sen-
sitivity coefficients, which will be subsequently used in the definition of net-
work constraints in Chapter 5. In order to get the sensitivity values due to
the addition of load and generation, a steady load of 1 kW is initially assigned
to each household, which is the maximum average demand from all power
profiles used. Then a load flow is solved to record the loading levels per phase
of lines and distribution transformers, as well as the voltage at each house-
hold. Subsequently, the load is increased to 2 kW at the first household, then
the load flow is executed again, and the new results from the specified points
on the network are stored. This data is then used to compute the sensitivities
of voltage and loading due to the addition of load. For example, the volt-
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age sensitivity is calculated as ∂V/∂P = (V new
i − V base

i )/(P new
Loadi

− P base
Loadi

)4,
where V base

i and V new
i represent the initial and new voltage level from the

load flow due to the change in the steady-state power at every load i. A
similar approach is considered for computing the loading sensitivities. To
reflect the addition of generation, the initial load changes to 0 kW. Volt-
age and loading sensitivities for the components of interest of the network
are obtained by means of the application of the same procedure. Note that
before varying a new household load, the previous one is restored to its orig-
inal power level. This routine is repeated for the whole set of households,
lines and distribution transformers to obtain the sensitivity coefficients of
the network. Full insight into the working principle of the methodology is
provided in Appendix B.

Figure 4.3 to Figure 4.5 show the sensitivity coefficients obtained for the
LV network in Figure 4.1 by employing the previous approach. Figure 4.3
shows how voltage drops rise as the distance from the substation increases,
concentrating on connections close to the location where a particular load
is modified. The diagonal elements ∂Vi/∂Pi of the matrix represent the
voltage variation at bus i due to a variation of active power at the same
point. The non-diagonal elements ∂Vh/∂Pi describe the voltage variation at
node h due to the variation in active power at busbar i. The magnitude of
voltage deviations ranges from −1.07 V/kW to 0.012 V/kW, and it is more
noticeable when the household is connected to the same phase as the point
of load variation. On the contrary, when the generation varies in the same
load node, the above sensitivity values become positive with a difference of
10−4 order of magnitude. Notice that high sensitivity means that even small
changes in active power cause large changes in the voltage magnitude. As
mentioned before, this effect can be observed at the load nodes located far
from the main transformer.

Due to the single-phase connection of the loads, it was found that increas-
ing the load in phase a causes the voltage sensitivities to become positive in
phase b and negative in phase c. When this is done in phase b, the sensitivi-
ties are positive in phase c and negative in phase a. Finally, when this occurs
in phase c, the sensitivities come to be positive in phase a and negative en
phase b. Note that this effect is opposite when generation is added, as shown
in Figure 4.4.

On the other hand, the sensitivity of the distribution transformer loading
depicted in Figure 4.5 is limited to each feeder phase at which the load is

4The sensitivities expressions for the loading level in lines and transformers can be
found in lines 22-26 from the algorithm in Appendix B.
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modified, i.e., all positive data. Note that the sensitivity values are opposite
when the generation is included in the same load node. Due to voltage
drops and losses along each feeder, a slight increase in power sensitivities
can be noted with increasing distance from the substation. The sensitivity
coefficients of each feeder are not presented because those are similar to the
above ones but including the effect between each other, which is 10−4 order
of magnitude.

Figure 4.3: Voltage sensitivity matrix due to the addition of load
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Figure 4.4: The effect on voltage sensitivity on different phases by a) adding
or b) decreasing load like a generator on a particular phase
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Figure 4.5: Loading sensitivities of the distribution transformer
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Chapter 5

New proposed smart charging
and PV power curtailment
methodology

5.1 Generalities and background

Drawbacks of the uncontrolled EVs charging process in LV networks have
been widely studied by several researchers like García-Villalobos et al. (2014),
Hajforoosh et al. (2016), Mwasilu et al. (2014), Richardson et al. (2012a).
All these studies conclude that this passive strategy causes significant volt-
age drops and overloads on LV feeders. Moreover, with an increasing level of
PV penetration in the distribution networks, reverse power flow and voltage
rise would also be expected (Alam et al., 2016). Therefore, these effects
can lead to an expensive investment and time-consuming tasks to reinforce
network capacity.

In order to deal with these problems, there would be a need to stimulate
the self-consumption of PV power for charging the EV battery when possible.
This means taking advantage of the correlation between both distributed
energy resources, which mainly depends on the driver’s mobility uses, the
PV power forecast and the implementation of an effective smart control
strategy. For instance, a user with several daily trips near to its household
could benefit from almost 70% of PV power generation during the charging
process, whereas a user with a long-range trip would take less advantage of
that power availability (Hoarau and Perez, 2018). Thereby, this highlights
the potential to further redistribute the EV charging process to better match
with PV power generation. Besides, this aspect is also influenced by the
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weather conditions, i.e., the EV owners will tend to charge their batteries
early on a sunny day, reducing the electric power demand at peak hours.
However, it is required to devise new controlled charging schemes that can be
implemented in a centralised, distributed or decentralised mode, as classified
by Antoniadou-Plytaria et al. (2017). Since centralised methods require full
network visibility and handling a significant amount of information to be
transmitted and processed, the decentralised and distributed schemes are
more attractive because they can be gradually implemented and use local
communications (García-Villalobos et al., 2014, Mendonca and Green, 2019).

In regard to new control strategies, multiple solutions for solving techni-
cal problems on distribution networks with EVs and PVs have been proposed
and assessed in the literature to provide to the DSO a set of practical alterna-
tives for solving network congestion with respect to the traditional network
reinforcement. Thus, different researchers like Esmaili and Goldoust (2015),
Farahani (2017), O’Connell et al. (2014), Richardson et al. (2012a,b) have
studied the use of network sensitivity coefficients to approximate the voltage,
loading level or both in unbalanced LV networks when adding new loads such
as EVs. As the use of the sensitivity coefficients allows linearizing the LV
network at a particular operation point, reducing the complexity of includ-
ing the power flow equations in the definition of the optimisation problem,
these studies have used them within different optimisation techniques (e.g.,
linear (Esmaili and Goldoust, 2015, Richardson et al., 2012a,b), nonlinear
(O’Connell et al., 2014) and heuristic (Farahani, 2017)) to coordinate in a
centralised manner the charging process of EVs. For example, in the work
described by Richardson et al. (2012b), the load level increase for both the
network’s transformer and lines due to power demanded by the EVs is eval-
uated based on their sensitivity coefficients expressed in kVA/kW. This
criterion is also used by Esmaili and Goldoust (2015) for assessing the load-
ing level on the distribution transformer. Likewise, in work carried out by
Richardson et al. (2012a), the load variation on the main cable is evaluated
by these sensitivities expressed in A/kW. However, it is worth mention-
ing that apparent power and current are complex values, and therefore, the
modulus is always positive. Hence, the way of expressing these sensitiv-
ities is valid only if load addition is considered (e.g., the EVs). Besides,
representing the sensitivities values in that form is no longer valid if the
power flow changes its direction because of excess intermittent renewable
electricity. This means that the reverse power flow in the network cannot
be computed through those magnitudes within the linearization. Hence, if
considering PV generation, the loading sensitivity coefficients for lines and
distribution transformers must be calculated in terms of the active power
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(i.e., kW/kW) to evidence the power flow direction.

On the other hand, in conjunction with the charging strategy for the
EVs, some authors include EV flexibility through their energy/power bound-
aries. Thus, Zhang et al. (2017) proposed an aggregate power- and energy-
boundary model for EVs with vehicle-to-grid capacity to provide power
reserve services to the grid. The model is included as a constraint in a
day-ahead scheduling problem formulated as a mixed-integer nonlinear pro-
gramming (MINLP) model. In work developed by Chen et al. (2017), an
energy-boundary model for V2G along with a charging power allocation al-
gorithm to offer power reserve services is introduced. Here, the upper and
lower energy boundaries of EVs are computed in real-time as a function of
the battery voltage, current, charging/discharging rate, and the state-of-
charge. As this model requires extensive information about the EV, for a
large number of EVs, it will be computationally more intense. Addition-
ally, other energy models are used only for charging EVs as part of different
charging strategies based on quadratic programming (QP) (Sundstrom and
Binding, 2012) and linear programming (LP) techniques (Sundstrom and
Binding, 2012, Xu et al., 2014, 2016). For example, in work described by
Sundstrom and Binding (2012), the upper and lower energy limits are ob-
tained by considering the electrical power demand during driving with the
maximum and minimum energy capacity of the battery, respectively. These
last two constants are also used by Zhang et al. (2017). Moreover, both au-
thors use of a nonlinear battery model to compute the initial energy of EVs
using an extensive set of parameters. In work performed by Xu et al. (2014)
and Xu et al. (2016) similar equations to compute the energy boundaries
of the EVs are used. Both studies define the arrival energy state as zero,
which then increases up to the required energy level of each EV. Besides,
these studies, excluding the one by Sundstrom and Binding (2012), do not
consider any network topology or related technical constraints.

In regard to the aggregators into the EV charging strategies, in Luo
et al. (2013), a two-stage optimisation model to identify the optimal charg-
ing states of EVs in a given day employing a MILP technique is proposed.
The first stage seeks to minimise the peak load with the EVs charging de-
mand, and in the second stage, the load fluctuation is minimised considering
the fixed value of peak load from the previous stage. The work presented in
Amamra and Marco (2019) proposed a control system through a nonlinear
programming (NLP) model to support the V2G operation of EV fleets in
the day-ahead scheduling. This approach allows the aggregator to provide
frequency and voltage regulation services to the grid while minimising the
EVs charging cost and the level of battery degradation. Based on the inverse
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optimisation technique, which directly tries to infer the information on how
the aggregators define their power consumption, the authors in (Xu et al.,
2018) developed an estimation method to obtain the energy requirements of
the aggregators via historical observations of price-consumption data. An-
other price-based mechanism is presented in (Hu et al., 2017a). Here, the
authors present a transactive control method based on a linear and quadratic
programming formulation to optimise the operational cost of EVs and power
losses of the LV network by considering power transformer congestion and
voltage violations.

Besides, other authors analyse the influence of the PVs on the LV net-
works, e.g., Ricciardi et al. (2019) employed an OPF approach based on a QP
formulation to minimise the PV power curtailment on the unbalanced LV
networks. In Su et al. (2014), an unbalanced three-phase case is also analysed
using a multiobjective OPF problem to minimise network losses and the cost
of PV power curtailment, as well as the improvement of voltage magnitude
and balance profiles. An optimal power threshold per aggregator to limit the
aggregated excess of PV energy injected into the LV network during periods
of high generation and low demand was formulated as a MILP model by
Cortés Borray et al. (2020). On the contrary, Marra et al. (2014) proposed
through a linear programming approach a common PV power threshold that
triggers the storage systems in the LV feeder in order to store the excess of
energy that could lead to overvoltage situations. This means that the output
power of PV inverters is not curtailed during high PV generation periods.
It is worth mentioning that the above-mentioned works set the limit of PV
power to be injected into the grid as a percentage value of the inverter rated
power. Nonetheless, this limit can also be expressed using a reference signal,
such as the voltage at the point of common coupling (PCC) (Ghosh et al.,
2017, Hashemi and Østergaard, 2017).

Nonetheless, the above-mentioned studies do not analyse in conjunction
the addition of PVs and EVs an aggregated manner to assess their impact
on the LV network. Only a few cases like Marra et al. (2013) analyse both
devices in a simple unbalanced LV network using the voltage sensitivity co-
efficients in a network constraint within a mixed-integer linear programming
(MILP) model that minimises the energy storage systems (ESSs) charging
power in EV stations for providing voltage support in those feeders with
PVs. The above-mentioned research works are summarised in Table 5.1.

Based on the above-mentioned, this chapter aims to fill the existing gap
in the literature by proposing a methodology that offers different approaches
to the DSO (according to the amount of available information) to optimise
the massive penetration of EVs and PVs into the LV networks using the
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aggregator as manager entity at feeder level.

5.2 Overview of the proposed methodology

Taking into account that most of the network services presented in Table 2.2
are usually provided at the transmission level, this thesis adds to the state-
of-the-art a new interaction schema among aggregators and the DSO to offer
the latter several grid services at low-voltage level, as shown in Figure 5.1.
Given the flexibility of DERs and the purpose of satisfying the grid technical
targets, the services provided by the aggregators can be divided into those
for load support and voltage management. These services, in turn, can also
be split into several functions. The provision of these services can be based
on a suitable division of the network by zones (i.e., a group of end-users
served by an electrical substation in a specific geographical location) with
their corresponding aggregators, which should operate their zone according
to the optimal load profile to derive signals provided by the DSO to the
EVs owners and other installed DERs. This scheme requires a sequential
communication link between the DSO and the aggregators to verify the
effectuated control actions.

To exemplify the interaction between the DSO and an aggregator k,
Figure 5.2 shows a detailed structure including PV inverters, EVs chargers,
demand profiles of the users, and the embedded control unit. The unit
with the embedded controller can manage and communicate with the power
inverters, chargers, and EVs’ battery management systems. Based on the
received information from these devices, the aggregator sends its needs to
the DSO, which optimises the aggregated loading profile for that aggregator,
also considering the operational constraints of the LV network. Afterwards,
the aggregator dictates the optimal power to each EV and PV. Note that
different optimisation techniques can be employed to achieve this task.

Based on the described framework, four models named f1, f2, f3 and
f4 were proposed into three different approaches when multiple aggregators
under a single DSO manage significant levels of EVs and PVs in the LV
networks. Model f1, which is part of the Individual-based approach, is
considered a coordination strategy operated in a decentralised manner at
the aggregator level. Model f2 is part of the Population-based approach
and is also considered a coordination strategy but operated in a centralised
manner at the DSO level.
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Table 5.1: Research works related to the analysis of EVs and PVs in unbalanced networks.

Ref. Drawbacks
Uncontrolled
EV Charging

EV
Charging Analysis

EV
Power and Energy
Boundaries

EV
Aggregator

PV
Analysis

PV
Active Power
Curtailment

García-Villalobos et al. (2014)
√

Hajforoosh et al. (2016)
√ √

Mwasilu et al. (2014)
√

Richardson et al. (2012a)
√ √

Richardson et al. (2012b)
√ √

Alam et al. (2016)
√ √

Hoarau and Perez (2018)
√ √

Esmaili and Goldoust (2015)
√

Farahani (2017)
√

O’Connell et al. (2014)
√

Zhang et al. (2017)
√ √

Chen et al. (2017)
√ √

Sundstrom and Binding (2012)
√ √

Xu et al. (2014)
√ √ √

Xu et al. (2016)
√ √ √

Luo et al. (2013)
√ √

Amamra and Marco (2019)
√ √

Xu et al. (2018)
√ √ √

Hu et al. (2017a)
√ √

Ricciardi et al. (2019)
√ √

Su et al. (2014)
√ √

Cortés Borray et al. (2020)
√ √ √

Marra et al. (2014)
√ √

Ghosh et al. (2017)
√ √

Hashemi and Østergaard (2017)
√ √
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Ref. Voltage
Sensitivity
(∆V/∆P )

Current
Sensitivity
(∆I/∆P )

Aparent Power
Sensitivity
(∆S/∆P )

Losses
Sensitivity
(∆Ploss/∆P )

Unbalanced
Network

OPF Optimisation
Technique

García-Villalobos et al. (2014)
Hajforoosh et al. (2016) CAPSO
Mwasilu et al. (2014)
Richardson et al. (2012a)

√ √ √
LP

Richardson et al. (2012b)
√ √ √ √

LP
Alam et al. (2016)

√

Hoarau and Perez (2018)
Esmaili and Goldoust (2015)

√ √ √ √
LP

Farahani (2017)
√ √ √

PSO
O’Connell et al. (2014)

√ √
SQP

Zhang et al. (2017) MINLP
Chen et al. (2017)
Sundstrom and Binding (2012) QP and LP
Xu et al. (2014) LP
Xu et al. (2016) QP
Luo et al. (2013) MILP
Amamra and Marco (2019) NLP
Xu et al. (2018) HPSOM
Hu et al. (2017a)

√
QP and LP

Ricciardi et al. (2019)
√ √

QP and MILP
Su et al. (2014)

√ √
SQP

Cortés Borray et al. (2020)
√

MILP
Marra et al. (2014)

√ √
MILP

Ghosh et al. (2017)
Hashemi and Østergaard (2017)
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Figure 5.1: Proposed structure of potential services from the aggregator to
the DSO by an operational zone of the LV network

Figure 5.2: Interaction of the DSO-Aggregator border

Finally, models f3 and f4 are included in the Hybrid approach as cen-
tralised coordination strategies at the DSO level. Formulations f1 and f3

linearise network constraints throughout the sensitivity coefficients of the
grid by using the P&O method presented in Section 4.2.2, whereas f4 treats
network constraints in an optimal power flow problem, which is linearised
through the Wirtinger calculus, as described in Section 4.2.1. Because f2
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only consider the loading level of the network assets, none of the above
linearization approaches is needed.

A simplified schema of the proposed coordination strategies is depicted
in Figure 5.3. For the Individual-based approach, the aggregator has a
double way communication channel with the EVs, and only the PVs send
to it their current output power. Here, the aggregator seeks to charge all
the EVs considering the PV availability and the technical constraints of
the LV network. The Population-based approach gathers all the aggregators
involved in the LV network managed by the DSO, which dictates the optimal
loading level profile to each of them based on the provided information from
the Aggregators. In this approach, only the loading level of the grid is
considered as the technical restriction. Finally, the Hybrid approach encloses
the other two methods, and the optimisation is carried out at the DSO
level. Here, the PVs have a double-way communication channel with the
aggregator because it needs to send them the optimal power curtailment
value for not causing excessive voltage levels and overloading the grid. The
following sections describe in detail each of the introduced models and prove
them through different case studies.

Figure 5.3: Simplified flowchart of the proposed methodology
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5.3 Optimisation of EVs charging via individual-
based approach

5.3.1 Objective function

With the energy boundaries of the EVs, the aggregator seeks to coordinate
the charging of all EVs to maximise customer satisfaction taking advantage
of the available PV power without violating grid technical limits. Thereby,
during the daytime charging of EVs, the proposed optimisation problem aims
to improve the self-consumption of PV power and reduce the dependence
on the network. This means maximising power delivered to all EVs for a
given period by optimising the charging rate of each EV connected. The
optimised charging profile is centrally calculated by the aggregator based on
an LP model which assures an even distribution of the power at each time
slot for all EVs. Mathematically, the optimisation problem to be solved by
the aggregator at t is given by Equation (5.1).

maximise
∀i 6=∅

f1 =
∑
i∈H

∑
t∈Nslots

(PEV
i,t −∆Pinc

i,t ) · xi,t (5.1)

where H denotes the number of households being supplied by the DSO,
xi,t is a binary matrix [x]H×Nslots such that xi,t = 1 if the EV j is connected
to the household i at time t, and 0 otherwise. It should be noted that
tintj (Equation (3.26)) settles the availability span for vehicle j when it is
connected to the household i. Additionally, PEV

i,t = pchi,t · ηch is the charging
power in kW for the vehicle connected to the household i at time t, which
can vary from zero up to the rated power of the charger. ∆Pinc

i,t is the increase
in the rate of charge in kW for the vehicle connected to the household i at
time t. This term is introduced as a penalty deviation variable to handle
conditions in which a fixed rate of charge (∆P ) cannot be satisfied due to
the lower energy boundary from constraint (5.5).

Notice that the optimisation problem discards the households without a
PV, an EV or both, i.e., i 6= ∅; which reduces the number of variables and
constraints, and therefore, the computational burden. However, the non-
evaluated households are included in the post-optimisation process based on
the optimisation outcomes.

In order to ensure a proper network operation with the embedded PV
generation while supplying households and EVs demand, the objective func-
tion in (5.1) must be subject to a series of constraints related to the pow-
er/energy of the EVs and PVs, the voltage and loading levels of the network
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at each time slot.

5.3.2 EVs constraints

Based on the energy level of EV batteries, its charging rate is dynamically
adjusted without violating grid technical limits as follows:

0 ≤ PEV
i,t ≤ Pmax

ch · ηch, ∀i 6= ∅ ∈ H,∀t (5.2)

PEV
i,t−1 − (∆P + ∆Pinc

i,t ) ≤ PEV
i,t ≤ PEV

i,t−1 + (∆P + ∆Pinc
i,t ),

∀i 6= ∅ ∈ H,∀t if xi,t 6= 0 (5.3)

0 ≤ ∆Pinc
i,t ≤ ∆P

max, ∀i 6= ∅ ∈ H,∀t (5.4)

eloweri (tarrj + t) ≤ eEVi (tarrj + t) ≤ eupperi (tarrj + t),

∀i 6= ∅ ∈ H,∀j ∈ NEV , t = 0, . . . , tintj + 1 (5.5)

Following the linear objective function in (5.1), constraint (5.2) imposes
that the charging power for the vehicle connected to the household i can-
not exceed its power boundaries at any time step. Constraint (5.3) limits
significant variations in the charging rate for consecutive time slots through
a fixed set-point of ∆P that can be relaxed only when necessary using the
penalty deviation variable ∆Pinc

i,t . This occurs in vehicles with narrow en-
ergy boundaries where a power boost is needed in the next time step for not
violating the lower energy bound. Constraint (5.4) ensures that an increase
in the charging rate of the EV connected to the household i should be no
larger than the remaining capacity of the charger (∆P

max = pmaxch · ηch−∆P ).
Constraint (5.5) states that the energy level for vehicle j, which is connected
to household i, at every time t is within its energy boundaries. This energy
state is detailed in Equation (5.6) for the arrival time interval (tarrj ) of vehicle
j and later periods by considering the energy remaining from the previous
period (tarrj + t − 1) and the charging power at time t. Notice that the in-
dex i for the energy boundaries in restriction (5.5) differs from index j in
Equations (3.31)–(3.34), as they are used here to denote the household i to
which the EV j is connected.

eEVi (tarrj +t) =

earrj + PEV
i (tarrj + t) ·∆t, t = 0, ∀i 6= ∅ ∈ H,∀j ∈ NEV

eEVi (tarrj + t− 1) + PEV
i (tarrj + t) ·∆t, t = 1, . . . , tintj + 1,

∀i 6= ∅ ∈ H,∀j ∈ NEV (5.6)
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5.3.3 Network constraints

The addition of EVs and PVs alongside the network may cause a significant
drop or rise in voltage magnitude at every load node. This depends on
several factors, which includes the charging rate of the EV, the injected
power by the PV system and their location in the network. To ensure that
voltage magnitude is within the operating limits defined by the DSO, the
following constraint is defined:

Vmin ≤ V fc
i,t + αi,i · PEV

i,t + βi,i · P PV
i,t +

∑
h∈H
i 6=h

(αh,i · PEV
h,t + βh,i · P PV

h,t ) ≤ Vmax,

∀i 6= ∅ ∈ H,∀t ∈ Nslots (5.7)

where V fc
i,t is the forecasted voltage at the ith household node; αi,i and βi,i

represent the voltage sensitivity (∂V/∂P ) at household node i due to the
supplied power to the EV i and the generated power by the PV unit i;
αh,i and βh,i are the voltage sensitivity for household i as a result of the
demanded power by the EV h and the produced power by the PV unit h.
Note that a negative sensitivity value in α represents a voltage drop in such
node, while in β that value will be positive, which indicates a voltage rise.
Additionally, Vmin and Vmax define the minimum and maximum permissible
network voltage levels. It should also be noted that α and β are two square
matrices of H × H, and the term i 6= h in constraint (5.7) means that i
remains fixed while h varies.

In addition to voltage levels, further constraints for maintaining the ac-
tive power flow within the operational limits of the network assets are eval-
uated. This means that it is necessary to consider how the active power
variation from the PVs and EVs affects the loading level of the entire net-
work by making use of the sensitivity coefficients. The proposed linearisa-
tion for power flowing through the cables and distribution transformers of
the LV-network is presented as follows:

P fc
Linel,φ,t

+
∑
h∈H
h6=∅

(µh,φ,l · PEV
h,t + λh,φ,l · P PV

h,t ) ≤ SratedLinel,φ
· cos(ϕ),

∀l ∈ L, φ = 1, 2, 3,∀t ∈ Nslots (5.8)

P fc
Transj,φ,t

+
∑
h∈H
h6=∅

(δh,φ,j · PEV
h,t + εh,φ,j · P PV

h,t ) ≤ SratedTransj,φ
· cos(ϕ),

∀j ∈ Trans, φ = 1, 2, 3,∀t ∈ Nslots (5.9)
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where P fc
Linel,φ,t

and P fc
Transj,φ,t

are the forecasted loading levels in kW for the
supplying cable l and distribution transformer j per phase φ at time t. More-
over µh,φ,l, δh,φ,j, and λh,φ,l, εh,φ,j are the loading sensitivity coefficients for
each phase φ of the service cable l and transformer j due to the demanded
power by vehicle h, and the generated power by PV unit h, both in kW.
Note that a positive sensitivity value in µ and δ represents an increase of
the loading level on the main cable, whereas, in λ and ε , those values will
be negative, which indicates a reduction in the loading level. All these coef-
ficients are three-dimensional matrices of [H×φ× (Line or Trans)]. Lastly,
SratedLinel,φ

· cos(ϕ) and SratedTransj,φ
· cos(ϕ) represent the rated capacity per phase

in kW for both the service cable l and the distribution transformer j. The
initial voltage magnitude at the household nodes and the base loading level
on the main cable and the distribution transformer are calculated before-
hand as parameters considering their forecasting through the unbalanced
quasi-dynamic power flow for the whole test period T in PowerFactory.

Besides, only one set of sensitivities is calculated along the test period,
as this approach reduces the computational burden and execution time of
the algorithm. These sensitivity values cannot be expected to match those
in which the load continually varies on the feeder but allow quantifying
the impact that multiple EVs and PVs, charging and injecting power si-
multaneously, can have on a particular node, service cable and distribution
transformer on the network.

In this approach, only the computed charging power for the time interval
[tarrj , tdisj ] is sent to each charging spot once the optimisation problem has
been solved. Therefore, at the end of the charging process, it is expected
that each EV has reached its desired energy level. To summarise, Figure 5.4
outlines the simplified procedure of the proposed centralised control method.
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Start

1.1 Steady-state unbalanced load flow : determine
voltage and loading sensitivity coefficients
based on Appendix B

1.2 Quasi-dynamic unbalanced load flow : obtain
the initial time series of voltages and loading
levels of the conventional load.

2. Locate PV units and EVs at network house-
holds

3. Obtain the energy boundaries of all EVs
using Equations (3.20)–(3.27), and (3.31)–
(3.34)

4. Compute the expected daily power produc-
tion of all PV systems using Equation (3.12)
or provide the forecasted time-series.

5. Define the linear optimisation problem using
Equations (5.1)–(5.9)

6. Compute the optimisation problem and
extract the charging pattern of all EVs

End

Figure 5.4: Simplified flowchart of the proposed individual-based methodol-
ogy

5.4 Description of the test cases used for prob-
lem (5.1)

The proposed optimisation problem f1 has been applied to the feeder model
described in Section 4.1.Initially, a penetration level of 60% for both the EVs
and PVs in the feeder shown in Figure 5.5(a) was considered. This means
that 33 of the 55 households have both a PV and EV operating at certain
time slots of the test period. This penetration level was deemed appropriate
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to assess the robustness of the proposed control charging strategy. How-
ever, in a scenario with a higher penetration level of EVs and PVs, without
a proper control action, the required charging power would increase signif-
icantly in hours of high demand, decreasing the correlation with the PV
output power. Therefore, this may cause an undesired operating condition
in the LV network. Thereby, to demonstrate the need to use network restric-
tions under these conditions, a second case with a penetration level of 90%
of PV units and 80% of EVs for the winter case was evaluated, as shown in
Figure 5.5(b). In this scenario, the method described in Section 5.3 was em-
ployed with and without network constraints (i.e., Equations (5.7)–(5.9)).
Both the EVs and PVs were randomly assigned among the households using
a discrete uniform distribution U{1, 55}. The number of EVs and PVs con-
nected per phase are presented in Table 5.2. The location of each EV and
PV for both cases is detailed in Appendix C.

Table 5.2: Number of EVs and PVs connected per phase and penetration
level

Case 1 2

Phase φ Number of
Households

EVs PVs EVs PVs

A 21 11 11 12 16
B 19 11 11 19 19
C 15 11 11 13 14
Total 55 33 33 44 49

Households with EVs are equipped with a single-phase charging spot of
3.7 kW via a standard AC connection. The charger efficiency is assumed to
be ηch = 0.92 (Xu et al., 2014). The fixed variation for the rate of charge
(∆P ) in constraint (5.3) is set at 0.5 kW. The daily travelled distance dk,j is
evaluated from real data (National Renewable Energy Laboratory, 2017) by
a lognormal distribution function with parameters N (µln = 2.89257, σln =
0.91779). A truncated normal distribution is adopted from Shafie-Khah
et al. (2016) to represent the arrival time of each EV as N (µ = 16 : 00, σ =
3h, tmin = 11 : 00, tmax = 23 : 00), where tmin and tmax denote the arrival
time range of EVs with mean µ and standard deviation σ.
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Figure 5.5: Low voltage test feeder for a) 60% of PV and EVs, b) 90% for
PVs and 80% for EVs
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In Case 1, all EVs are simulated based on the specifications for a Nissan
Leaf (U.S. Department of Energy, 2015): BC = 24 kWh and ECR = 0.1778
kWh/km. In Case 2, for simulating an EV with a higher energy require-
ment, the electric Kia Soul (KIA, 2018) (BC = 30 kWh and ECR = 0.1679
kWh/km) was considered. For both cases, the battery energy levels are con-
strained to a SOCmin = 0.2 and SOCmax = 0.95 to avoid permanent battery
damage or early ageing. Although the desired state-of-charge SOCobj de-
pends on the user’s driving needs, for simulation purpose, this was set to
reach the SOCmax.

Considering that residential PV systems can vary in a range from 2 to
5 kW (Santos et al., 2017), the PV units size at the evaluated households
was limited to Pi = 3.7 kW, which is the maximum power for summer, with
a unity power factor. However, for the winter season, a maximum power
Pi = 0.8 kW was defined, as shown in Figure 3.2. Additionally, the maximum
and minimum allowable voltage at each time step is set to 0.9 p.u. and 1.1
p.u., considering the European standard EN 50160 (UNE-EN-50160, 2011).
The rated capacity of the main cable is 215 A (i.e., Srated

Linel,φ
· cos(ϕ) = 47.17

kW per phase, assuming a lagging power factor of 0.95).

By considering that the initial penetration level is the most likely occur-
rence condition in the near future, one hundred series of simulations were
carried out using the LV feeder in Figure 5.5a) for both the winter and
summer seasons to prove the effectiveness of the proposed method. The
first simulation was executed following the flowchart in Figure 5.4, and the
remaining ones were performed starting from step 3 to 6. As the second
case is a critical situation with less probability of occurrence, only a single
simulation was carried out to assess the need for the proposed network con-
straints. Simulations were run for a test period T = 30 hours (i.e., starting
from 00:00 to 06:00 the next day) with a 10-minute interval (i.e., 180 slots
of time). The proposed model in (5.1)–(5.9) is solved by CPLEX 12.9 under
its API in Python (DOcplex) (IBM, 2020).

5.4.1 Results of the individual-based approach

Figures 5.6a) and 5.6b) show the uncertainty of the EVs arrival time for both
winter and summer when running 100 simulations per season, respectively.
In both figures, the mean value of the number of EVs arriving at home
per hour during a winter and summer day is represented by the green and
magenta lines, respectively. For those EVs that arrive late, it is expected
that these would charge up to the early morning.
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Under the premise that the aggregator can manage the embedded control
unit of each EV charger and monitoring the PV inverters from a remote
location, Figures 5.7-–5.9 show how such control actions limit the loading
level on the main service cable when connecting the EVs and PVs for winter
and summer, respectively. Due to the lower number of solar radiation hours
during winter, PV generation is much lower compared to the summer case,
and hence, the reverse power flow on the main cable. In Figures 5.7 and 5.8,
although phase A displays an initial higher loading level from 16:00 hours
to 21:00 hours, the average loading level in all phases for that time range is
always below the rated capacity of the main cable. Even with some charging
outliers, the proposed control strategy limits the loading level on the main
cable to its nominal value while ensuring the desired charging level of all
EVs. The outliers from midnight to the early morning occur because some
EVs arrive with a low energy level or come late for charging.

Figure 5.6: Boxplot and mean value of EV arrival time during a) winter day
and b) summer day in Case 1
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Figure 5.7: Boxplot of loading level per phase on the feeder’s main cable
based on 100 optimisation scenarios for winter in Case 1

Figure 5.8: Boxplot of loading level per phase on the feeder’s main cable
based on 100 optimisation scenarios for summer in Case 1
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On the other hand, the three-phase average loading level is below 83 kW
from 16:30 hours to 20:00 hours during summer compared to winter thanks
to the remaining PV energy downstream, which is used by the household
loads and the EVs, as shown in Figure 5.9. Since no control actions over PV
generation are considered, it is assumed that the surplus power is injected
into the network, and it can be either sold or not to the DSO.

For comparison, Figure 5.10 shows the aggregated charging power for
the winter scenario in Case 2 if an uncontrolled charging event would oc-
cur, along with the aggregated charging profiles using the proposed control
method with and without network constraints. As the PV generation is
low during the winter, the self-consumption for charging the EVs tends to
be reduced, which increases the loading level of the main cable, as seen in
Figure 5.11. In this figure, the improvement of the loading level per phase
on the main cable is achieved by considering network constraints. On the
other hand, if only constraints for power- and energy-boundaries of EVs
are considered, this can produce overload events at any phase during the
simultaneous charging process, as shown in Figure 5.11. Therefore, if the
optimisation problem does not consider the proposed network constraints, a
safe operative condition for the LV network cannot be guaranteed.

Figure 5.9: Boxplot of loading level for the three-phase main cable based on
100 optimisation scenarios for a) winter and b) summer in Case 1
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Figure 5.10: Comparison between uncontrolled- and controlled charging with
and without network constraints (NC) in Case 2

Figure 5.11: Comparison of the loading level per phase with and without
network constraints (NC) in Case 2

Due to the rated power of the distribution transformer is much higher
than that of the main cable, for this particular feeder, constraint (5.9) would
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not be violated. Therefore, by applying the optimisation method, the power
level on the LV side of the distribution transformer will be equal to the one
on the service cable.

As an example to demonstrate that the proposed voltage approximation
in constraint (5.7) is valid, two scenarios from Case 1 were analysed, i.e.,
scenarios 97 (winter) and 51 (summer). Figures 5.12 and 5.13 show how volt-
age at household 53, which is located at the end of the feeder, is affected by
the charging process and generation from other EVs and PVs. Both figures
compare three voltage profiles; the initial voltage profile of the households,
the voltage profile computed from the optimisation model and the voltage
profile obtained using the quasi-dynamic load flow in PowerFactory. The
second voltage profile relies on utilising the sensitivity coefficients (SC), the
optimised charging profiles of EVs and the expected PV power. The latter
voltage profile is obtained from uploading the optimised charging profiles of
EVs in PowerFactory. For both scenarios, all voltage values are within the
operational limits of the network, which indicates that the voltage level is
not the binding constraint for this particular feeder, and therefore, the focus
for the results will be on the loading levels, as shown in Figures 5.7–5.8 and
5.11.

The accuracy of the optimisation method was proved through the error
in voltage computation from the results for both cases, as shown in Figures
5.14 and 5.15. Voltage error along the test period was less than 0.2% and
2% for winter and summer, respectively. These values differ from one season
to another due to there is a higher level of PV generation which increases
the losses on the feeder, and only one set of SC along the test period is used.
Now, if we compare the winter scenario of Case 1 with Case 2 (Figures
5.14(a) and 5.15), it is observed that the addition of new EVs and PVs will
increase the voltage error due to just one set of sensitivity coefficients is
following all changes in load during the test period. However, the error is
still less than 1%, and hence, this exemplifies that the proposed linearization
is still valid for a massive penetration level.

Note that depending on the irradiance level, temperature and the load
demand, the reverse power flow and its impact on voltage rise due to PV
power will be at the most severe state at noon. This is when PV output
power is at its maximum level, and power demand is the lowest. However,
this condition can be mitigated by charging the EVs, taking advantage of
the correlation that exists between them and the PVs. Therefore, thanks
to the sensitivity coefficients for PV units in both loading and voltage level
within the network restrictions, it is possible to reproduce such operative
condition, as seen in Figures 5.7– 5.8 and Figures 5.11-–5.15.
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Figure 5.12: Voltage profile at Load 53 due to the effect of total charging
power and the PV power during winter (Case 1, scenario 97)

Figure 5.13: Voltage profile at household 53 due to the effect of total charging
power and the PV power during summer (Case 1, scenario 51)
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Figure 5.14: Voltage error at Load 53 by using the sensitivity coefficients for
a) winter and b) summer in Case 1

Figure 5.15: Voltage error at Load 53 by using the sensitivity coefficients in
a higher penetration level of PVs and EVs in winter (Case 2)

5.4.2 Electric vehicles energy requirement

In order to show the effectiveness of the proposed centralised charging strat-
egy, four cases of EVs with different charging patterns and energy trajectories
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have has been extracted from scenario 51 (Case 1), as given in Figures 5.16
and 5.17, respectively. These results come out of the parameters defined in
Section 5.4 and a daily travelled distance dk,j = {34, 78, 61, 41} in km for
EVs located at households 4, 20, 45 and 54, respectively.

Figure 5.16 shows the optimal charging pattern, time availability and
power generated for the selected EVs and PVs. It is observed that the
charging profiles satisfy both the objective function and EVs constraints
(5.2)–(5.4). For comparison, in Figure 5.16(a), the pre-set value of ∆P

is kept during the charging process, whereas in Figure 5.16(d), e.g., the
penalty deviation variable was used at time interval 92 (15:20 h) to reach
the required energy level faster due to its shorter time window in comparison
to the one in other EVs. It is also noted that the proposed charging strategy
automatically delays the charging process, when it is necessary, to meet the
charging demand of all EVs. Besides, it can be seen that the EVs with
an early arrival take advantage of PV output power to be charged. This
significantly reduces the load level on the main service cable.

Figure 5.16: Optimal charging profiles for the EVs located at households a)
20, b) 54, c) 45 and d) 4 in Case 1

Figure 5.17 displays the energy paths from the selected EVs, which were
obtained using the proposed control strategy. These energy trajectories cor-
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respond to the charging profiles in Figure 5.16. To exemplify the energy
requirements of EVs, in Figure 5.17a), for the EV at household 20 the arrival
energy is earr1,20 = (24 kWh× 0.95)− (0.1778 kWh/km× 78 km) = 8.93 kWh
while the objective energy level is ereq1,20 = ((24 kWh × 0.95)/0.92) = 15.07
kWh for a parking time of tp1,20 = ceil{15.07 kWh/3.7 kW} = 5 hours, which
is equivalent to tint1,20 = 5 h/(10 min/60 min) = 30 intervals of 10 minutes.
These calculations were carried out in all simulations according to step three
from Figure 5.4.

When the energy boundaries are too narrow, or the charging process
is delayed, the energy trajectory tends to move towards the lower energy
boundary, as shown in Figures 5.17c) and 5.17d). However, for EVs with a
longer charging time and a slight delay, the energy path would go through
the middle of the energy boundaries, as given in Figure 5.17a). On the other
hand, if charging power varies once its rated capacity has been reached (Fig-
ure 5.16b)), the energy trajectory would vary accordingly to these changes
until meeting the required energy state, as depicted in Figure 5.17b). There-
fore, these results confirm the effectiveness of the proposed method.

Figure 5.17: Optimal energy trajectories for the EVs located at households
a) 20, b) 54, c) 45 and d) 4 in Case 1
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5.5 Centralised optimisation of aggregators at
the DSO’s level

5.5.1 Objective function

With the aggregation of the individual energy- and power-boundaries of the
EVs and the aggregation of the available PV power generation, the DSO
attempts to coordinate for all aggregators the aggregated EVs charging and
minimise the aggregated PV power curtailment to maximise the operational
performance of its network. For the aggregators, this means maximising
the energy and power needs of their end-users. Both the export limit of
the aggregated PV power and the charging profile for each aggregator are
calculated in a centralised manner based on a quadratic optimisation model
which takes as input information: 1) the requirements of each aggregator,
2) its forecasted load profile, and 3) the loading limits of the network assets.
The optimisation problem to be solved at every time step at the DSO level
is formulated as follows.

maximise f2 =
∑
k∈K

∑
t∈Nslots

((
1−

P PV
k,t · ζk,t∑

i∈HPV p
rated
PVk,i

)
· P PV

k,t · ζk,t

)
+
∑
k∈K

∑
t∈Nslots

PEV
k,t − ω ·

∑
k∈K

∑
t∈Nslots

Ok,t − γ ·
∑
k∈K

∑
t∈Nslots

∆P
k,t (5.10)

The first term of the above objective function seeks to achieve an even
distribution of the PV power curtailment of all aggregators by dynamically
adjusting their export limit ζ between zero and one in order to maintain
the loading limits of the LV network. This is done by applying a weighting
according to the available PV power (Equation (3.13)) of aggregator k at the
previous time step. Notice that weighting mainly depends on the summation
of the PV units’ rated capacity (pratedPVk,i

) managed by the aggregator k. The
second term quantifies the optimal charging power (PEV

k,t ) for aggregator k at
time t. In the third term, excessive overloading conditions of the feeders from
the distribution transformer at each time interval, which are represented by
a penalty deviation variable Ok,t which in turn helps to ensure the problem
feasibility, are penalised by means of a large positive weight ω. The last
term penalises significant variations in the charging rate (∆P

k,t) for the kth
aggregator by using a large positive factor γ.
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5.5.2 Aggregators constraints

Following the above quadratic objective function, constraint (5.11) ensures
that the absolute value of the net power of all aggregators does not exceed
the rated capacity of the distribution transformer (Srated

Transj · cos(ϕ)). How-
ever, the distribution transformer could be subjected to overload conditions
in case of an extensive charging demand or reverse power flow. Similarly,
constraint (5.12) imposes the absolute value of the maximum power flow
through the main cable of the feeder managed by the kth aggregator, which
can also be subjected to temporary overloads. In order to handle these
situations, those constraints are relaxed by introducing the penalty devia-
tion variable Ok,t. By adding the above two nonlinear constraints (because of
the absolute value function), the quadratic programming problem becomes a
mixed-integer quadratic programming (MIQP) model when such restrictions
are linearized by using the special ordered sets (SOS) (see Appendix E).

|
∑
k∈K

(P PV
k,t · ζk,t − (PEV

k,t + P fc
Linek,t)) |≤ Srated

Transj · cos(ϕ) +
∑
k∈K

Ok,t,

∀t, ∀j ∈ Trans (5.11)

| P PV
k,t · ζk,t − (PEV

k,t + P fc
Linek,t) |≤ Srated

Linek · cos(ϕ) +Ok,t, ∀k ∈ K, ∀t (5.12)

In constraint (5.13), the aggregated charging power should not give rise
to overload the main service cable of the feeder, which is represented by
Pmax
k,t = min{P upper

k,t , P rated
Linek − P fc

Linek,t}, where P
rated
Linek = Srated

Linek · cos(ϕ) is the
rated capacity of the main service cable and P fc

Linek,t is the forecasted power
demand on the feeder. Note that the forecasted baseload profile per aggre-
gator at the feeder level (P fc

Linek,t) can be easily solved by current techniques
such as time series, least squares, probabilistic forecasting, among others
(Essallah and Khedher, 2019, Gönen, 2007). However, this restriction is
relaxed to support temporary overload conditions because of using Ok,t.

PEV
k,t ≤ Pmax

k,t +Ok,t, ∀k ∈ K, ∀t (5.13)

Besides, constraint (5.14) imposes that the aggregated rate of charge
(∆P

k,t) of the aggregator k should not display significant variations in power
over consecutive time steps in order to limit the thermal stress in the main
cable of its feeder. As the current charging level is compared to the one
at the previous time step, this constraint is defined for all intervals where
P upper
k,t is different from zero.

PEV
k,t−1 −∆P

k,t ≤ PEV
k,t ≤ PEV

k,t−1 + ∆P
k,t, ∀k ∈ K, ∀t if P upper

k,t 6= 0 (5.14)
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Finally, constraint (5.15) ensures the optimal charging power of each
aggregator satisfies their forecasted cumulative energy boundaries by em-
ploying the recursive equation in (5.16).

Elower
(k,tarrmink

+t) ≤ E(k,tarrmink
+t) ≤ Eupper

(k,tarrmink
+t), ∀k ∈ K, t = 0, . . . , Npint

k (5.15)

E(k,tarrmink
+t) = E(k,tarrmink

+t) + PEV
(k,tarrmink

+t) ·∆t, ∀k ∈ K, t = 0, . . . , Npint
k (5.16)

Note that the complexity of this optimisation problem is mainly given by
the number of aggregators and the length of the evaluation period (Nslots =
T/∆t), which makes the proposed problem be easily solved. After solving
this convex optimisation model, the DSO can send the optimal charging
profile to each aggregator for further intelligent dispatching. To summarise,
Figure 5.18 outlines the simplified procedure of the proposed centralised
control strategy.

Start

1. Obtain the energy and powera boundaries of all EVs using Equations
(3.20)–(3.27), (3.28)–(3.30), and (3.35), and then aggregate them
employing Equations (3.37) and (3.37).

aEquation (3.36) must be considered if the V2G function is analysed.

2. Compute the expected daily power production of all PV systems us-
ing Equation (3.12) or provide the forecasted time series and then
aggregate them using Equation (3.13).

3. Define the quadratic optimisation problem using Equations (5.10)–
(5.16).

4. Compute the optimisation problem and extract:

• The aggregated charging pattern of all EVs per aggregator

• The aggregated maximum PV power generation per aggregator

• The loading level of feeders and distribution transformers

End

Figure 5.18: Simplified flowchart of the proposed methodology based on the
population approach

103



5.6 Centralised optimisation of aggregators at
the DSO’s level with voltage constraints

5.6.1 Objective function

In the above optimisation problem, the DSO only can evaluate the perfor-
mance of the LV network by tracking and regulating the net power of each
agregator based on the loading constraints in the transformer and main
cables of the feeders. However, if the DSO requires to assess the voltage lim-
itations in the LV network, it is necessary to include additional constraints
for each aggregator in order to avoid any undesirable operational situation.
Hence, to assess how the voltage level is affected by introducing a large
number of PVs and EVs in the LV network, first, the DSO must fully know
its network, i.e., the characteristics of their assets, the size and location of
the EVs and PVs, along with the end-users demand. To protect end-user
privacy, the aggregator is the only entity who knows their energy needs in
detail. Second, it is needed to consider the introduction of smart meters with
load and generation control capability in residential housing so that the ag-
gregators can manage these devices in a coordinated manner. Under this
assumption, and by taking the objective function in (5.10), three additional
terms are included on it to define the new objective function as follows.

maximise f3 = f2 +
∑
k∈K

∑
i∈HPV

k

∑
t∈Nslots

((
1−

pPVk,i,t · ζk,i,t
pratedPVk,i,t

)
· P PV

k,i,t · ζk,i,t

)

+
∑
k∈K

∑
i∈HEV

k

∑
t∈Nslots

(PEV
k,i,t −∆Pinc

k,i,t) · xk,i,t − λ ·
∑
k∈K

∑
φ∈p

∑
t∈Nslots

Oph
k,φ,t (5.17)

As the PV systems can provide local voltage support by using an active
power curtailment method in order to keep the voltage profile within a pre-
defined upper threshold, it is assumed that the end-user i under aggregator
k can export its exceeding energy to the grid. To do so, the PV inverter will
need to check the demand continuously and its power production to regulate
the PV generation through the limit factor ζk,i,t for each time step. Note
that the export limit of each PV unit highly depends on the voltage sensitiv-
ity coefficients (constraint (5.30)) of the network to keep the voltage within
its operational range. Hence, the second term in Equation (5.17) seeks to
maximise the generated PV power of the ith end-user (right-hand term of
Equation (3.13)), limiting it when occurring an overvoltage or overload con-
dition. Notice that the curtailed PV power (pPVk,i,t · ζk,i,t) is evenly distributed
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among all users by weighting, as all the PV units are likely to contribute
to the aggregated reverse power flow. The third term intends to maximise
the charging power of every EV owner by dynamically adjusting the rate of
power of its charger, avoiding voltage violations across the network caused
by excessive loading conditions on the feeder.

For an unbalanced LV network, loads are unevenly distributed across the
network. Hence, each phase of the system may experience different loading
conditions when the EVs and PVs are connected. With a high penetration
level of these devices, it is likely to observe an overload situation in any
phase (Oph

k,φ,t). Therefore, the last term of Equation (5.17) seeks to penalise
this condition by a large positive factor λ.

In order to guarantee a proper network operation at each time step, the
objective function in (5.17) must be subject to a series of constraints related
to the power/energy of the EVs, PVs and aggregators, as well as the voltage
levels of the network.

5.6.2 Aggregators constraints

For the new optimisation problem, constraints (5.11)–(5.16), which are re-
lated with the power and energy at aggregator level are still valid.

5.6.3 EVs and PVs constraints

In order to satisfy the voltage limits through the aggregator’s feeder, it is
necessary to account for additional restrictions that assure a feasible solution
to the problem. Thus, constraint (5.18) states that the charging power of
the EV connected at household i under aggregator k should not exceed the
rated capacity of its charger at any time. Notice that PEV

k,i,t = 0 when the
EV is not hooked up at household i.

0 ≤ PEV
k,i,t ≤ Pmax

ch · ηch, ∀k ∈ K, ∀i ∈ HEV
k ,∀t (5.18)

Constraint (5.19) ensures that PEV
k,i,t should not drastically vary over consec-

utive time steps, unless the EV gets disconnected, by dynamically adjusting
the charging rate of the EV under aggregator k. Note that ∆Pinc

k,i,t is a penalty
deviation variable which should be no larger than the rated capacity of the
EV charger, as stated in constraint (5.20).

PEV
k,i,t−1 −∆Pinc

k,i,t ≤ PEV
k,i,t ≤ PEV

k,i,t−1 + ∆Pinc
k,i,t, ∀k ∈ K, ∀i ∈ H

EV
k ,

∀t if xk,i,t 6= 0 (5.19)
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0 ≤ ∆Pinc
k,i,t ≤ Pmax

ch · ηch, ∀k ∈ K, ∀i ∈ HEV
k ,∀t (5.20)

Constraint (5.21) imposes that the individual energy requirements of EVs
under aggregator k should always be fulfilled while these remain connected
(tintk,j). Notice that the energy state of EV j under the kth aggregator is
computed by Equation (5.22) at tarrk,j and later periods by considering the
energy remaining from the previous period (tarrk,j + t − 1) and the charging
power at time t.

elowerk,i (tarrk,j + t) ≤ eEVk,i (tarrk,j + t) ≤ eupperk,i (tarrk,j + t),

∀k ∈ K, ∀i ∈ HEV
k ,∀j ∈ NEV

k , t = 0, . . . , tintk,j + 1 (5.21)

eEVk,i (tarrk,j + t) = eEVk,i (tarrk,j + t− 1) + PEV
k,i (tarrk,j + t) ·∆t,

∀k ∈ K, ∀i ∈ HEV
k ,∀j ∈ NEV

k , t = 0, . . . , tintk,j + 1 (5.22)

Constraint (5.23) enforces that the summation of the maximum injected
power from the PV unit connected at household i under aggregator k must
be equal to the aggregated maximum PV power of such aggregator. Be-
sides, constraint (5.24) ensures that the total PV power generation per
phase should not exceed the rated capacity of each phase of the main cable
(pratedLinek,φ), where HPV

k,φ is number households connected at phase φ which have
a PV unit managed by the aggregator k.∑

i∈HPV
k

(pPVk,i,t · ζk,i,t) = P PV
k,t · ζk,t, ∀k ∈ K, ∀t (5.23)

∑
i∈HPV

k,φ

(pPVk,i,t · ζk,i,t) <= pratedLinek,φ
, ∀k ∈ K, ∀φ ∈ p,∀t (5.24)

Constraints (5.25) and (5.26) impose that the summation of the optimal
charging power and the dynamic charging rate of the connected EV at
household i under aggregator k have to be equal to the aggregated opti-
mal charging demand and the aggregated charging rate of such aggregator,
respectively. ∑

i∈HEV
k

PEV
k,i,t = PEV

k,t , ∀k ∈ K, ∀t (5.25)

∑
i∈HEV

k

∆Pinc
k,i,t = ∆P

k,t, ∀k ∈ K, ∀t if P upper
EVk,t

6= 0 (5.26)
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Constraint (5.27) defines that the sum of the overloading in all phases must
be equal to the overloading condition at the level of the kth aggregator to
maintain the power balance.∑

φ∈p

Oph
k,φ,t = Ok,t, ∀k ∈ K, ∀t (5.27)

Finally, constraint (5.28) states that the total charging power of the EVs
connected at phase φ should not be larger than the available capacity on such
phase of the feeder, but it could be overloaded if the power requirements of
the EVs are not met. Note that this restriction is similar to (5.13), but at
phase level. ∑

i∈HEV
k,φ

PEV
k,i,t ≤ Pmax

k,φ,t +Oph
k,φ,t, ∀k ∈ K, ∀φ ∈ p,∀t (5.28)

where Pmax
k,φ,t = min{pupper,phk,φ,t , pratedLinek,φ−p

fc
Linek,φ,t}, H

EV
k,φ is is number households

connected at phase φ which have a EV managed by the aggregator k, pfcLinek,φ,t
is the forecasted power per phase of the kth aggregator, and pupper,phk,φ,t is the
aggregated upper power boundary of all EVs connected at phase φ, which
is defined by Equation (5.29). As the kth aggregator has already computed
the individual power boundary of the jth EV using Equation (3.35), and as
it knows the location of such vehicle at household i, a such individual limit
is represented per phase by pupper,phk,φ,i (t).

pupper,phk,φ (t) =
∑
i∈HEV

k,φ

pup,phk,φ,i (t), ∀k ∈ K, ∀φ ∈ p, ∀t (5.29)

5.6.4 Voltage constraints

As the addition of EVs and PV units alongside the LV network may cause a
significant drop or rise in voltage magnitude at every load node, constraint
(5.7) has been modified by including the individual adjustment of PV export
limit ζ, as shown in constraint (5.30).

Vmin ≤ V ini
i,t + αi,i · PEV

k,i,t + βi,i · pPVk,i,t · ζk,i,t+∑
h∈H
i 6=h

(αh,i · PEV
k,h,t + βh,i · pPVk,h,t · ζk,h,t) ≤ Vmax,

∀k ∈ K, ∀i 6= ∅ ∈ H,∀t (5.30)
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Once solved the proposed convex model, the DSO can send different
signals to each aggregator such as the individual and aggregate charging
pattern of all EVs per aggregator, the individual and aggregate maximum
PV power generation per aggregator, the voltage profiles of all network users,
and the loading level of feeders and distribution transformers. To summarise,
Figure 5.19 outlines the simplified procedure of the proposed centralised
control method.

Start

1.1 Steady-state unbalanced load flow : determine voltage sensitivity coeffi-
cients based on Appendix B.

1.2 Quasi-dynamic unbalanced load flow : obtain initial time-series of
voltages.

2. Locate the households where PV units and EVs are connected.

3. Obtain the energy and powera boundaries of all EVs using Equations
(3.20)–(3.27), (3.28)–(3.30), and (3.35), and then aggregate them
employing Equations (3.37) and (3.37).

aEquation (3.36) must be considered if the V2G function is analysed.

4. Compute the expected daily power production of all PV systems us-
ing Equation (3.12) or provide the forecasted time series and then
aggregate them using Equation (3.13).

5. Define the quadratic optimisation problem using Equations (5.17)–
(5.30), including constraints (5.11)–(5.16).

6. Compute the optimisation problem and extract:

• The individual and aggregated charging pattern of all EVs per
aggregator

• The individual and aggregated maximum PV power generation
per aggregator

• The voltage profiles of all network users and the loading level of
feeders and distribution transformers

End

Figure 5.19: Simplified flowchart of the proposed methodology based on the
hybrid approach using the voltage sensitivity coefficients
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5.7 Description of the test cases used for prob-
lems (5.10) and (5.17)

In order to validate the proposed coordination strategy, two case studies
have been undertaken.

• Case 1: In this case, the convex optimisation model in (5.10)–(5.16) is
analysed. This means that the DSO only considers the loading capacity
of the main service cables and distribution transformer as the reference
parameter. Detailed topological configuration of the LV network is not
needed. The aggregators report their energy and power requirements
in an aggregated manner.

• Case 2: The convex optimisation problem in (5.17)–(5.30), including
restrictions (5.11)–(5.16) is evaluated. The information of the LV net-
work is considered as the DSO knows in detail the grid. A residential
LV network (Figure 4.1) with two feeders which supply power to 55
and 75 households with a lagging power factor of 0.95, respectively,
has been considered. The aggregators inform the voltage and loading
levels per user node as additional information with respect to Case 1.

The rated capacity of each service cable is 215 A, i.e., pratedLinek,φ = 47.17 kW
per phase, taking into account also a lagging power factor of 0.95. Both
feeders are derived from a 350 kVA distribution transformer with a rated
phase-to-phase voltage at the secondary of 400 V with ±10% allowable vari-
ation. It is assumed that each feeder is managed by an aggregator, i.e.,
K = 2. Data of residential load and network parameters were collected
from (Electriciy North West, 2019).

A critical penetration level of 100% for both the EVs and PVs in each
feeder was considered. It means that all households (see Table 4.1) in both
feeders have both a PV and EV operating at certain time slots of the test pe-
riod. EVs and PVs are simulated using the specifications given in Table 5.3.
EVs travelled distance and arrival time are modelled using log-normal (Na-
tional Renewable Energy Laboratory, 2017) and truncated Gaussian (Shafie-
Khah et al., 2016) distribution functions, respectively.

Simulations are executed for 30 hours with 10-minute time intervals,
i.e., Nslots = 180. Weight parameters ω, γ, and λ were adjusted to 1000.
It is used CPLEX 12.9 under its API in Python (DOcplex) (IBM, 2020) to
solve the two proposed optimisation models on a laptop with a four cores
Intel Core i7 processor and 12 GB memory. It takes less than 1 second to
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solve the proposed optimisation problem in (5.10)–(5.16) and 5 s to solve
the presented optimisation model in (5.17)–(5.30), including restrictions in
(5.11)–(5.16).

Table 5.3: EV and PV data used for simulation

Description Parameter

EV model Nissan Leaf
Battery Capacity 24 kWh
ECR 0.1778 kWh/km
Rated Charger Power 3.7 kW
Charger efficiency 0.92
Daily driven distance N (µln = 2.89257, σln = 0.91779)
Arrival time N (µ = 16 : 00, σ = 3 h, tmin = 11 : 00, tmax = 23 : 00)
SOCobj 0.95
Rated PV Inverter Power 5 kW
Inverter Power Factor 1

5.7.1 Results of the population-based and hybrid ap-
proach

This section presents and analyses the results obtained by employing the
proposed coordination strategy among two aggregators considering a 100%
penetration level of PVs and EVs. Figure 5.20 shows the statistical daily
power generation for a 5 kW single-phase PV system with a 10 min resolution
interval as a result of the model in Section 3.1. Based on this result, the
PV power output of each household within the kth aggregator is randomly
generated based on the mean and standard deviation value at each time step
from the above figure. Then, the resulting PV power profiles are aggregated
using Equation (3.13).

On the other hand, Figure 5.21 exemplifies the behaviour of the PV
power curtailment factor ζ for a PV unit installed in a household at the be-
ginning and the end of both feeders if a linear approach were used instead of
a quadratic formulation like in (5.17). Figures 5.21(a) and c), show that the
households along the feeder may experience an uneven distribution of the
value of ζ if a linear approximation for the power curtailment is employed.
This means that some users will be more penalised than others, depend-
ing on their location across the network. However, as all the PV units will
contribute to the aggregated reverse power flow, these should be evenly pe-
nalised regardless of their location in the feeder, as shown in Figures 5.21(b)
and (d).
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Figure 5.20: Boxplot for the PV inverter power derived from yearly meteo-
rological data by using the model in Section 3.1.

Figure 5.21: Comparison between the linear ((a) and (c)) and quadratic ((b)
and (d)) approaches for the PV power curtailment factor ζ for aggregator
1 and 2. (a) Household 1 in feeder 1, (b) Household 55 in feeder 1, (c)
Household 56 in feeder 2, (d) Household 130 in feeder 2.
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Charging behaviour at Aggregator level

As a result of the proposed optimisation problem in (5.10)–(5.16) (Case 1),
Figure 5.22 compares the upper power boundaries, the optimal charging
power (PEV

k ), the maximum charging power (Pmax
ch ), and the overloading

levels (OLk) for both aggregators. Figure 5.22a) shows that power needs
from both aggregators are met thanks to the delay in the charging process
and the dynamic adjustment of ∆P

k . However, in Figure 5.22b), it can be
seen that the aggregator two exceeds the remaining capacity of its feeder
in order to fulfil its charging requirements. Although it seems to occur for
an extended period (16:00 to 21:00), in fact, the overloading condition only
occurs in a shorter period because this situation is analysed from the point
of view of the net power on the feeder, as shown in Figure 5.27.

Figure 5.22: Case 1: Upper power boundary (blue), maximum power on the
feeder (red), overloading on the feeder (purple), and the optimal charging
power profile (black) for a) the first aggregator and b) second aggregator.

On the other hand, Figures 5.23 and 5.24 depict the behaviour of the
variables described above, but this time, per phase and aggregator, respec-
tively, after solving the convex problem in (5.17)–(5.30), i.e., Case 2. Due to
the granularity of the input information, the aggregator is able to evaluate if
there is an overload condition per phase, contrary to Case 1. By comparing
Figures 5.23 and 5.24, it can be seen that both aggregators require a power
level further to the capacity of the feeder for charging the EVs connected to
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phase a. This effect also occurs in phases b and c for the second aggregator
because of the number of households on the feeder (Table 4.1). Nonetheless,
the total overloading effect is seen reduced by evaluated it through the net
power per phase on the feeder due to the contribution of the PV power.
Serving the EVs locally reduces the power flow from the upstream network
and enhances network voltage.

Figure 5.23: Case 2: Upper power boundary, maximum power, overloading,
and optimal charging power profile per phase for the first aggregator.
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Figure 5.24: Case 2: Upper power boundary, maximum power, overloading,
and optimal charging power profile per phase for the second aggregator.

For comparison, Figures 5.25 and 5.26 depict for each case and aggrega-
tor how the supplied energy to their EVs evolves between their aggregated
energy boundaries as a result of the obtained optimal charging profile. It can
be seen that, in both cases, the energy trajectory starts close to the upper
boundary, which means that all EVs are charging at the rated capacity of
their chargers. Then, during the charging period, power is modified accord-
ing to constraints in (5.14) and (5.18)–(5.20) for Case 1 and 2, respectively,
up to reach the lower boundary, i.e., the charging power is slightly delayed
for some EVs.

Note that, in both cases, the amount of energy supplied to the EVs of
each aggregator at the end of their charging periods is almost the same for
the first aggregator and slightly different for the second. This means that
a total of 717 kWh and 974 kWh in Case 1, and 713 kWh and 1009 kWh
in Case 2, respectively, were delivered by combining the network and the
aggregated PV power. This small difference is generally given by factors
(vehicle usage, personal habits, and working schedules) which are relatively
steady and which could change slowly, i.e., the characteristics of the charging
will not suddenly change with the same trajectory.
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Figure 5.25: Optimal charging trajectory and charging profile for a) the first
aggregator and b) second aggregator

Figure 5.26: Optimal charging trajectory and charging profile with voltage
constraints for a) the first aggregator and b) second aggregator
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Feeders loading level

In Figure 5.27, several operational curves are compared for both aggregators
in order to exemplify the obtained results after solving the proposed opti-
misation problem in (5.10)–(5.16). First, the aggregated PV power of each
aggregator is in average reduced 22.5% and 24.7%, respectively, with respect
to the estimated PV generation (curve with red dots) due to the weighting
term in (5.10). This can be seen in terms of the total net power (dash-dotted
line) through the main service cables of the feeders. In Figure 5.27b), the
second aggregator, during the maximum PV power generation, limits the
reverse power flow to the rated capacity of their feeders (P rated

Linek = 141.5 kW)
because of the operating constraint in (5.12). Second, during the evening
peak demand period, it experiences an overloading event for approximately
2.25 hours, which overpasses the rated capacity of its feeder in 32%. This oc-
curs because the objective function in (5.10) is penalised by simultaneously
charging a large number of EVs during that time. Despite this operational
condition, the loading level on the main transformer is maintained below its
rated capacity, as shown in Figure 5.29. Besides, it is also presented the
self-consumed PV power by the EVs and the users’ demand.

Figure 5.27: Net power on the feeder’s main cable without VC for the a)
first aggregator and b) second aggregator

Figure 5.28 shows the three- and single-phase net power on each feeder
as a result of solving the optimisation problem from Section 5.6. The reverse

116



power flow in all phases of both feeders is limited to the single-phase capacity
of the service cable due to constraint in (5.24). However, for the first feeder
(Figure 5.28a), the impact of the EVs located in phase a is evident, with the
loading level above the rated capacity of the phase, while phase b and phase
c loading levels are below this limit. Similar overloading events occur at the
second feeder (Figure 5.28b) but in phases a and b, as these supply power
to more households than phase c, which is also be reflected in the total
net power at the aggregator level. Thus, by adding the new constraints
and variables to the coordination schema in (5.10), the DSO can identify
overload events in any phase of the aggregator’s feeder due to the unbalanced
nature of the loads. This result also highlights the significance of modelling
unbalanced networks, as a balanced representation would not have captured
the impact in any phase of the system, suggesting incorrectly that additional
EV load or PV generation could be introduced without breaching limits.

Notice that evaluating this critical penetration level on this particular
network and assuming that the EVs owners are not flexible in changing their
expected energy level, there would be two feasible solutions: reinforcement of
the main service cable of each feeder or the installation of centralised BESSs,
which could store the surplus PV power and give it back when necessary to
reduce the loading level on the feeders.

Figure 5.28: Three- and single-phase net power on the feeder’s main cable
of the a) first aggregator and b) second aggregator.
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Note also that each aggregator could experience higher overloading events
if a proper control strategy is not considered, i.e., the maximum expected
charging power value (Pmax

ch ) would be equal to the upper power boundary
of each aggregator. In addition, for a higher charging mode (according to
the IEC 61851 (Martínez-Lao et al., 2017)) and a larger PV rated capacity,
the penetration level would be much lower. However, if it is required to
maintain the same penetration level, it would be necessary to reinforce both
the transformer and the main cables.

Transformer loading level

For comparison, the total net power through the main distribution trans-
former with and without voltage constraints is presented in Figure 5.29.
It is evident that for both cases, the transformer capacity is high enough
for accommodating both the additional charging demand and local genera-
tion; taking into account the parameters in Section 5.7. It can also be seen
that the reverse power flow level is lower when considering the voltage con-
straints in conjunction with the PV power curtailment restrictions in (5.23)
and (5.24). Moreover, the aggregated charging power is slightly delayed
without accounting for the voltage constraints because only the loading cri-
teria is evaluated by the control strategy. Notice that the results from this
critical scenario would provide to the DSO the input data for planning the
reinforcement of their assets.

LV network voltages

As a result of implementing the proposed coordination model in Section 5.6,
the single-phase voltage distribution of all household nodes in both feeders
is shown in Figures 5.30a) and b). The impact of active power injection
in both feeders during midday on voltages is clearly visible, as these high
values are induced by the simultaneous power generation of multiple PVs.
However, it can be seen that the whiskers in Figure 5.30a) are limited to
1.1 p.u. due to voltage constraint in (5.30). It also shows that even though
the loading levels in some phases for both aggregators are exceeded during
the charging of the EVs, as depicted in Figure 5.28, the voltage drops within
acceptable limits. Therefore, it is important to consider the voltage effect in
the simulated network.
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Figure 5.29: Net power on the distribution transformer with and without
voltage constraints (VC)

Figure 5.30: Boxplot of voltage profile for the households managed by a)
the first aggregator and b) second aggregator.
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5.8 Centralised optimisation using the lineari-
sation for the unbalanced power flow

In this section, the proposed objective function in (5.17) is rewritten based
on the network nodes in order to include the new linear approximation of
the power flow described in Section 4.2.1. Note two things, the functionality
description of each term given in Sections 5.6.1 and 5.5.1 remains equal for
this optimisation problem, and only those variables without the subindex t
are updated at every timestep.

maximise f4 =
∑
k∈K

∑
t∈Nslots

((
1− P PV

k · ζk,t∑
i∈HPV P

rated
PVk,i

)
· P PV

k · ζk,t

)
+
∑
k∈K

∑
t∈Nslots

PEV
k,t − ω ·

∑
k∈K

∑
t∈Nslots

Ok,t − γ ·
∑
k∈K

∑
t∈Nslots

∆P
k,t

+
∑

t∈Nslots

∑
i∈N

Sre
PVi
6=0

((
1−

Sre
PVi
· ζi,t

P rated
PVi,t

)
·Sre

PVi
·ζi,t

)
+
∑

t∈Nslots

∑
i∈N
xi 6=0

(PEV
i,t −∆Pinc

i,t ) ·xi

(5.31)

5.8.1 Network constraints

Equation (4.5), which represents the linearized power flow, is rewritten into
its real and imaginary parts in order to introduce the proposed control vari-
ables for the optimal PV power curtailment and smart charging of EVs per
aggregator. First, the product of matrices H · V ∗N and M · VN is operated
according to Equations (5.32) and (5.33), respectively. Since most of the
terms of H and M are zero, the resulting matrices can be handled as a set
of compressed sparse 1 row matrices in order to reduce the computational
burden. Hence, a new set of matrices can be defined as a function of the set
of nodes and time, as shown in Equations (5.34)–(5.37).

1A matrix is said to be sparse if a large proportion of its entries are zero. Hence,
memory usage and computational complexity can be enhanced by using a sparse matrix
coding. A simple but effective sparse coding is to store a matrix A ∈ RN×P as a collection
of triples {(i, j, Ai,j : 1 ≤ i ≤ N, 1 ≤ j ≤ P,Ai,j 6= 0)}. In Python, this is managed as a
dictionary with indices as keys and matrix entries as values.
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(Hre
i,k + jH im

i,k) · (V re
Nk,t
− jV im

Nk,t
) =

(Hre
i,k · V re

Nk,t
+H im

i,k · V im
Nk,t

)

+ j(V re
Nk,t
·H im

i,k −Hre
i,k · V im

Nk,t
)

(5.32)

(M re
i,k + jM im

i,k ) · (V re
Nk,t

+ jV im
Nk,t

) =

(M re
i,k · V re

Nk,t
−M im

i,k · V im
Nk,t

)

+ j(V im
Nk,t
·M re

i,k +M im
i,k · V re

Nk,t
)

(5.33)

Ai,t = Ai,t + (Hre
i,k · V re

Nk,t
+H im

i,k · V im
Nk,t

) ∀(i, k) ∈ sparse{Hre
i,k}, ∀t (5.34)

Bi,t = Bi,t + (V re
Nk,t
·H im

i,k −Hre
i,k · V im

Nk,t
) ∀(i, k) ∈ sparse{H im

i,k}, ∀t (5.35)

Ci,t = Ci,t + (M re
i,k · V re

Nk,t
−M im

i,k · V im
Nk,t

) ∀(i, k) ∈ sparse{M re
i,k}, ∀t (5.36)

Di,t = Di,t + (V im
Nk,t
·M re

i,k +M im
i,k · V re

Nk,t
) ∀(i, k) ∈ sparse{M im

i,k}, ∀t (5.37)

As a result, the power flow can be expressed as a function of the above
matrices, as shown in Equations (5.38) and (5.39). As J is a vector, its real
and imaginary parts are straightly employed.

Re{S∗net} = Ai,t + Ci,t + J re
i (5.38)

Im{S∗net} = Bi,t +Di,t + J im
i (5.39)

Besides, the left-side terms of the above equations can be expanded by in-
troducing the balance of active and reactive power between the PV gener-
ation, the conventional load and the EV charging at node i. Notice that
Equation (5.41) considers that the PV inverter can operate with a different
power factor than unity. Note also that xi represents the availability of the
EV at node i for a given time t. It is also considered that each EV charger
operates with a unity power factor.

ζi,t · Sre
PVi
− (Sre

Loadi
+ xi · PEVi,t) = Re{S∗net} (5.40)

−(Sim
PVi
− Sim

Loadi
) = Im{S∗net} (5.41)

Therefore, the power flow constraints are obtained by replacing Equation (5.38)
into (5.40), and Equation (5.39) into (5.41), resulting in Equations (5.42)
and (5.43), respectively. Notice that these equations define an affine space,
even when those are separated into real and imaginary parts, since H, M ,
or J do not depend on power.

ζi,t · Sre
PVi
− (Sre

Loadi
+ xi · PEVi,t) = Ai,t + Ci,t + J re

i ∀i ∈ N, ∀t (5.42)
−(Sim

PVi
− Sim

Loadi
) = Bi,t +Di,t + J im

i ∀i ∈ N,∀t (5.43)
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On the other hand, if maximum drop constraint (4.9) is relaxed (i.e., after
separate it in its real and imaginary parts, as shown in Equation (5.44)), then
the model becomes a quadratic optimisation with a quadratic constraint that
can be easily handled by solvers such as DOcplex in Python. Nonetheless,
Equation (5.44) must be verified after the optimisation because the load
flow’s accuracy depends highly on the value of this constraint.

(V re
0i
− V re

Ni,t
)2 + (V im

0i
− V im

Ni,t
)2 ≤ δ2

max ∀i ∈ N,∀t (5.44)

Note that the addition of the above constraint makes that the QP in
(5.31) becomes a quadratically constrained quadratic problem (QCQP).

5.8.2 Aggregators constraints

Constraints (5.13)–(5.16) are still valid for this approach, as these restric-
tions only depend on the aggregator itself.

5.8.3 EVs and PVs constraints

To assure a feasible solution to the problem, the following set of restrictions
are included2. Constraint (5.45) states that the charging power of the EV
connected at household node i should not exceed the rated capacity of its
charger at any time. Notice that PEV

i,t = 0 when the EV is not connected.

0 ≤ PEV
i,t ≤ Pmax

ch · ηch, ∀t, ∀i ∈ N if xi 6= 0 (5.45)

Constraint (5.46) limits sudden changes of PEV
i,t over consecutive time steps

by dynamically tuning the charging rate of the EV at node i. Further,
constraint (5.47) states that the penalty deviation variable ∆Pinc

i,t should be
no larger than the rated capacity of the EV charger.

PEV
i,t−1 −∆Pinc

i,t ≤ PEV
i,t ≤ PEV

i,t−1 + ∆Pinc
i,t , ∀t, ∀i ∈ N if xi 6= 0 (5.46)

0 ≤ ∆Pinc
i,t ≤ Pmax

ch · ηch, ∀t,∀i ∈ N if xi 6= 0 (5.47)

The energy boundary constraints (5.21) and (5.22) are also included in this
optimisation problem, as they depend on the energy state of each EV. Con-
straints (5.48) and (5.49) impose that the summation of the optimal charging

2Notice that subindex k for the EVs and PVs from problem f3 is no longer used in this
optimisation problem. Constraints are formulated for all the connected devices into the
LV network. The number of EVs and PVs for a particular aggregator is later categorised
using a sparse matrix based on the node where each device is connected.
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power and the dynamic charging rate of the connected EV at household node
i under aggregator k have to be equal to the aggregated optimal charging
demand and the aggregated charging rate of such aggregator, respectively.∑

(k,i)∈ sparse{NEV
k,i }

(PEV
i,t · xi) = PEV

k,t , ∀t, ∀k ∈ K (5.48)

∑
(k,i)∈ sparse{NEV

k,i }

(∆Pinc
i,t · xi) = ∆P

k,t, ∀t,∀k ∈ K if P upper
EVk,t

6= 0 (5.49)

Constraint (5.50) enforces that the summation of the maximum injected
power from the PV unit connected at the household node i under aggregator
k must be equal to the aggregated maximum PV power of such aggregator.
NPV
k,i is denoted as a sparse row matrix of the households nodes with a PV

unit managed by the aggregator k.∑
(k,i)∈ sparse{NPV

k,i }

(Sre
PVi
· ζi,t) = P PV

k · ζk,t, ∀t,∀k ∈ K if P PV
k 6= 0 (5.50)

Once solved the proposed convex model, the DSO can send different signals
to each aggregator such as the individual and aggregate charging pattern of
all EVs per aggregator, the individual and aggregate maximum PV power
generation per aggregator, the voltage profiles of all network users, and
the loading level of feeders and distribution transformers. To summarise,
Figure 5.31 outlines the simplified procedure of the proposed centralised
control method.

123



Start

1.1 Compute the admittance matrix of the network in the form presented
in Equation (4.1).

1.2 Calculate the matrices H, M , and J based on Equations (4.6)–(4.8)
and separate them into their real and imaginary terms.

1.3 Transform the resultant real and imaginary matrices from H and M
into sparse row matrices.

1.4 Compute the three-phase voltage at the slack node (V0) using Equa-
tion (4.3), as well as VT = V0 ⊗ 1.

2. Obtain the energy and powera boundaries of all EVs using Equations
(3.20)–(3.30) and (3.35), and aggregate them employing Equations
(3.37) and (3.38).

aEquation (3.36) must be considered if the V2G function is analysed.

3. Locate the household nodes where EVs are connected and define,
for all time intervals, their individual energy constraints using Equa-
tions (5.21) and (5.22). Also for all time intervals, define the energy
boundaries constraints per aggregator employing Equations (5.15) and
(5.16).

4. Compute the expected daily power production of all PV systems us-
ing Equation (3.12) or provide the forecasted time series and then
aggregate them using Equation (3.13).

For each time t and node i:

5.1 Define the quadratic optimisation problem using Equations (5.31),
(5.44)–(5.50), including constraints (5.13) and (5.14).

5.2 Compute the set of matrices in (5.34)–(5.37) to define the constraints
(5.42) and (5.43).

6. Setup the convergence tolerance for the barrier algorithm and compute
the optimisation problem for extracting:

• The individual and aggregated charging pattern of all EVs per
aggregator

• The individual and aggregated maximum PV power generation
per aggregator

• The voltage profiles of all network users and the loading level of
feeders and distribution transformers

End

Figure 5.31: Simplified flowchart of the proposed methodology based on the
hybrid approach using a linear OPF approach
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5.9 Description of the test cases used for prob-
lem (5.31)

The performance and robustness of the convex optimisation model in (5.31)
are verified by considering an 80% and 90% penetration level for EVs and
PVs, respectively, in the LV network depicted in Figure 4.1. Both insertion
levels are computed based on the total number of users, i.e., 130. The
number of EVs and PVs per phase and feeder are summarised in Tables
5.4 and 5.5. These devices are simulated using the specifications given in
Table 5.3. From Figure 5.20, a unique PV power output profile with a
maximum value of 5 kW has been assigned to those users with a PV unit.
Weight parameters ω, γ, and λ are also adjusted to 1000.

Table 5.4: Number of EVs and PVs connected per phase in Feeder 1

Phase φ Number of
Households

EVs PVs

a 21 19 19
b 19 13 15
c 15 11 13
Total 55 43 47

Table 5.5: Number of EVs and PVs connected per phase in Feeder 2

Phase φ Number of
Households

EVs PVs

a 28 20 24
b 26 23 25
c 21 19 21
Total 75 62 70

It is known the test network has 2135 nodes, but most of these work as
junction nodes for drawing the path of the feeders up to the end-users. How-
ever, these nodes can be reduced by calculating an equivalent line segment
from the load node up the derived branch from the main service cable. Since
this method considers the admittance matrix of the grid, the computational
burden for compiling the convex problem with the original number of net-
work nodes (i.e., a [6405 × 6405] matrix) would be a time-consuming task,
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especially when computing equations (5.34)–(5.37) to be later inserted in
constraints (5.42) and (5.43). Hence, for mitigating this issue, the test net-
work has been reduced to N = 553, resulting in a [1659× 1659] admittance
matrix. This simplification gives fewer variables to be evaluated, and there-
fore, reduces the computation time. Considering that voltage constraint
(5.44) significantly influences the load flow’s exactitude, convergence toler-
ance for the barrier algorithm internally used by CPLEX is set to 1× 10−11.
Therefore, it takes nearly 16 minutes to solve 1.1× 106 variables along with
673 × 103 linear restrictions and 219 × 103 quadratic constraints for the
proposed optimisation problem.

5.9.1 Results of the linearized approach

Figure 5.32 presents the three- and single-phase net power on each feeder
(similar to Figure 5.28) after solving the optimisation problem presented
in Section 5.8. However, in this case, the reverse power flow through the
three phases of both feeders is limited to the single-phase capacity of the
service cable due to the power flow and voltage constraints (5.42) and (5.44),
respectively. This effect is given because the real and imaginary parts of
matrices H, M and J highly depend on the voltage of the nodes, and as it
is constrained to a certain increment, then also the net power on each phase
of the feeder.

In Figure 5.32a), the loading level (total and per phase) in the first feeder
does not exceed its nominal capacity. The method has achieved this by
curtailing PV generation during periods of high irradiance and delaying some
EVs’ charging up to the maximum waiting time of their energy boundaries.
This effect can also be observed in the voltage profile of the households
connected per phase of this feeder, where the voltage is below the network
limit, as shown in Figure 5.33.

On the other hand, Figure 5.32b) shows that the exported net power
per phase on the second feeder reaches its rated capacity following a similar
pattern between phases because of the applied weighting formulation at the
device and aggregator level in the control strategy. This behaviour is due to
the voltage value on each phase has reached the operational limit of 1.1 p.u.,
as shown in Figure 5.34. Besides, during peak hour, this feeder is slightly
overloaded because of the high power demand of the EVs, mainly in phases
a and b, as depicted in Figure 5.32b). Due to the greater number of users-
and- penetration level in the second feeder, the voltage level is a bit lower
than in the first feeder but still within limits.
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Figure 5.32: Three- and single-phase net power on the feeder’s main cable
of the a) first aggregator and b) second aggregator employing the Wirtinger
linearisation.
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Figure 5.33: Boxplot of voltage profile per phase for the households managed
by the first aggregator.
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Figure 5.34: Boxplot of voltage profile per phase for the households managed
by the second aggregator.
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5.10 Summary of the proposed methodology

This section presents an overview of the different optimal coordination strate-
gies described through the chapter. Highlighting that these strategies can be
employed depending on the detail of results that the DSO needs to analyse.

In Sections 5.3, 5.5, 5.6 and 5.8, four optimisation problems named f1,
f2, f3 and f4 were proposed as coordination strategies among the DSO, the
aggregators and the end-users into three different approaches: individual,
population, and hybrid. The first model was defined at the aggregator level,
whereas the other three models were proposed at the DSO level.

The application of each model will depend on the available information
of the LV network under study. For example, if the DSO or any stakeholder
counts with detailed data of power profiles per user and the whole topology
of the LV feeder, the Individual-based approach (model f1) can be applied
to optimise the charging of the EVs without controlling the PVs at the ag-
gregator level. If only the aggregation of the load profiles and the amount
of EVs and PVs at the feeder level is available along with the rated capac-
ity of the main cables and distribution transformer, the Population-based
approach (model f2) will be suitable for optimising the expected charging
power of the EVs, and the maximum injected PV power per aggregator to
the network. However, if a combination of the above two cases is available,
the Hybrid approaches (model f3 and f4) can be employed to obtain de-
tailed information related to the optimal charging pattern of the EVs or the
amount of PV power curtailment at the end-user, aggregator or DSO level.
Additional information such as the loading level of the feeders or the voltage
profile of the whole network can also be analysed. Note that it cannot be
accessed to the voltage behaviour of the network for the Population-based
approach because it does not consider the topology of the network. Models
f3 and f4 differ from one another because the first uses the sensitivity coef-
ficients of the network and the other model employs the linearised OPF to
evaluate the voltage at the end-user level.

In addition, the proposed four optimisation problems have the following
advantages:

• Model f1 can be more relevant to analyse individual feeders because it
takes into account detailed information about all the assets connected
to these to deliver particular optimal control signals, exploiting the use
of network sensitivity coefficients by linearizing both the loading levels
and voltages of the network.
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• By aggregating the individual power and energy boundaries of the EVs
and the expected PV power generation per aggregator before the co-
ordination at the DSO, the computational burden of the optimisation
problems is highly reduced. The amount of data exchange between
the aggregators and DSO is reduced for the convex model f2.

• By comparing the three optimisation models, the convex formulation
in f2 reduces the problem dimension to the number of aggregators and
time intervals, which enables the proposed strategy to be easily solved
even with a high number of PVs and EVs per aggregator.

• For the optimisation problems f3 and f4, the DSO can dictate the
individual and aggregated optimal power profile of the EVs and PVs
managed by the aggregator k, respectively. Note that the aggregators
are located at the LV side of the distribution transformer, which means
that each aggregator manages a feeder derived from the transformer.

• Different operational scenarios in the LV network can be foreseen by
the DSO to dictate to each aggregator, thanks to the less complex,
smooth and stable profile from aggregating the PV generation and the
power/energy boundaries of EVs.

• The DSO can determine its peak net power flexibly based on the in-
formation provided by each aggregator.

• If the DSO decides that PV curtailment and EV charging have to be
driven by price, the corresponding term within f2 to f4 can be easily
included.

Based on the above-mentioned, Table 5.6 briefly summarises the main
aspects of the four proposed models for the DSO to optimally coordinate the
operation of large quantities of EVs and PVs connected to the LV network
by means of different aggregators.
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Table 5.6: Summary of the proposed control methods for the DSO and
Aggregators

Category Description
Model

f1 f2 f3 f4

Aggregator approach Individual-based
√

Population-based
√

Hybrid
√ √

Network constraints Voltage Constraints
√ √ √

Loading level Constraints
√ √ √ √

Optimisation technique LP
√

QP
√ √ √

Network analysis tool Sensitivity Coefficients
√ √

OPF
√

Apply to Aggregator level
√

DSO level
√ √ √
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Chapter 6

Experimental case studies

6.1 Description of the experimental setup for
the individual-based approach

In order to verify the real performance of the proposed control strategy in
Section 5.3, an experimental test case was carried out at the Smart Grid
Technology Lab at TU Dortmund University. In Figure 6.11, it can be
observed that the laboratory is equipped with different assets such as an
emulator of LV cables, on-load tap changer transformers, redox-flow and
Li-ion batteries, power amplifiers, controllable loads and the EV charging
station used to test the control charging strategy (red square).

The proposed algorithm was implemented in Python and tested in the
Phoenix Contact Advanced EV charge controller of an RWE eSTATION
charging station. This device allows limiting the charging current from 6 A
to 16 A through Modbus TCP/IP protocol. The charging station is equipped
with two independent charging outlets up to 11 kW (400 V AC). In one of
the charging outlets was installed a KoCoS EPPE CX power quality analyser
to measure the voltage, current and active power from the grid. This device
represents the smart meter in a real case. Two commercial EVs were tested,
taking into account the technical characteristics of the charging station. A
Nissan Leaf with a single-phase connection up to 3.7 kW (230 V AC) and
a BMW i3 with a three-phase connection up to 11 kW. The technical char-
acteristics of the tested EVs are presented in Table 6.1. Regarding the LV
network and the households consumption, the same feeder from Section 5.4
was used to allocate the EVs and PVs. As the load and PV generation pro-

1The complete description of the laboratory can be found in Spina et al. (2018).
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files resolution is 1 min, this was selected as the sample time for carrying
out the experimental test. Only 10 households with EVs and PV units were
considered, and it was assumed that all vehicles arrive at 11:00 h in order
to take advantage of the available PV power in winter. A simplified schema
of the employed setup topology is presented in Figure 6.2.

Figure 6.1: Smart Grid Technology Lab layout. Adapted from Spina et al.
(2018)

Table 6.1: Technical characteristics of the tested vehicles

Vehicle Nissan Leaf 2014 BMW i3 2016

Battery capacity 24.1 kWh 33.2 kWh
On-board charger efficiency 0.89 0.93
Connector IEC 62196 Type 1 Type 2
Max. Charging current 16 A 32 A (1-phase)
AC topology 1-phase 1- and 3-phase

For this experimental setup, the yellow block in Figure 6.2 represents
the aggregator for the analysed feeder. Here, the individual-based model
described in Section 5.3 is computed at each time t. Before connecting with
the charging station, the sensitivity coefficients of the network are computed
in PowerFactory employing the algorithm in Appendix B. Then, from t = 0
to the minimum arrival time of the emulated vehicles, the optimisation runs
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in simulation time, i.e., in a few seconds. Afterwards, the connection with
the charging station is established using the Modbus library (ModbusTcp-
Client) in Python for reading the electrical variables from the KoCos meter
and sending the optimal setpoint of current every 1 min. This process is
repeated until the calculated time of EV disconnection. From that point,
the optimisation runs again in simulation time up to the end of the test
period.

Figure 6.2: Simplified scheme of the laboratory setting

Due to the limitation of measuring one charging outlet, two scenarios
were tested. One scenario with 9 simulated EVs and 1 emulated EV (the
green star in Figure 6.2 depicts the Nissan Leaf), and the other scenario
with 7 simulated EVs and 3 emulated EVs. The red stars represent these 3
EVs in Figure 6.2, which in turn depict the BMW i3. Due to the internal
topology of the BMW i3, it can be analysed as 3 individual vehicles. Notice
that the PVs were only simulated for both scenarios.

Since it is not possible to get access to the SOC of both EVs when
these are connected to the charging station, it was necessary to perform
the following trial before the experimental test. First, the EVs were fully
charged to be driven in a round-trip of approximately 23.4 km (Figure 6.3)
from the Smart Grid Technology Lab 2. Then, these were connected again
to the charging station to measure the required energy to be fully charged.
By doing this test, it was found that the energy necessary to reach the rated

2The research team of the Lab usually employs this route as a reference journey of a
user with an EV.
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battery capacity of the Nissan Leaf and the BMW i3 was 3.8 kWh and
2.9 kWh, respectively. Note that these values can vary for the same route
because they highly depend on the driving mode, state of the tires, average
velocity, and other external factors that can modify the energy consumption
rate (kWh/km) of the vehicles.

Afterwards, the same route was driven again, trying to keep the initial
drive mode to carry out the experimental test in Figure 6.2. Then, with the
above-found energy values, the arrival energy of both EVs was estimated by
subtracting them from the nominal battery capacity of each vehicle.

Figure 6.3: Testing route for the Nissan Leaf and BMW i3

6.1.1 Experimental results for the individual-based ap-
proach

As a result of employing the proposed linear programming model in the first
scenario, Figures 6.4 and 6.5 compare the simulated and measured charging
power/energy of the Nissan Leaf. It can be seen in both figures that the EV
starts charging 1 min after being connected with a ∆P = 1.38 kW, i.e., 6 A,
which is the minimum current to activate the charge controller. After that,
the charging power continues increasing up to reach the maximum charging
power, i.e., 3.7 kW. It can be noticed also that the measured power follows
the optimal charging set point with small deviations associated with the
instant where the measure was taken (see also Figure 6.5). Since the charg-
ing process followed the upper energy boundary, the Nissan Leaf reached
its nominal battery capacity value at interval 730 (12:10 h), as shown in
Figure 6.5. Therefore, the remaining availability was 40 min (blue line).
Besides, during the charging stage, the 3.7 kW PV unit connected to the
same household delivered a maximum power output of 0.8 kW, considering
the description of the test case in Section 5.4 for the winter season.

Regarding the results of the second scenario, Figures 6.6 and 6.7 compare
the simulated and measured charging power/energy of the EVs connected
at households 11, 12, and 21, which are represented by the three-phase
connection of the BMW i3. These users were selected because these are
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connected to the phases c, b, and a, respectively. For all three vehicles, the
charging process is delayed 2 min after being connected. As the case before,
the initial charging power equals 1.38 kW and continues increasing up to
reach 3.7 kW. In this case, the measured power tries to follow the optimal
set point, but it keeps below the reference for EVs 12 and 21. According to
the charging tests carried out in this laboratory by Caro et al. (2021), this
happens because the on-board charger injects unbalanced charging currents,
i.e., the current through phase a is greater than in phase b, and the current
in phase b is higher than in phase c. Due to the constant voltage stage
from the constant current-constant voltage (CCCV) algorithm in the DC-
DC converter of the BMW i3, the charging current starts to decrease even
when the setpoint sent to the charging station is higher. This is because the
traction battery is reaching its maximum SOC. Similar to scenario one, the
PVs delivers the same amount of power.

Due to the difference between the optimal charging power and the mea-
sured power, a small amount of energy variation (∆E) exists at the end of
the charging period, as shown in Figure 6.7. It is also noted that the nominal
energy value of all three EVs is reached before their maximum disconnection
time because the charging process followed the upper energy boundary.

Figure 6.4: Simulated and measured optimal charging profile for the EV
located at household 44
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Figure 6.5: Simulated and measured optimal energy trajectories for the EV
located at household 44

Figure 6.6: Simulated and measured optimal charging profile for the EVs
located at households 11, 12 and 21
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Figure 6.7: Simulated and measured optimal energy trajectories for the EVs
located at households 11, 12 and 21

With the aim of testing the control strategy in the BMW i3 with a lower
SOC value, an additional scenario was studied. For this case, a journey of
approximately 132 km was performed, also starting with the vehicle fully
charged from the Smart Grid Technology Lab to Düsseldorf centre and re-
turning again, as shown in Figure 6.8. In this case, the arrival energy was
approximately equal to 13.2 kWh (4.38 kWh per emulated vehicle), which
was estimated through Equation (3.21), knowing the travelled distance, the
battery capacity and an ECR = 0.153 kWh/km from the configuration sys-
tem of the vehicle.
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Figure 6.8: Testing route for a long trip with the BMW i3

The new test was configured and executed as in the second scenario,
but this time with a lower arrival energy state. The results are depicted in
Figures 6.9 and 6.10, which as before, present the simulated and measured
charging power/energy of the EVs connected at households 11, 12, and 21. It
can be noted in Figure 6.9 that both the measured and the optimal charging
power are quite close to each other for all three EVs before interval 763
(12:43 h) when the CCCV algorithm automatically starts to decrease the
value of the charging power in all phases. However, when the charging
process is almost finalising, a peak power value of 2.3 kW appears in phase a
at interval 772 (12:52 h), which slowly decreases during approximately 8 min
up to the disconnection time. Caro et al. (2021) suggested that the reason
why the charging power increases in phase a at the end of the charging
period is because it is likely to be connected to a single-phase converter
that supplies power to an auxiliary battery of the vehicle for all the visual
indicators and the charging control of the BMW i3. Similar to scenario two,
the PVs delivers the same amount of power.
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Figure 6.9: Simulated and measured optimal charging profile for the EVs
located at households 11, 12 and 21 after performing a long trip

In terms of energy, the charging power profile from the above figure is
depicted in Figure 6.10. For all three emulated vehicles, it can be observed
that the optimal and measured charging energy paths follow a similar trajec-
tory within their energy boundaries at the beginning of the charging process.
However, the measured energy kept constant for about 3 min from interval
739 (12:19 h) because the charging station was intentionally disconnected
(Figure 6.9 ) in order to test the recovering of the charging process in all
three phases. By doing so, the measured energy path of all phases got out
from the computed trajectory, deriving in a greater ∆E at the of the charging
process, especially for phases b and c. This also occurs because the proposed
control strategy is not operated as a closed-loop control, and therefore, it is
not possible to execute the correction action under these perturbations. Be-
sides, by comparing Figures 6.7 and 6.10, it can be observed that the longer
the available range of EV connection, the narrower its energy boundaries,
and therefore, the maximum time of delaying to start charging.
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Figure 6.10: Simulated and measured optimal energy trajectories for the
EVs located at households 11, 12 and 21 after performing a long trip

Finally, it was found for all the three analysed scenarios that even when
all 10 EVs were connected at the same hour, the voltage level and the loading
level in the main feeder’s cable and the distribution transformer were within
their operational limits. Hence, these are not the binding constraints due to
the lower penetration level of EVs and PVs.

6.2 Experimental setup for the PV power cur-
tailment

As a proof of concept of the quadratic formulation employed at the device
level in models f3 and f4 to optimise the PV power curtailment in the LV
network, an experimental test was carried out using the 60 kVA PV inverter
and the 200 kVA power amplifiers group (based on the layout in Figure 6.1)
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as a Power Hardware-in-the-Loop (PHiL) simulation in conjunction with
Python, as shown in Figure 6.11. In this setup, the PV power at the DC
side of the inverter is provided by one of the power amplifiers (configured
in DC bipolar current mode) by a single cell PV model developed in RT-
Lab. The PV inverter is connected along with the variable resistive load
to the busbar 2 (mid cabinet). The other power amplifier is employed to
emulate the AC three-phase-four-wire source connected to the same busbar.
A SCADA interface controls both power amplifiers.

Figure 6.11: Experimental setup for the PV inverter operation

6.2.1 Experimental results for the PV power curtail-
ment

Taking into account that the PV inverter assumed for a household has a
rated power of 5 kVA operated with a unity power factor, the real inverter
would be oversized for this purpose. For that reason, a scale factor of 10 was
applied to the optimal value of the simulation in order to obtain a better
output power response from the inverter, i.e., if the optimal setpoint is 2.5

143



kW, the inverter would operate at 25 kW.

As a result of this approach, Figure 6.12 compares three PV power pro-
files: one profile obtained without any control on the PV inverter, and the
simulated and measured PV power profile considering the power curtailment
factor ζ. It can be noted that the simulated PV power curves are based on a
clear day nearly to the standard test conditions. However, the output power
of the real inverter presents fast variations due to its maximum power point
tracker algorithm, particularly for lower power values.

Figure 6.12: Comparison of the simulated and measured PV inverter output
power at household 44 considering the power curtailment factor ζ
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Chapter 7

Conclusions

This chapter synthesises the main results of this thesis and presents some
recommendations for further investigations.

Considering that an LV grid is a very local network that covers a small
area and with a low number of customers (more in dense urban areas and
much less in rural areas), from the approaches described in Section 2.4, it
can be said that for an LV network study where the power flow depends on
each load, the individual-based approach can be more relevant because it
takes into account detailed information about all the assets in the network
under study to deliver particular results, whereas a population-based model
could be employed to large scale analysis. For example, at the MV level, this
model could be used to represent all EVs behind an MV/LV transformer.

A straightforward stochastic model based on the Poisson process for gen-
erating several EV charging profiles as an alternative solution to provide
initial input information in case of EV-real data is not available to analyse
different network operational conditions was developed in Section 3.2.2.

A mathematical approximation for modelling the uncertainty of PV out-
put power was proposed in Chapter 3, considering the appraisement of real
data of irradiance and ambient temperature. Another contribution was de-
veloping an energy boundary model for EVs, which ensures that the proposed
charging strategies in Chapter 5 find an optimal charging path by dynami-
cally adjusting a variable charging rate in conjunction with (or not) a fixed
power value to assure the technical limits of the network. This model high-
lights two main aspects. First, a more compact formulation seeks to compute
both the upper and lower energy boundaries from zero and another formu-
lation from the arrival energy. Second. this model can be used regardless of
the number of aggregators. As the energy boundary model is based on sev-
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eral constant parameters such as the daily travelled distance, arrival time,
battery capacity and energy consumption rate of the vehicle, the computa-
tional burden of the model is lower compared with other detailed models of
the EV.

A new charging strategy was developed in Section 5.3 to find in a de-
centralised fashion the best charging pattern that meets the energy require-
ments of each EVs connected to the LV network while taking advantage of
the PV generation and maintaining the network within its operational lim-
its. The proposed strategy exploits the use of network sensitivity coefficients
by linearizing both the loading levels and voltages of the network. This co-
ordination strategy is verified using real data from an LV feeder and load
demand for winter and summer. Numerical results demonstrate that the
proposed charging strategy is feasible and effective for finding the optimal
charging profile of each EV while addressing network constraints. Besides,
this charging strategy ensures an even distribution of charging power at each
time slot for all EVs. Further, this method can also be extended to define
the most suitable PV export limits if exist a tighter requirement concerning
the voltage level or loading level on the assets of the DSO.

Experimental studies proved the concept of the above-described charging
schema at the aggregator level by comparing the charging process of two
commercial EVs. By doing so, small charging power variations with respect
to the optimal power value were found for the first vehicle, whereas for the
second vehicle, these variations were more significant due to the internal
charging control algorithm of the EV.

In Sections 5.5, 5.6 and 5.8, three optimisation problems named f2, f3

and f4 (based on a quadratic programming approach) were proposed as
a centralised coordination strategy to optimise the EVs charging and the
export limit of PV power into the LV network. The PV power curtailment is
defined in a weighting fashion among multiple aggregators at the DSO level.
f2 considers the loading constraints of the main transformer and its feeders
to be used when there is no detailed information about the LV network
topology. f3 was developed as an extension of f2 by including the voltage
constraints in terms of the sensitivity coefficients of the LV network. f4 was
proposed in a similar way to f3 but considering network constraints as a
linearised OPF. By including the voltage constraints, f3 and f4 can provide
the required voltage support in the midday when the PV impact is most
severe and during the occurrence of the maximum evening load. These two
models are useful when a complete dataset of the LV network is available,
and the DSO needs to verify that the voltage limits are not committed when
a significant level of EVs and PVs is introduced.
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Numerical examples demonstrate the effectiveness of the proposed method-
ology to minimise the overload level on network assets and to maintain the
operational voltage levels of the network when multiple aggregators manage
high penetration of PVs and EVs.

The proposed quadratic formulation at the device level in models f3 and
f4 to optimise the PV power curtailment was tested in the laboratory using
the PHiL simulation in conjunction with Python. It was found that the
proposed formulation can be employed to control the optimal active power
setpoint of a real PV inverter.

Even though the proposed methodology was tested in a particular LV
network, it was designed to be implemented in any four-wire three-phase LV
network in order to fully analyse the impact of the installed resources.

7.1 Future work

The study carried out during this thesis has also led to identifying potential
improvements and future work, which are condensed as follows.

• Inclusion of BESSs and the V2G capability of the EVs to develop a
suitable demand-side management strategy for the end-users and the
aggregators.

• Extension of the proposed OPF approach in this thesis in the cases
of DSO ownership of batteries. This case will need the iterative cal-
culation of battery ageing to achieve the pursued objective (minimise
losses, economic dispatch, reliable operation, congestion management,
and so on).

• Extension of the proposed formulations in Sections 5.5, 5.6 and 5.8 to
account for the impact on MV or HV networks when multiple aggre-
gators at the LV level are managed for one or several DSOs.

• Modify the proposed methodology for the case when multiple aggrega-
tors exist on the same feeder, i.e., the end-user can select a particular
aggregator that manages its energy resources.

• Application of a Model Predictive Control schema to improve the re-
sponse of the proposed convex problems in real-time applications.

147





Appendix A

PV system model parameters

Several major design parameters for the PV model are presented in Tables
A.1 and A.2 as a reference.

Table A.1: Parameters of the PV module and inverter for the Araujo-Green
model

Parameter Value Unit

Iscn 8.83 A
Vocn 37.4 V
Impp 8.31 A
Vmpp 30.1 V
NOCT 45 °C
Np 1
Ns 15
k 1.3806503 · 10−23 J/K
q 1.60217646 · 10−19 C
GSTC 1000 W/m2

Tref 25 °C
β 0.0023 °C−1

ηinv 0.99

149



Table A.2: Parameters for the approximation of the PV inverter output
power

Parameter Summer Winter

a 5/7 1
b 2 2
c 6 4
d 3 2
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Appendix B

Algorithm for the sensitivity
coefficient matrices

Algorithm 3 Sensitivity coefficient matrices for unbalanced LV networks
1: function ComputeSensitivities(Φ, V base

i , P baseLinel,φ
, P baseTransj,φ

)
2: Initialise variables for the new voltage value of the loads (V new), feeder loading

level (PnewLine), and distribution transformers loading level (PnewTrans)
3: for i← 1, H do
4: V new

i ← Read the initial voltage magnitude of the Household i
5: end for
. Active power per phase on each feeder

6: Initialise counter variable l← 0
7: while l < L do
8: Read individual element from PF: Line← Linesl
9: for φ← 0,Φ do
10: PnewLinel,φ

← Read the initial active power magnitude on phase φ from the
object Line

11: end for
12: l = l + 1
13: end while

. Active power per phase on each distribution transformer
14: Initialise counter variable j ← 0
15: while j < Trans do
16: Read individual element from PF: Tx← Transj
17: for φ← 0,Φ do
18: PnewTransj,φ

← Read the initial active power magnitude on phase φ from the
object Tx

19: end for
20: j = j + 1
21: end while
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. Compute sensitivities
22: ∂V/∂PLoad ← list(map(sub, V new

i , V base
i ))

23: for φ← 0,Φ do
24: ∂PLine/∂PLoad ← list(map(sub, PnewLinel,φ

, P baseLinel,φ
))

25: ∂PTrans/∂PLoad ← list(map(sub, PnewTransl,φ
, P baseTransl,φ

))
26: end for
27: return ∂V/∂PLoad, ∂PLine/∂PLoad, ∂PTrans/∂PLoad
28: end function

1: Initialise variables for the voltage sensitivity (α, β), loading sensitivity on lines (µ, λ),
and loading sensitivity on distribution transformers (δ, ε)

2: Initialise variables for the initial voltage value of the loads (V base), feeder loading
level (P baseLine), and distribution transformers loading level (P baseTrans)
. Initial voltage magnitude

3: Execute unbalanced load flow
4: for i← 1, H do
5: V base

i ∈ RH×1 ← Read the initial voltage magnitude of the Household i
6: end for
. Initial active power per phase on each feeder

7: Initialise counter variable l← 0
8: while l < L do
9: Read individual element from PF: Line← Linesl
10: for φ← 0,Φ do
11: P baseLinel,φ

∈ RΦ×L ← Read the initial active power magnitude on phase φ from
the object Line

12: end for
13: l = l + 1
14: end while

. Initial active power per phase on each distribution transformer
15: Initialise counter variable j ← 0
16: while j < Trans do
17: Read individual element from PF: Tx← Transj
18: for φ← 0,Φ do
19: P baseTransj,φ

∈ RΦ×Trans ← Read the initial active power magnitude on phase φ
from the object Tx

20: end for
21: j = j + 1
22: end while

. Computation of the new voltage and power levels

. By increasing load
23: for i← 1, H do
24: if i = 0 then
25: Read individual element from PF: Load← Hi

26: Set active power of Load← 2 kW
27: else
28: Read individual element from PF: Load← Hi

29: Set active power of Load← 2 kW
30: Read individual element from PF: Load← Hi−1

31: Set active power of Load← 1 kW
32: Set power factor of Load← 0.95
33: end if
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34: Execute unbalanced load flow
35: (∂V/∂PLoad, ∂PLine/∂PLoad, ∂PTrans/∂PLoad) =
36: ComputeSensitivities(Φ, V base

i , P baseLinel,φ
, P baseTransj,φ

)

37: α ∈ RH×H ← append( ∂V/∂PLoad)
38: µ ∈ RH×Φ×L ← append( ∂PLine/∂PLoad)
39: δ ∈ RH×Φ×Trans ← append( PTrans/∂PLoad)

. Load reducing (i.e., generation effect)
40: if i = 0 then
41: Read individual element from PF: Load← Hi

42: Set active power of Load← 0 kW
43: else
44: Read individual element from PF: Load← Hi

45: Set active power of Load← 0 kW
46: Read individual element from PF: Load← Hi−1

47: Set active power of Load← 1 kW
48: Set power factor of Load← 0.95
49: end if
50: Execute unbalanced load flow
51: (∂V/∂PLoad, ∂PLine/∂PLoad, ∂PTrans/∂PLoad) =
52: ComputeSensitivities(Φ, V base

i , P baseLinel,φ
, P baseTransj,φ

)
53: if i = H − 1 then . Restore last k-th load to 1 kW
54: Set active power of Load← 1 kW
55: Set power factor of Load← 0.95
56: end if
57: β ∈ RH×H ← append( ∂V/∂PLoad)
58: λ ∈ RH×Φ×L ← append( ∂PLine/∂PLoad)
59: ε ∈ RH×Φ×Trans ← append( PTrans/∂PLoad)
60: end for
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Appendix C

Detailed location of EVs and PVs
in the LV feeders

In Table C.1, rows highlighted in blue represent the EVs and PVs connected
to a particular household whose results were displayed in Figures 5.16 and
5.17. The red rows in Tables C.1 and C.2 depict the households chosen to
exemplify the impact of charging and generation in voltage profile, as shown
in Figures 5.12–5.15. These users were selected by taking into account their
location and phase on the feeder in order to show the performance of the
proposed decentralised charging strategy in Section 5.3

Table C.1: Location of EVs and PVs in the 906-node feeder for a penetration
level of 60%

EV &
PV

Load Node Phase EV &
PV

Load Node Phase

1 47 835 C 18 46 817 A
2 39 701 C 19 10 248 B
3 2 47 B 20 41 755 B
4 55 906 A 21 43 780 C
5 14 289 A 22 4 73 A
6 19 342 C 23 45 813 B
7 27 539 C 24 22 388 A
8 28 556 C 25 12 264 C
9 52 898 A 26 53 899 B
10 32 614 C 27 8 208 C
11 40 702 B 28 36 676 B
12 54 900 A 29 34 629 A
13 5 74 A 30 17 327 C
14 35 639 B 31 11 249 B
15 21 387 A 32 16 320 C
16 23 406 B 33 37 682 B
17 20 349 A
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Table C.2: Location of EVs and PVs in the 906-node feeder for a penetration
level of 80% for EVs and 90% for PVs

Load Node Phase PV EV Load Node Phase PV EV

1 34 A 1 1 29 562 A 26 26
2 47 B 2 2 30 563 A 27 27
3 70 A 3 - 31 611 A 28 28
4 73 A 4 - 32 614 C 29 29
6 83 B 5 5 33 619 C 30 -
7 178 B 6 6 34 629 A 31 31
8 208 C 7 7 35 639 B 32 32
9 225 A 8 8 36 676 B 33 33
10 248 B 9 9 37 682 B 34 34
11 249 B 10 10 38 688 B 35 35
12 264 C 11 11 39 701 C 36 36
13 276 B 12 12 40 702 B 37 37
14 289 A 13 - 41 755 B 38 38
15 314 B 14 14 42 778 C 39 39
16 320 C 15 15 43 780 C 40 40
17 327 C 16 16 44 785 B 41 41
18 337 C 17 17 45 813 B 42 42
21 387 A 18 18 47 835 C 43 43
22 388 A 19 19 48 860 A 44 44
23 406 B 20 20 49 861 A 45 45
24 458 C 21 21 50 886 B 46 46
25 502 A 22 22 51 896 A 47 47
26 522 B 23 23 52 898 A 48 -
27 539 C 24 24 53 899 B 49 49
28 556 C 25 25
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Appendix D

Wirtinger calculus in the power
flow linearisation

Some of the key concepts related to the Wirtinger calculus are briefly pre-
sented below.

The derivative and the conjugate Wirtinger derivative of a complex func-
tion f(z) = f(x+ iy) = u(x, y) + iv(x, y) can be defined by Equations (D.1)
and (D.2) (Bouboulis, 2010, Hunger, 2007).

∂f

∂z
=

1

2

(
∂u

∂x
+
∂v

∂y

)
+
i

2

(
∂v

∂x
− ∂u

∂y

)
(D.1)

∂f

∂z∗
=

1

2

(
∂u

∂x
− ∂v

∂y

)
+
i

2

(
∂v

∂x
+
∂u

∂y

)
(D.2)

Note that z∗ = x − iy denotes the complex conjugate of z = x + iy. In
particular, according to (D.3), z∗ can be considered as a constant when
differentiating with respect to z and vice-versa.

∂

∂z
z∗ =

∂

∂z∗
z = 0 (D.3)

The complex differential operators in (D.1) and (D.2) allow linearising
on the plane of the complex numbers for non-analytical1 functions such as
the power flow in (4.4). Therefore, a complex function can be linearised in
terms of the Wirtinger’s operators considering the Taylor series expansion

1In general, non-analytic functions do not satisfy the Cauchy-Riemann equations, that
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around z0, as follows:

f ≈ f(z0) +
∂

∂z
∆z +

∂

∂z∗
∆z∗ (D.4)

x

y

∆z

Figure D.1: Example of the geometry of the Cauchy–Riemann equations.

Based on (D.4), a function f(x∗i , xj) = x∗ixj can be linearised around
(x∗i0, xj0) as follows:

f(x∗i , xj) ≈ x∗i0xj0 + xj0∆x∗i + x∗i0∆xj (D.5)

= x∗i0xj0 + xj0(x∗i − x∗i0) + x∗i0(xj − xj0) (D.6)

= xj0x
∗
i + x∗i0xj − x∗i0xj0 (D.7)

Similarly, the above example can be applied to the non-linear term V ∗i Vj
in (4.4), which solution derives into (D.8) (Ramirez et al., 2019).

f(V ∗i , Vj) = Vj0V
∗
i + V ∗i0Vj − V ∗i0Vj0 (D.8)

After replacing (D.8) in (4.4) and expanding its terms, the resulting
equation is algebraically manipulated to derive in Equation (4.5). In sim-
ple terms, this linearisation defines an affine equation where power is not
included in the definition of the constant matrices.
is:

∂u(x, y)

∂x
=
∂v(x, y)

∂y

∂v(x, y)

∂x
= −∂u(x, y)

∂y

In geometrical terms, the above equations imply that the derivative in all directions is
the same (Arfken et al., 2013), as shown in Figure D.1
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Appendix E

Convex optimisation problems

E.1 Convex sets

In simple terms, a set is convex if one can choose any pair of points within
this set so that the line segment joining them also belongs to the set. Math-
ematically, a set Ω ⊆ Rn is convex provided that, for any x, y ∈ Ω and
λ ∈ [0, 1] it has:

λx+ (1− λ)y ∈ Ω (E.1)

i.e., the line segment joining x, y lies entirely in Ω, as shown in Figure E.1.

y

x

ΩB

Convex set ΩA

x

y

ΩA

Non-convex set ΩB

Figure E.1: Example of convex and non-convex set
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E.2 Convex function

It is said that a function f : Rn → R is convex if its domain is a convex set
and for all x, y in its domain, and all λ ∈ [0, 1] it has:

f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y) (E.2)

On the other hand, if −f(x) is convex then it is said that f(x) is concave.
Besides, a convex function implies that any line segment between two points
x, y is above the function, as shown in Figure E.2 for the case of functions
f(x) = x2 and f(x) = −ln(x).

f(x) = x2

x

y

λx
+ (1
− λ

)y

f(x) = −ln(x)

x

y

λx+ (1− λ)y

Figure E.2: Example of two convex functions

E.3 Convex problem

Convex optimisation problems are those that can be defined in a convex
solution space and are given by:

minimise f0(x)

subject to fi(x) ≤ bi, i = 1, . . . ,m
(E.3)

where the functions f0, ..., fm : Rn → R are convex. This means that
definition in Appendix E.2 is satisfied for all x, y ∈ Rn and λ ∈ [0, 1]. In
addition, the linear programming problem, quadratic programming problem,
and quadratically constrained quadratic problem are special cases of the
general convex optimisation problem (E.3).
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E.3.1 Linear programming (LP)

Linear programming models are problems that contain a linear objective
function and linear constraints and can be expressed in canonical form as:

minimise cTx

subject to Ax ≤ b
(E.4)

E.3.2 Quadratic programming (QP)

Quadratic programming is a special case of non-linear programming that
seeks to optimise a problem with a quadratic objective function and linear
constraints. Its general form is:

minimise
1

2
xTHx+ cTx

subject to Ax ≤ b
(E.5)

For convex quadratic problems, H must be positive semi-definite, i.e., H �
0.

E.3.3 Quadratically constrained quadratic programming
(QCQP)

Quadratically constrained quadratic programming seeks to optimise a prob-
lem with both a quadratic objective function and quadratic constraints. Its
general form is:

minimise
1

2
xTHx+ cTx

subject to xTQix+ aTi x ≤ bi, i = 1, . . . ,m
(E.6)

For convex QCQPs, H and Q must be positive semi-definite, i.e., H � 0
and Q � 0.

E.4 Special ordered set (SOS)

A special ordered set is a way to restrict the number of nonzero solution
values among a specified set of variables in a model. These are classified
into two types. A detailed demonstration of both SOS types can be found
in Hummeltenberg (1984).
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• SOS Type 1 is a set of variables where at most, one variable may be
nonzero.

• SOS Type 2 is a set of variables where at most, two variables may be
nonzero. If two variables are nonzero, they must be adjacent in the
set.

The elements of a special ordered set individually may be continuous or
discrete variables in any combination. However, even when all the elements
are continuous, a model containing one or more SOSs becomes a discrete
optimisation problem requiring the mixed-integer optimiser for its solution.
This is the case of constraints (5.11) and (5.12) after linearising them em-
ploying SOSs Type 1 in CPLEX. For this reason, the QPs in Sections 5.5
and 5.6 becomes MIQPs.
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