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HARDY’S UNCERTAINTY PRINCIPLE AND UNIQUE

CONTINUATION PROPERTY FOR STOCHASTIC HEAT EQUATIONS

Aingeru Fernández-Bertolin1 and Jie Zhong2

Abstract. The goal of this paper is to prove a qualitative unique continuation property
at two points in time for a stochastic heat equation with a randomly perturbed potential,
which can be considered as a variant of Hardy’s uncertainty principle for stochastic heat
evolutions.
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1. Introduction

It is well known that the unique continuation property has extensive applications in control
theory of partial differential equations, especially observability for the system; see [31] for details,
or [20,27,30] for the stochastic case. Aforementioned works deal with uniqueness in domains, that
is, under certain conditions, if a solution is zero in a subset, then the solution is identically zero.
Recently, there is a series of studies [5,7–12] on uniqueness of two time points, where the goal is to
understand sufficient conditions for the solution at two different times so that the solution vanishes.
The methodology involved in their project is very robust, as it can be seen in extensions of their
results from heat equations to the magnetic Schrödinger equation [2, 4] and more recently to the
discrete Schrödinger equation [3,13,17]. We refer to [22] for an extension of these uniqueness results
to more general parabolic equations. It is also worth mentioning that [26] studied the relation of
uncertainty principle and observability in control theory.

The motivation of proving such unique continuation properties for solutions of heat or Schrödinger
equations knowing the behavior of the solution at two different times comes from the very famous
result of G. H. Hardy [16] or [25, page 131], concerning the decay of a function f and its Fourier
transform

f̂(ξ) = (2π)−
n
2

∫
Rn
e−iξ·xf(x) dx.
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Under this definition of the Fourier transform, Hardy proves:

If f(x) = O(e−|x|
2/β2

), f̂(ξ) = O(e−4|ξ|2/α2

) and αβ < 4, then f ≡ 0. Also, if αβ = 4, f is a

constant multiple of e−|x|
2/β2

.
Since its original formulation, the Hardy uncertainty principle has been extended to more general

settings. For instance, we have the following L2−version of the uncertainty principle [24]:

e|x|
2/β2

f, e4|ξ|2/α2

f̂ ∈ L2(Rn) and αβ ≤ 4 =⇒ f ≡ 0.

Moreover, thanks to the expression of solutions of free Schrödinger and heat equations, it is
possible to rewrite the Hardy uncertainty principle in terms of solutions of these equations. Since
we are concerned with the heat equation, in this case it is known that

f, e|x|
2/δ2e∆f ∈ L2(Rn) for some δ ≤ 2 =⇒ f ≡ 0.

Due to logarithmic convexity properties of solutions with fast decay properties at two different
times, the authors extend in [7, 10] this dynamic Hardy uncertainty principle to solutions of the
equation ∂tu = ∆u + V u, where the potential V is bounded, using only real variable techniques,
whereas the previous known proofs of the Hardy uncertainty principle, up to the endpoint case,
were based on complex analysis arguments. In the preliminary non-sharp version of the result
in [10], they prove first that a solution with Gaussian decay at time t0 = 0 and t1 = 1 preserves this
decay at any time in between, and, furthermore, in the open interval (0, 1) the solution exhibits
better decay properties. Combining this result with a Carleman estimate, they are able to conclude
uniqueness for solutions with a non-sharp rate of decay. Every step of the proof follows a formal
approach that is justified at the end of the proof, which represents a considerable technical difficulty.

In this paper, we provide a uniqueness result of two time points for the following stochastic heat
equation with random potential and multiplicative random noise:{

du = (∆u+ V (t, x)u) dt+G(t, x)u dW (t), (t, x) ∈ (0, 1]× Rn,
u(0) = u0,

(1.1)

which formally can be viewed as a heat evolution with a randomly perturbed potential V + GẆ .
Our aim is to explore sufficient conditions for the solution u of equation (1.1), the potential V ,
the noise G and the behavior of the solution at two different times t0 = 0 and t1 = 1, in order to
guarantee that u ≡ 0. To the best of our knowledge, this is the first work to study the stochastic
counterpart in this topic.

It is reasonable to think that in the presence of a noise term, the statement will not change, at
least for small noises. We see in this paper that the approach introduced in [10] can be formally
adapted to our setting to extend the Hardy uncertainty principle, however, the justification proce-
dure is much more challenging. As a byproduct, a new interior regularity for the stochastic heat
equation, with a quadratic exponential weight is provided, and the result itself is also interesting.

Before we state our main theorem, we need to assume the following hypothesis on the potential
V and the noise G in equation (1.1).

Assumption 1.1. The measurable functions V and G : Ω×[0, 1] × Rn → R satisfy the following
conditions:

(1) V,G and ∇G are bounded on Ω× [0, 1]× Rn;
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(2) Given γ > 0, there exists ε > 0 such that

sup
t∈[0,1]
ω∈Ω

|G(ω, t, x)| ≤
√
γ

(
√

1 + 4γ)1−ε |x|
−ε, for |x| ≥ max{γ, 2}√

1 + 4γ
;

(3) lim
L→∞

sup
t∈[0,1],|x|>L

ω∈Ω

|V (ω, t, x)| = lim
L→∞

sup
t∈[0,1],|x|>L

ω∈Ω

|∇G(ω, t, x)| = 0.

Notice that the potential V considered in the deterministic case is bounded whereas in the sto-
chastic setting we require it to slightly decay at infinity. If we only carry out the formal arguments,
we do not need neither the potential nor the noise to decay, but we cannot forget that formal com-
putations could lead to misleading conclusions, as for example, it happens in the deterministic case
for the Schrödinger equation (see Section 6 in [10]). As we point out in Remark 3.5 we could relax
condition (3) and assume that both V and ∇G are bounded, with small enough bounds when |x| is
large. Since this would also be a technical assumption, for the sake of simplicity we use condition
(3) instead.

Condition (2) has a different nature. In the deterministic case, the approach to conclude unique-
ness has two steps. In the first step (Lemma 3 in [10]) the authors prove a logarithmic convexity
estimate to see that the solution has Gaussian decay at all times. Then, the second step (Lemma 4
in [10]) consists of proving that in the interior of [0, 1], both xu and ∇u have also Gaussian decay.
However, in the stochastic case, we have to show first the interior regularity properties for the
gradient of the solution, as explained in Remark 3.6. Roughly speaking, we first prove an analogous
version of Lemma 4 to conclude an analogous version of Lemma 3 in [10], which is done in Lemma
3.4, and is where condition (2) appears.

Once we prove these interior properties, we can follow two different approaches. On the one hand,
we could prove a logarithmic convexity estimate analogous to Lemma 3 in [10] and then conclude
uniqueness from this logarithmic convexity result. On the other hand, we can combine the interior
decay properties in Lemma 3.4 with a Carleman estimate to get uniqueness. In this paper, we follow
the second approach, since, even though one can think that both approaches could be equivalent,
it allows to consider a wider class of noises. As in deterministic equations, Carleman estimates
are extensively used in stochastic PDEs, for example, inverse problems or to prove uniqueness
(see [30], [21], [28]), and to show observability or controllability (see [1], [29], [15], [19]). In this
work, we follow the idea from [18], where the author applied Carleman estimates to study inverse
problems.

Let us introduce some basic notations.
Let F = (Ω,F , {Ft}t≥0,P) be a stochastic basis with usual conditions. On F, we define a standard

scalar Wiener process W = {W (t)}t≥0. We assume that the filtration {Ft}t≥0 is generated by W .
Given a Hilbert space H, we denote by L2

F ([0, 1];H) the Banach space consisting of all H-valued

{Ft}t≥0-adapted processes X such that the square of the canonical norm E
∫ 1

0
‖X(t)‖2H dt <∞; and

denote by CF ([0, 1];H) the Banach space consisting of all H-valued {Ft}t≥0-adapted continuous
processes X such that the square of the canonical norm E sup0≤t≤1 ‖X(t)‖2H <∞.

We denote by (·, ·) the inner product in L2(Rn) and denote by ‖ · ‖ the norm induced by (·, ·).
We also use the notation ‖f‖∞ = ess sup(ω,t,x)∈Ω×[0,1]×Rn |f(ω, t, x)|, when we say f is bounded on

Ω× [0, 1]× Rn.
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Definition 1.2. We say u is a solution of equation (1.1) if u is in the space of
CF ([0, 1];L2(Rn))

⋂
L2
F ([0, 1];H1(Rn)) such that for all ϕ ∈ C∞c (Rn) and all t ∈ [0, 1] we have

(u(t), ϕ) = (u0, ϕ) +

∫ t

0

(∇u(s),∇ϕ) ds+

∫ t

0

(V u(s), ϕ) ds+

∫ t

0

(Gu(s), ϕ) dW (s), P-a.s.

The following is our main result.

Theorem 1.3. Suppose u is a solution of equation (1.1), and assume that

E‖u0‖2 <∞, E‖e|x|
2/δ2u(1)‖2 <∞,

for some 0 < δ < 1. Then we have u ≡ 0 in [0, 1]×Rn, P-a.s. if either V is bounded in [0, 1]×Rn
and G = G(t) is a bounded function in [0, 1], or Assumption 1.1 holds and

‖G‖2∞ <
4γ

1 + 4γ
, (1.2)

where γ = 1/(2δ).

This result is not likely to be sharp, compared to the deterministic equation, but a combination
of it with the procedure developed in [7] will probably start a self-improvement argument. On the
other hand, it is reasonable to claim that a similar result holds for Schrödinger evolutions. We are
currently working on both projects.

The first part of our main result deals with a deterministic noise G = G(t), independent of the
space variable x. In this case, it is easy to see from some obvious transform that the deterministic
result still holds. This can also be verified through the proof of a logarithmic convexity result
analogous to Lemma 3 in [10] (see Remark 3.2). In particular, this implies that the deterministic
result (G ≡ 0) is trivially included in our statement, and, therefore, in the sequel we only focus on
the case that G is random and depends on x.

Furthermore, if we consider V and G as deterministic functions, one can apply the deterministic
result proved in [7] to the function Eu, and conclude that the following statement holds true for
solutions of (1.1) with bounded deterministic potential V and deterministic noise G:

E‖u0‖2,E‖e|x|
2/δ2u(1)‖2 <∞ for some δ < 2 =⇒ Eu ≡ 0.

Theorem 1.3 shows that if 0 < δ < 1 not only is our solution zero on expectation, but it is zero
P-almost surely. Moreover, it also extends the result to stochastic processes V and G.

The rest of the paper is organized as follows: in Section 2, we provide necessary estimates,
especially the interior regularity for the decay of the solution. In Section 3, we first study formally
the Gaussian decay of the solution at the interior, and then focus on rigorous justifications. Section
4 is devoted to the proof of our main result Theorem 1.3.

2. Preliminary estimates

In this section, we start with the energy estimate for the solution u of equation (1.1), multiplied
by a quadratic exponential weight function.
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Lemma 2.1 (Energy estimate). Suppose u is a solution of equation (1.1). Then there is a constant
C > 0 such that

E sup
0≤t≤1

∥∥∥eφγ(t)|x|2u(t)
∥∥∥2

≤ eCMG,V E‖eγ|x|
2

u0‖2,

where γ ≥ 0, φγ(t) = γ/(1 + 4γt), and MG,V = ‖G‖2∞ + 2‖V ‖∞.

Proof. Formally, let v = eϕ(t,x)u with ϕ(t, x) = φγ(t)|x|2, then by Itô’s formula we have

dv = ∂tϕv dt+ [−∆ϕv − 2∇ϕ · ∇v + ∆v + |∇ϕ|2v + V v] dt+Gv dW (t).

Applying Itô’s formula for ‖v‖2 and integration by parts yield

‖v(t)‖2 + 2

∫ t

0

‖∇v‖2 ds = ‖v(0)‖2 + 2

∫ t

0

∫
Rn

(
|∇ϕ|2 + ∂tϕ

)
v2 dxds

+

∫ t

0

‖Gv(s)‖2 ds+ 2

∫ t

0

(v, V v) ds+ 2

∫ t

0

(v,Gv) dW (s).

It is clear that

|∇ϕ|2 + ∂tϕ = 0,

and thus we obtain

‖v(t)‖2 + 2

∫ t

0

‖∇v‖2 ds = ‖v(0)‖2

+

∫ t

0

‖Gv(s)‖2 ds+ 2

∫ t

0

(v, V v) ds+ 2

∫ t

0

(Gv, v) dW (s). (2.1)

Taking expectation on both sides and getting rid of the gradient term, we have

E‖v(t)‖2 ≤ E‖v(0)‖2 + E
∫ t

0

‖Gv(s)‖2 ds+ 2E
∫ t

0

|(v, V v)| ds

≤ E‖v(0)‖2 + ‖G‖2∞ E
∫ t

0

‖v(s)‖2 ds+ 2‖V ‖∞ E
∫ t

0

‖v(s)‖2 ds

= E‖v(0)‖2 +MG,V E
∫ t

0

‖v(s)‖2 ds.

It follows from Gronwall’s inequality that

E‖v(t)‖2 ≤ eMG,V E‖v(0)‖2,

which also implies that E
∫ 1

0
‖v(t)‖2 dt ≤ eMG,V E‖v(0)‖2.
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Now we go back to the equality (2.1), and use the Burkholder-Davis-Gundy’s inequality with
p = 1 to estimate E sup0≤t≤1 ‖v(t)‖2 as follows:

E sup
0≤t≤1

‖v(t)‖2 ≤ E‖v(0)‖2 + ‖G‖2∞ E
∫ 1

0

‖v(s)‖2 ds+ 2‖V ‖∞
∫ 1

0

‖v(s)‖2 ds

+ 2E sup
0≤t≤1

∣∣∣∣∫ t

0

(Gv, v) dW (s)

∣∣∣∣
≤ E‖v(0)‖2 +MG,V E

∫ 1

0

‖v(s)‖2 ds+ CE
(∫ 1

0

|(Gv, v)|2 ds
)1/2

≤ E‖v(0)‖2 +MG,V E
∫ 1

0

‖v(s)‖2 ds+
1

2
E sup

0≤t≤1
‖v(t)‖2

+ C‖G‖2∞ E
∫ 1

0

‖v(s)‖2 ds.

Therefore,

E sup
0≤t≤1

‖v(t)‖2 ≤ 2E‖v(0)‖2 + 2(MG,V + C‖G‖2∞)E
∫ 1

0

‖v(t)‖2 dt

≤ 2E‖v(0)‖2 + 2(MG,V + C‖G‖2∞)eMG,V E‖v(0)‖2

≤ eCMG,V E‖v(0)‖2.

To justify the integration by parts and calculations carried out above, we use the same truncation
and mollification as in [10, Lemma 1], which completes the proof. �

Interior regularity (or smoothing property) for deterministic parabolic equations is standard and
well known, i.e., the solution becomes smooth for any t > 0, even though the initial data may be
singular. Similar but more subtle result for stochastic equations can be proved, see for example [14].
However, in the rest of this section, we will show the interior regularity for the solution u of
stochastic equation (1.1), with a quadratic exponential weight, which serves as an important tool
for the rigorous justifications in the later sections. The result itself is also interesting and new in
this stochastic context.

Let γ ≥ 0. Fix 0 < a < 1, let ζa be a positive function in C∞c (R) such that

ζa(r) =

{
0, r ≤ max{γ, 2} − 1,

2r−a, r ≥ max{γ, 2}.

We define ϕa as a radial function in Rn, i.e., ϕa(x) = ϕa(|x|) satisfying

{
ϕ′′a(r)− ϕ′a(r)/r = −aζa(r),

ϕ′a(0) = 0 = limr→∞ ϕ′′a(r).
(2.2)
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Notice that ϕ′a(r) = ar
∫∞
r
ζa(s)/s ds. This allows us to choose ϕa such that

ϕa(r) =

{
(2r2−a − a)/(2− a), if r ≥ max{γ, 2},
(1 +O(a))r2, if 0 ≤ r ≤ max{γ, 2}.

(2.3)

Lemma 2.2 (Interior regularity). Assume u is a solution of equation (1.1), and V,G and ∇G are
bounded in Ω×[0, 1]× Rn. Then for any ε > 0 we have

sup
ε≤t≤1

E‖eγϕa(x)∇u(t)‖2 + E
∫ 1

ε

‖eγϕa(x)D2u(t)‖2 dt <∞, (2.4)

where ϕa is defined as in (2.2) and (2.3).

Proof. Define ψ(t, y) = η(t)θ(y) ∈ C∞0 ([0, 1]× Rn) with

η(t) =

{
0, t ∈ [0, ε/4],

1, t ∈ [ε/2, 1],
θ(y) =

{
1, y ∈ B1(x),

0, y /∈ B2(x),

for x such that |x| ≥ N , where Br(x) is a ball centered at x with radius r.
Since d(ψu) = ∂tψudt+ ψ du, it follows from Itô’s formula applied to ‖ψu‖2 that

d‖ψu‖2 = 2(ψu, d(ψu)) + ‖Gψu‖2 dt,

or

1

2
‖ψ(t)u(t)‖2 =

∫ t

0

∫
Rn
ψ(s, y)∂sψ(s, y)u2(s, y) dyds

+

∫ t

0

∫
Rn
ψ2(s, y)u(s, y)∆u(s, y) dyds+

∫ 1

0

∫
Rn
V (s, y)ψ2(s, y)u2(s, y) dyds

+

∫ t

0

∫
Rn
G(s, y)ψ2(s, y)u2(s, y) dydW (s) +

1

2

∫ t

0

∫
Rn
G2(s, y)ψ2(s, y)u2(s, y) dyds,

where we have used the fact that ψ(0) = 0. Then by observing that

∫
Rn
ψ2(t, y)u(t, y)∆u(t, y) dy =

−
∫
Rn
ψ2(t, y)|∇u(t, y)|2 dy − 2

∫
R2

∇ψ(t, y) · ∇u(t, y)ψ(t, y)u(t, y) dy,
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and taking expectation we obtain

1

2
E‖ψ(t)u(t)‖2 + E

∫ t

0

‖ψ(s)∇u(s)‖2 ds

=E
∫ t

0

∫
Rn
ψ(s, y)∂sψ(s, y)u2(s, y) dyds− 2E

∫ t

0

∫
Rn
∇ψ(s, y) · ∇u(s, y)ψ(s, y)u(s, y) dyds

+ E
∫ t

0

∫
Rn
V (s, y)ψ2(s, y)u2(s, y) dyds+

1

2
E
∫ t

0

‖G(s)ψ(s)u(s)‖2 ds.

After using Cauchy-Schwarz inequality in the second integral on the right hand side of the previous
equality, we have that there is a constant C depending on ‖G‖∞ and ‖V ‖∞ such that

sup
ε≤t≤1

E
∫
y∈B1(x)

u2(t, y) dy + E
∫ 1

ε/2

∫
y∈B1(x)

|∇u(t, y)|2 dydt ≤ C

ε
E
∫ 1

ε/4

∫
y∈B2(x)

u2(t, y) dydt.

(2.5)
Next, let us differentiate the equation satisfied by u with respect to a variable xi and we obtain

dui = (∆ui + (V u)i) dt+ (Gu)i dW (t),

where ui = ∂xiu(t, x), and similarly for (V u)i and (Gu)i. Repeating the computations as before
with ψ(t, y) = η(t)θ(y), where

η(t) =

{
0, t ∈ [0, ε/2],

1, t ∈ [ε, 1],
θ(y) =

{
1, y ∈ B1/2(x),

0, y /∈ B1(x),

we get

sup
ε≤t≤1

E
∫
y∈B1/2(x)

u2
i (t, y) dy + E

∫ 1

ε

∫
y∈B1/2(x)

|∇ui(t, y)|2 dydt

≤ C

ε
E
∫ 1

ε/2

∫
y∈B1(x)

u(t, y)2 dydt+ CE
∫ 1

ε/2

∫
y∈B1(x)

|∇u(t, y)|2 dydt.

Thus, it follows from (2.5) that

sup
ε≤t≤1

E
∫
y∈B1/2(x)

|∇u(t, y)|2 dy + E
∫ 1

ε

∫
y∈B1/2(x)

|D2u(t, y)|2 dydt

≤ C

ε
E
∫ 1

ε/4

∫
y∈B2(x)

u(t, y)2 dydt, (2.6)

by summing in i = 1, 2, · · · , n.
For y ∈ B2(x), and |x| ≥ N with N sufficiently large, there is ν > 0 such that

(1− ν)ϕ(y) ≤ (1− ν/2)ϕ(x) ≤ ϕ(y),

where
ϕ(x) = |x|2/(1 + 4γ). (2.7)
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Therefore,

sup
ε≤t≤1

E
∫
y∈B1/2(x)

e2(1−ν)γϕ(y)|∇u(t, y)|2 dy + E
∫ 1

ε

∫
y∈B1/2(x)

e2(1−ν)γϕ(y)|D2u(t, y)|2 dydt

≤ C

ε
E
∫ 1

ε/4

e2(1−ν/2)γϕ(x)

∫
y∈B2(x)

u2(t, y) dydt

≤ C

ε
E
∫ 1

ε/4

∫
y∈B2(x)

e2γϕ(y)u2(t, y) dydt. (2.8)

Now by means of a covering lemma, see for example [6, Theorem 1.1], we can find a sequence {xj}
with supj |xj | ≥ N such that {|y| ≥ N} ⊂

⋃
j B1/2(xj) and

∑
j χB2(xj) ≤ C(n). Summing in j, we

conclude from (2.6) and (2.8) that

sup
ε≤t≤1

E
∫
|y|≥N

|∇u(t, y)|2 dy + E
∫ 1

ε

∫
|y|≥N

|D2u(t, y)|2 dydt

≤ C

ε
E
∫ 1

ε/4

∫
Rn
u2(t, y) dydt <∞, (2.9)

and

sup
ε≤t≤1

E
∫
|y|≥N

e2(1−ν)γϕ(y)|∇u(t, y)|2 dy + E
∫ 1

ε

∫
|y|≥N

e2(1−ν)γϕ(y)|D2u(t, y)|2 dydt

≤ C

ε
E
∫ 1

ε/4

∫
Rn
e2γϕ(y)u2(t, y) dydt <∞, (2.10)

by the energy estimate in Lemma 2.1.
Finally, we fix N and ν such that (2.9) and (2.10) hold, and without loss of generality, we may

assume N ≥ max{γ, 2}. In this case, we have

E
∫
|x|≥N

e2γϕa(x)|∇u(t)|2 dx = E
∫
{|x|≥N}∩Ea

e2γϕa(x)|∇u(t)|2 dx+E
∫
{|x|≥N}∩Eca

e2γϕa(x)|∇u(t)|2 dx,

(2.11)
where Ea = {x ∈ Rn : 2|x|2−a ≤ a+ (2− a)(1− ν)|x|2/(1 + 4γ)}, and Eca is the complement of Ea.

For the first integral, we have that ϕa(x) ≤ (1− ν)ϕ(x), where ϕ is defined in (2.7), and thus,

E
∫
{|x|≥N}∩Ea

e2γϕa(x)|∇u(t)|2 dx ≤ E
∫
|x|≥N

e2(1−ν)γϕ(x)|∇u(t, x)|2 dx,

which by (2.10) implies that

sup
ε≤t≤1

E
∫
{|x|≥N}∩Ea

e2γϕa(x)|∇u(t)|2 dx <∞. (2.12)
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For the second integral, we use the fact that if x ∈ Eca, then |x| < 21/a[(1 + 4γ)/(1− ν)]1/a when
a ∈ (0, 1). In fact,

2|x|2−a > a+
(2− a)(1− ν)

1 + 4γ
|x|2

⇔ (2− a)(1− ν)

1 + 4γ
|x|a < 2− a

|x|2−a
< 2

⇒|x|a < 2(1 + 4γ)

(2− a)(1− ν)
< 2

1 + 4γ

1− ν
.

Hence,

E
∫
{|x|≥N}∩Eca

e2γϕa(x)|∇u(t, x)|2 dx ≤ E
∫
{|x|≥N}∩{|x|≤21/a[(1+4γ)/(1−ν)]1/a}

e2γϕa(x)|∇u(t)|2 dx

≤ e2γϕa(21/a[(1+4γ)/(1−ν)]1/a)E
∫
|x|≥N

|∇u(t, x)|2 dx,

which by (2.9) implies that

sup
ε≤t≤1

E
∫
{|x|≥N}∩Eca

e2γϕa(x)|∇u(t, x)|2 dx <∞. (2.13)

It follows from (2.11), (2.12) and (2.13) that

sup
ε≤t≤1

E
∫
|x|≥N

e2γϕa(x)|∇u(t, x)|2 dx <∞.

Similarly,

E
∫ 1

ε

∫
|x|≥N

e2γϕa(x)|D2u(t, x)|2 dx <∞.

For the space integral over the region {|x| < N}, all the estimates are obvious, and we finish the
proof. �

Remark 2.3. It is worthy to note that the estimates in Lemma 2.2 may blow up as a or ε goes to

zero, which indicates that we cannot use the energy estimate directly to work with supt∈[0,1] E‖eγ|x|
2

u(t)‖.
However, we are going to use this lemma qualitatively but not quantitatively, so this fact is not an
issue for our purpose.

3. Gaussian interior decay

We first introduce a formal calculation to be used frequently in the sequel.

Lemma 3.1. Let S and A be a symmetric and a skew-symmetric operators, respectively, possibly
dependent on the time variable. Suppose V and G are bounded stochastic processes in [0, 1] × Rn,
and a reasonable function f(t, x) satisfies

df = (S +A)fdt+ V fdt+Gf dW (t).
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We also assume that there exists a time dependent operator St such that

d(Sf) = Stfdt+ Sdf. (3.1)

Then there is a function Q(t) and a universal constant N such that

d2

dt2
[logH(t) +Q(t)] ≥ 2

H(t)

{
E(Stf + [S,A]f, f) +DG(t)− D(t)HG(t)

H(t)

}
, (3.2)

‖Q(t)‖∞ ≤ N(‖V ‖∞ + ‖V ‖2∞ + ‖G‖2∞), (3.3)

where
H(t) = E‖f‖2, HG(t) = E‖Gf‖2,
D(t) = E(Sf, f), DG(t) = E(S(Gf), Gf).

(3.4)

Proof. By Itô’s formula, we have

d(f, f) = 2(df, f) + ‖Gf‖2dt
= 2(Sf, f)dt+ 2(V f, f)dt+ 2(Gf, f) dW.

Thus
Ḣ(t) = 2D(t) + 2E(V f, f) +HG(t). (3.5)

Let us rewrite D as follows:

D(t) =
1

2
E(2Sf + V f, f)− 1

2
E(V f, f), (3.6)

and so
Ḣ(t) = E(2Sf + V f, f) + E(V f, f) +HG(t). (3.7)

Then

D(t)Ḣ(t) =
1

2

[
|E(2Sf + V f, f)|2 − |E(V f, f)|2

]
+D(t)HG(t). (3.8)

By Itô’s formula again and equality (3.1), we have

d(Sf, f) = (d(Sf), f) + (Sf, df) + (S(Gf), Gf)dt

= (Stf, f)dt+ 2(Sf, df) + (S(Gf), Gf)dt

= (Stf, f)dt+ 2‖Sf‖2dt+ 2(Sf,Af)dt+ 2(Sf, V f)dt

+ 2(Sf,Gf) dW + (S(Gf), Gf)dt

= (Stf, f)dt+ ([S,A]f, f)dt+
1

2
‖2Sf + V f‖2dt− 1

2
‖V f‖2dt

+ 2(Sf,Gf) dW + (S(Gf), Gf)dt,

In the last equality, we use the identities

2(Sf,Af) = ([S,A]f, f),

and

2‖Sf‖2 + 2(Sf, V f) =
1

2
‖2Sf + V f‖2 − 1

2
‖V f‖2.
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Thus

Ḋ(t) = E(Stf + [S,A]f, f) +
1

2
E‖2Sf + V f‖2 − 1

2
E‖V f‖2 +DG(t). (3.9)

Thus by (3.5) we obtain

d

dt
[logH(t)] =

Ḣ(t)

H(t)
=

2D(t)

H(t)
− Ḟ ,

where F verifies

Ḟ (t) = −2E(V f, f)

H(t)
− HG(t)

H(t)
, F (0) = 0. (3.10)

Then it follows from (3.8) and (3.9) that

d2

dt2
[logH(t) + F (t)]

= 2
d

dt

[
D(t)

H(t)

]
=

2

H(t)

[
Ḋ(t)− D(t)Ḣ(t)

H(t)

]

=
2

H(t)

{
E(Stf + [S,A]f, f) +

1

2
E‖2Sf + V f‖2 − 1

2
E‖V f‖2 +DG(t)

− 1

2H(t)

[
|E(2Sf + V f, f)|2 − |E(V f, f)|2

]
− D(t)HG(t)

H(t)

}
.

By Cauchy-Schwarz inequality, we have

|E(2Sf + V f, f)|2 ≤ E‖2Sf + V f‖2 E‖f‖2,

which, together with the inequalities

|E(V f, f)|2 ≥ 0, E‖V f‖2 ≤ ‖V ‖2∞ E‖f‖2,

implies

d2

dt2
[logH(t) + F (t)] ≥ 2

H(t)

{
E(Stf + [S,A]f, f) + DG(t) − D(t)HG(t)

H(t)

}
− ‖V ‖2∞.

Now let Q(t) = F (t) + t(1 − t)‖V ‖2∞, and then (3.10) yields (3.2) and (3.3), which completes the
proof. �

Remark 3.2. If the noise G is deterministic and independent of the space variable x, the term
DG(t) − D(t)HG(t)/H(t) on (3.2), will disappear as long as S does not involve derivatives with
respect to time, as will be our case. Thus, we can deal with the commutator part as the deterministic
case in [10], and get rid of Assumption 1.1 as well as the restriction on γ to arrive at a logarithmic
convexity result analogous to Lemma 3 in [10]. Moreover, it is easy to show that the noise does not
play a role if one tries to prove uniqueness from the logarithmic convexity estimate, so for space-
independent deterministic noise the deterministic result still holds in the stochastic setting. Notice
that G ≡ 0 is trivially a space-independent noise, so the deterministic result is covered.
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Recall that according to Remark 2.3, we are unable to control the term supt∈[0,1] E‖eγ|x|
2

u(t)‖2
directly from the energy estimate. On the other hand, we cannot use this abstract result in the
same way as in the deterministic case to control that quantity. However, the next lemma allows us
to bound the corresponding L2-norm in the time variable. Moreover, it also shows that both

E‖eγ|x|
2

|x|u(t)‖2, and E‖eγ|x|
2

∇u(t)‖2

are finite for almost every t ∈ [0, 1].
In the rest of this section, we will make another assumption on the potential V and the noise G,

due to the stochastic conformal transformation studied in Lemma 4.1.

Assumption 3.3. The measurable functions V and G : Ω×[0, 1] × Rn → R satisfy the following
conditions:

(1) V,G and ∇G are bounded on Ω× [0, 1]× Rn;
(2) Given γ > 0, there exists ε > 0 such that sup

t∈[0,1]
ω∈Ω

|G(ω, t, x)| ≤ √γ|x|−ε for |x| ≥ max{γ, 2};

(3) lim
L→∞

sup
t∈[0,1],|x|>L

ω∈Ω

|V (ω, t, x)| = lim
L→∞

sup
t∈[0,1],|x|>L

ω∈Ω

|∇G(ω, t, x)| = 0.

Lemma 3.4. Suppose u is a solution of equation (1.1), and Assumption 3.3 holds. Then, for
γ > ‖G‖2∞/4, there is N = N(γ, ‖V ‖∞, ‖G‖∞, ‖∇G‖∞) such that

∫ 1

0

E‖eγ|x|
2

u(t)‖2 dt+

∫ 1

0

t(1− t)E‖eγ|x|
2

|x|u(t)‖2 dt+

∫ 1

0

t(1− t)E‖eγ|x|
2

∇u(t)‖2 dt

≤ N

(
E‖eγ|x|

2

u(0)‖2 + E‖eγ|x|
2

u(1)‖2 + sup
t∈[0,1]

E‖u(t)‖2
)
.

Proof. Let f = eγϕu, where ϕ = ϕ(x) is to be chosen. Then f satisfies, formally

df = (Sf +Af + V f) dt+Gf dW (t),

where

S = ∆ + γ2|∇ϕ|2, and A = −2γ∇ϕ · ∇ − γ∆ϕ (3.11)

are symmetric and skew-symmetric operators, respectively. We do calculations as in Lemma 3.1,
and recall that

Ḣ(t) = 2D(t) + 2E(V f, f) +HG(t), and

Ḋ(t) = E([S,A]f, f) +
1

2
E‖2Sf + V f‖2 − 1

2
E‖V f‖2 +DG(t),

where H,HG, D and DG are defined in (3.4).

Multiplying Ḣ(t) by (1− 2t) and integrating in t ∈ [0, 1], we get∫ 1

0

(1− 2t)Ḣ(t) dt = 2

∫ 1

0

H(t) dt−H(0)−H(1).
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On the other hand,

∫ 1

0

(1− 2t)Ḣ(t) dt

= 2

∫ 1

0

(1− 2t)D(t) dt+ 2

∫ 1

0

(1− 2t)E(V f, f) dt+

∫ 1

0

(1− 2t)HG(t) dt

= 2

∫ 1

0

D(t) d(t(1− t)) + 2

∫ 1

0

(1− 2t)E(V f, f) dt+

∫ 1

0

(1− 2t)HG(t) dt

= − 2

∫ 1

0

t(1− t)Ḋ(t) dt+ 2

∫ 1

0

(1− 2t)E(V f, f) dt+

∫ 1

0

(1− 2t)HG(t) dt

= − 2

∫ 1

0

t(1− t)E([S,A]f, f) dt−
∫ 1

0

t(1− t)E‖2Sf + V f‖2 dt

+

∫ 1

0

t(1− t)E‖V f‖2 dt− 2

∫ 1

0

t(1− t)DG(t) dt

+ 2

∫ 1

0

(1− 2t)E(V f, f) dt+

∫ 1

0

(1− 2t)HG(t) dt.

Therefore, we have

H(0) +H(1)− 2

∫ 1

0

H(t) dt

≥ 2

∫ 1

0

t(1− t)E([S,A]f, f) dt−
∫ 1

0

t(1− t)E‖V f‖2 dt− 2

∫ 1

0

(1− 2t)E(V f, f) dt

−
∫ 1

0

(1− 2t)HG(t) dt+ 2

∫ 1

0

t(1− t)DG(t) dt.

Now, formally, if ϕ(x) = |x|2 we have from (3.11) that

([S,A]f, f) = 8γ

∫
Rn
|∇f |2 dx+ 32γ3

∫
Rn
|x|2|f |2 dx,

and

(S(Gf), Gf) = −
∫
Rn
|∇(Gf)|2 dx+ 4γ2

∫
Rn
|x|2|Gf |2 dx

≥ −2

∫
Rn
|G|2|∇f |2 dx− 2

∫
Rn
|∇G|2|f | dx.
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Thus,

2

∫ 1

0

H(t) dt+ 4(4γ − ‖G‖2∞)

∫ 1

0

t(1− t)E
∫
Rn
|∇f |2 dxdt

+ 64γ3

∫ 1

0

t(1− t)E
∫
Rn
|x|2|f |2 dxdt

≤H(0) +H(1) +

∫ 1

0

t(1− t)E‖V f‖2 dt+ 2

∫ 1

0

(1− 2t)E(V f, f) dt

+

∫ 1

0

(1− 2t)HG(t) dt+ 4

∫ 1

0

t(1− t)E
∫
Rn
|∇G|2|f |2 dxdt.

By assumptions on G and V , for a given ε > 0, there exists L > 0 such that when |x| > L we have

max

 sup
t∈[0,1]
ω∈Ω

|G(ω, t, x)|, sup
t∈[0,1]
ω∈Ω

|V (ω, t, x)|, sup
t∈[0,1]
ω∈Ω

|∇G(ω, t, x)|

 ≤ ε. (3.12)

Therefore, we obtain that

∫ 1

0

t(1− t)E‖V f‖2 dt =

∫ 1

0

t(1− t)E

[∫
|x|≤L

|V |2|f |2 dx+

∫
|x|>L

|V |2|f |2 dx

]
dt

≤ ‖V ‖
2
∞

4
e2γL2

sup
t∈[0,1]

E‖u(t)‖2 +
ε2

4

∫ 1

0

H(t) dt.

In the same way, we also have

2

∫ 1

0

(1− 2t)E(V f, f) dt ≤ 2‖V ‖∞e2γL2

sup
t∈[0,1]

E‖u(t)‖2 + 2ε

∫ 1

0

H(t) dt,∫ 1

0

(1− 2t)HG(t) dt ≤ ‖G‖2∞e2γL2

sup
t∈[0,1]

E‖u(t)‖2 + ε2

∫ 1

0

H(t) dt,

4

∫ 1

0

t(1− t)E
∫
Rn
|∇G|2|f |2 dxdt ≤ ‖∇G‖2∞e2γL2

sup
t∈[0,1]

E‖u(t)‖2 + ε2

∫ 1

0

H(t) dt.

Putting everything together yields

(2− 9ε2/4− 2ε)

∫ 1

0

H(t) dt+ 4(4γ − ‖G‖2∞)

∫ 1

0

t(1− t)E
∫
Rn
|∇f |2 dxdt

+ 64γ3

∫ 1

0

t(1− t)E
∫
Rn
|x|2|f |2 dxdt

≤H(0) +H(1) +N sup
t∈[0,1]

E‖u(t)‖2. (3.13)
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We can now choose ε small enough so that 2− 9ε2/4− 2ε > 0 and conclude the result by using the
inequality (2.21) in [10]

2E
∫
Rn
|∇f |2 + 4γ2|x|2|f |2 dx ≥ E

∫
Rn
e2γ|x|2 |∇u|2 dx. (3.14)

In order to make the calculations above rigorous, we set fa = eγϕau, where ϕa satisfies (2.2) and
(2.3). Then

∂ijϕa(x) =
ϕ′a(|x|)
|x|

δij − a
xixj
|x|2

ζa(|x|),

and thus

D2ϕa(x) =

{
2In +O(a)

∑n
i,j=1Eij , if 0 ≤ |x| ≤ max{γ, 2},

2|x|−aIn +O(a)
∑n
i,j=1Eij , if |x| ≥ max{γ, 2},

(3.15)

where In is an n × n identity matrix, and Eij is the elementary matrix whose only nonzero entry
is a 1 in i-th row and j-th column. Also, in this case we have

‖∆2ϕa‖∞ ≤ C(n)a. (3.16)

Thus,∫
Rn
D2ϕa∇fa · ∇fa dx =

∫
|x|≤max{γ,2}

D2ϕa∇fa · ∇fa dx+

∫
|x|≥max{γ,2}

D2ϕa∇fa · ∇fa dx

≥ 2

∫
|x|≤max{γ,2}

|∇fa|2 dx+ n

∫
|x|≤max{γ,2}

O(a)|∇fa|2 dx

+ 2

∫
|x|≥max{γ,2}

|x|−a|∇fa|2 dx+ n

∫
|x|≥max{γ,2}

O(a)|∇fa|2 dx, (3.17)

and so

8γ

∫
Rn
D2ϕa∇fa · ∇fa dx− 4

∫
Rn
|G|2|∇fa|2 dx

≥ 4

∫
|x|≤max{γ,2}

(4γ + nO(a)− ‖G‖2∞)|∇fa|2 dx

+ 4

∫
|x|≥max{γ,2}

(3γ + nO(a))|x|−a|∇fa|2 dx+ 4

∫
|x|≥max{γ,2}

(γ|x|−a − |G|2)|∇fa|2 dx.

(3.18)
By choosing a small enough, the first two integrals on the right hand side of the above inequality
are non-negative by the condition that γ > ‖G‖2∞/4, and so is the last one due to the decay of the
noise G in Assumption 3.3.

Observing that

([S,A]fa, fa) = 4γ

∫
Rn
D2ϕa∇fa · ∇fa dx+ 4γ3

∫
Rn
D2ϕa∇ϕa · ∇ϕa|fa|2 dx

− γ
∫
Rn

∆2ϕa|fa|2 dx,
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and repeating the formal computations as before, we obtain

(2− 9ε2/4− 2ε− γC(n)a)

∫ 1

0

Ha(t) dt+ 4γ3

∫ 1

0

t(1− t)E
∫
Rn
D2ϕa∇ϕa · ∇ϕa|fa|2 dxdt

+ 4

∫
|x|≤max{γ,2}

(4γ + nO(a)− ‖G‖2∞)|∇fa|2 dx+ 4

∫
|x|≥max{γ,2}

(3γ + nO(a))|x|−a|∇fa|2 dx

+ 4

∫
|x|≥max{γ,2}

(γ|x|−a − |G|2)|∇fa|2 dx

≤ Ha(0) +Ha(1) +N sup
t∈[0,1]

E‖u(t)‖2,

where Ha(t) = E‖fa(t)‖2. By letting a tend to zero, we prove (3.13) rigorously.

Next, we would like to replace the term
∫
Rn |∇f |

2 dx by
∫
Rn e

2γ|x|2 |∇u|2 dx in (3.13). To do this,

we notice that (3.13) holds for fρ = e(γ−ρ)|x|2u as well. Then by using the same argument as the
interior regularity result in Lemma 2.2, we can justify (3.14) with such fρ for t ∈ [ε, 1]. In the end,
we send ρ and ε to zero and complete the proof. �

Remark 3.5. Thanks to the decay of V and G in Assumption 1.1 for any ε > 0 there exists L > 0
such that (3.12) holds when |x| > L. However, we use this fact for ε > 0 so that 2− 9ε2/4− 2ε > 0.
This implies that condition (3) in Assumption 1.1 could be replaced by

∃L > 0 such that sup
t∈[0,1], |x|>L

ω∈Ω

|V (ω, x, t)|, sup
t∈[0,1], |x|>L

ω∈Ω

|∇G(ω, x, t)| < c

for some universal c > 0. Hence, no decay is really needed in V and ∇G and what we really need
is a small enough bound for V and ∇G far from the origin. Notice that the decay condition (2) in
Assumption 1.1 for G is also needed in our justification argument, so we are not allowed to remove
this decay.

Remark 3.6. In order to show that the commutator is positive we have to absorb the integral∫
|G|2|∇fa|2 dx in one of the positive terms appearing in the commutator. According to (3.18) our

only chance is to use the positive integral
∫
|x|−a|∇fa|2 dx and hence we assume that the noise G

has a polynomial decay (condition (2) in Assumption 1.1).

4. Proof of main result

It is noted that in Lemma 3.4 we require that the solution u has the same quadratic exponential
decay for t0 = 0 and t1 = 1, but Theorem 1.3 assumes no decay for the initial data. In order
to overcome this issue, we introduce the following conformal transformation, also known as Appell
transformation for our stochastic equation.

Lemma 4.1. Assume u(t, x) verifies

du = (∆u+ V (t, x)u) dt+G(t, x)u dW (t), (t, x) ∈ [0, 1]× Rn.

Let α, β > 0 and set

y(t, x) = [a(t)]
n
2 u(b(t), a(t)x)e

a(t)κ|x|2
4 , (4.1)
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where

κ =

√
α

β
−
√
β

α
, a(t) =

√
αβ

α(1− t) + βt
and b(t) =

√
β

α
a(t)t.

then y verifies

dy = (∆y + Ṽ y)dt+ g̃y dW (b(t)), (4.2)

with
Ṽ (t, x) = [a(t)]2V (b(t), a(t)x), and g̃(t, x) = G(b(t), a(t)x).

Moreover, for any γ ∈ R,

E‖eγ|·|
2

y(t)‖2 = E‖e(γa2(1−s)+κa(1−s)/4)|·|2u(s)‖2, (4.3)

where s = b(t).

Proof. By Itô’s formula,

dy =
n

2
a
n
2−1a′ue

aκ|x|2
4 dt+ a

n
2 e

aκ|x|2
4 du(b(t), a(t)x) + a

n
2 a′

κ|x|2

4
e
aκ|x|2

4 u dt,

where
du(b(t), a(t)x) = du(b(t), z)

∣∣
z=a(t)x

+ du(τ, a(t), x)
∣∣
τ=b(t)

.

On one hand, observing that

u(b(t), z) = u(0, z) +

∫ b(t)

0

[∆u+ V u](s, z) ds+

∫ b(t)

0

Gu(s, z) dW (s)

= u(0, z) +

∫ t

0

[∆u+ V u](b(s), z)b′(s) ds+

∫ t

0

Gu(b(s), z) dW (b(s)),

where the second equality follows from the time change formula for Brownian motions, or more
generally, local martingales, see for example [23, Proposition 1.5, page 181], and

du(τ, a(t)x) = a′(t)∇u(τ, a(t)x) · x dt,

we have

a−
n
2 e−

aκ|x|2
4 dy =

n

2
a−1a′u dt +

[
(∆u+ V u)b′ + a′∇u · x+ a′

κ|x|2

4
u

]
dt + GudW (b(t)). (4.4)

On the other hand,

a−
n
2 e−

aκ|x|2
4 ∆y = a2∆u+ κa2∇u · x+

nκ

2
au+

κ2

4
a2|x|2u. (4.5)

Then it follows from (4.4) and (4.5) that

a−
n
2 e−

aκ|x|2
4 (dy −∆y dt)

=
[
(b′ − a2)∆u+ (a′ − κa2)∇ · x+

n

2
a−1(a′ − κa2)u+

κ

4
(a′ − a)|x|2u

]
dt

+ b′V u dt+GudW (b(t)).
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Using the identities a′ = κa2 and b′ = a2, we obtain (4.2). Then relation (4.3) is a consequence of
the transform (4.1) and the fact that a(t)a(s) = 1.

�

Remark 4.2. In Lemma 4.1, if u is Ft-adapted, then y defined in (4.2) is Fb(t)-adapted.

It is known that the conformal transformation y is equivalent in probability law to the process
ũ satisfying

dũ = (∆ũ+ Ṽ (t, x)ũ)dt+ G̃(t, x)ũ dW̃ (t), (4.6)

where
Ṽ (t, x) = [a(t)]2V (b(t), a(t)x), G̃(t, x) = G(b(t), a(t)x)

√
b′(t), (4.7)

and W̃ is another Wiener process. Since the norms we consider are under the probability expecta-
tion, we may by a slight abuse of notation denote by ũ the conformal transformation of u. Then
we have

E‖eγ|x|
2

ũ(0)‖2 = E‖u(0)‖2, E‖eγ|x|
2

ũ(1)‖2 = E‖e|x|
2/δ2u(1)‖2,

by choosing α = 1, β = 1 + 4γ and γ = 1/(2δ) in Lemma 4.1. We also have

‖Ṽ ‖∞ ≤ (1 + 4γ)‖V ‖∞, ‖G̃‖∞ ≤
√

1 + 4γ‖G‖∞, and ‖∇G̃‖∞ ≤ (1 + 4γ)‖∇G‖∞,

by the identities b′ = a2 and ‖a‖∞ =
√

1 + 4γ.
Finally, we are ready to prove our main theorem.

Proof of Theorem 1.3. We consider γ = 1/(2δ) > 1/2 and apply to the solution u the conformal

transformation in Lemma 4.1.It follows from (4.7) that Ṽ and G̃ satisfy Assumption 3.3, as long as

V and G satisfy Assumption 1.1 and that ‖G̃‖2∞ < 4γ. Therefore, we can apply previous lemmas
and the interior regularity to show that the subsequent formal computations are correct.

For R > 0 and M ≥ R we define the functions

θM (x) =

{
0, |x| > 2M,
1, |x| ≤M,

ηR(x) =

{
1, t ∈

[
1
R , 1−

1
R

]
,

0, t ∈
[
0, 1

2R

]
∪
[
1− 1

2R , 1
]
,

and consider v(x, t) = θM (x)ηR(t)ũ(x, t). For γ > 1
2 we define µ and ε > 0 such that

√
1 + ε

2(1− ε)
< µ ≤ γ

1 + ε
,

and f = eϕv where

ϕ(x, t) = µ|x+Rt(1− t)e1|2 +
R2t(1− t)(12t)

6
− (1 + ε)R2t(1− t)

16µ
.

We observe that
dv = θMη

′′
Rũdt+ θMηR∆ũdt+ Ṽ vdt+ G̃vdW̃

∆v = ∆θMηRũ+ θMηR∆ũ+ 2∇θMηR · ∇ũ.
Hence,

dv −∆vdt = Fdt+ Ṽ vdt+ G̃vdW̃ ,

where F := θMη
′
Rũ− (2∇θM∇ũ+ ∆θM ũ)ηR.
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Now we write

eϕ(dv −∆vdt) = df − (S +A)fdt = eϕFdt+ Ṽ fdt+ G̃fdW̃ , (4.8)

where S and A are symmetric and skew-symmetric operators respectively. A computation shows
(see [7, Lemma 8])

S = ∆ + 4µ2|x+Rt(1− t)e1|2 + 2µR(1− 2t)(x1 +Rt(1− t)

+

(
t2 − t+

1

6

)
R2 − (1 + ε)R2(1− 2t)

16µ
,

A = −4µ(x+Rt(1− t)e1) · ∇ − 2µn,

(Stf + [S,A]f, f) = 32µ3

∫
Rn

∣∣∣∣x+Rt(1− t)e1 +
(4µ(1− 2t)− 1)R

16µ2
e1

∣∣∣∣2 |f |2 dx
+ 8µ

∫
Rn
|∇f |2 dx+

εR2

8µ

∫
Rn
|f |2 dx.

Let us multiply (4.8) by −2Sf , then integrate in space and time and take expectation to get

− 2E
∫ 1

0

(df,Sf) dt+ 2E
∫ 1

0

‖Sf‖2 dt+ 2E
∫ 1

0

(Af,Sf) dt = −2E
∫ 1

0

(eϕF + Ṽ f,Sf) dt. (4.9)

Using that d(Sf, f) = (Stf, f)dt+2(Sf, df)+(S(G̃f), G̃f)dt the latter is equivalent to (remember
that f is of compact support)

2E
∫ 1

0

‖Sf‖2 dt+ E
∫ 1

0

(Stf + [S,A]f, f) dt+ E
∫ 1

0

(S(G̃f), G̃f) dt = −2E
∫ 1

0

(eϕF + Ṽ f,Sf) dt,

and, using Cauchy-Schwartz we arrive to

E
∫ 1

0

‖Sf‖2 dt+ E
∫ 1

0

(Stf + [S,A]f, f) dt ≤ E
∫ 1

0

‖eϕF + Ṽ f‖2 dt− E
∫ 1

0

(S(G̃f), G̃f) dt.

Next, from the definition of S we have S(G̃f) = G̃Sf + ∆G̃f + 2∇G̃ · ∇f and we observe that

∫
Rn

∆G̃G̃|f |2 dx+ 2

∫
Rn
∇G̃ · ∇fG̃f dx = −

∫
Rn
|∇G̃|2|f |2 dx.
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The latter implies that

E
∫ 1

0

‖Sf‖2 dt+ E
∫ 1

0

(Stf + [S,A]f, f) dt

≤ E
∫ 1

0

‖eϕF + Ṽ f‖2 dt+ E
∫ 1

0

(Sf, fG̃2) dt+ E
∫ 1

0

‖f∇G̃‖2 dt

≤ 2E
∫ 1

0

‖eϕF‖2 dt+ c‖Ṽ ‖2∞E
∫ 1

0

‖f‖2

+
1

2
E
∫ 1

0

‖Sf‖2 +
1

2
‖G̃‖4∞E

∫ 1

0

‖f‖2 dt+ ‖∇G̃‖2∞E
∫ 1

0

‖f‖2 dt (4.10)

Thanks to the definition of the space-time commutator St + [S,A] we conclude

εR2

8µ
E
∫ 1

0

‖f‖2 dt ≤
(

2 + c‖Ṽ ‖2∞ +
1

2
‖G̃‖4∞ + ‖∇G̃‖2∞

)
E
∫ 1

0

‖f‖2 dt+ 2E
∫ 1

0

‖eϕF‖2 dt.

Finally, we take R > 0 large enough depending on Ṽ , G̃,∇G̃ so that we can absorb the first term
of the right-hand side in a fraction of the left-hand side. Hence

εR2

16µ
E
∫ 1

0

‖f‖2 dt ≤ E
∫ 1

0

‖eϕF‖2 dt ≤ 2E
∫ 1

0

‖eϕθMη′Rũ‖2 dt+2E
∫ 1

0

‖eϕ(2∇θM ·∇ũ+∆θM ũ)ηR‖2 dt

(4.11)
We will study separately the two terms of the right-hand side. The first term is supported in

{(x, t) |x| ≤ 2M, t ∈
[

1
2R ,

1
R

]
∪
[
1− 1

R , 1−
1

2R

]
}, where

µ|x+Rt(1− t)e1|2 ≤ µ(1 + ε)|x|2 +µ

(
1 +

1

ε

)
R2t2(1− t)2 ≤ µ(1 + ε)|x|2 +µ

(
1 +

1

ε

)
≤ γ|x|2 +

γ

ε
.

Thus,

E
∫ 1

0

‖eϕθMη′Rũ‖2 dt ≤ R2e2 γε+R
3 E
∫ 1

0

‖eγ|x|
2

ũ‖2 dt

and Lemma 3.4 implies that the last integral is bounded by the assumptions on the solution.
Since the second term is supported in x ∈ B2M \BM , t ∈

[
1

2R , 1−
1
R

]
, we notice that

µ|x+Rt(1−t)e1|2 ≤ µ(1+ε)|x|2+µ

(
1 +

1

ε

)
R2t2(1−t)2 ≤ µ(1+ε)|x|2+µ

(
1 +

1

ε

)
R2 ≤ γ|x|2+

γR2

ε
.

Therefore, the contribution of the second term is bounded by

E
∫ 1

0

‖eϕ(2∇θM · ∇ũ+ ∆θM ũ)ηR‖2 dt ≤
1

M2
e

2γR2

ε +R2

3 E
∫ 1−1/2R

1/2R

‖eγ|x|
2

(|ũ|+ |∇ũ|)‖2 dt.
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Moreover, if t ∈
[

1

2R
, 1− 1

2R

]
, 1 ≤ 4R2t(1− t) so

E
∫ 1−1/2R

1/2R

‖eγ|x|
2

(|ũ|+ |∇ũ|)‖2 dt ≤ 4R2E
∫ 1

0

‖eγ|x|
2

t(1− t)(|ũ|+ |∇ũ|)‖2 dt.

Again, Lemma 3.4 shows that the last integral is bounded by the assumptions on the solution.
Notice also that we conclude that the second term in (4.11) tends to zero when M tends to zero.

On the other hand, if (x, t) ∈ Bε(1−ε)R/4 ×
[

1− ε
2

,
1

2

]
, θM (x) = ηR(t) = 1 (i.e f = eϕũ) and

ϕ(x, t) ≥ µR2(1− ε)2

16
− (1 + ε)R2

64µ
=

R2

64µ

(
4µ2(1− ε)2 − (1 + ε)

)
> 0

Altogether, we show that there exists N > 0 depending on the decay hypothesis of the solution,
γ and ε (but not on R) such that

εR2

16µ
e
R2

32µ (4µ2(1−ε)2−(1+ε))E‖ũ‖2
L2(Bε(1−ε)R/4×[ 1−ε2 , ε2 ]) ≤ R

2eR/3N.

By letting R→∞ we see that

E‖ũ‖2
L2(Rn×[ 1−ε2 , ε2 ])

= 0⇒ ũ ≡ u ≡ 0 P− a.s.

�
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