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Resumen

El calentamiento global es el resultado del efecto invernadero causado por el
aumento de la concentración de CO2 en la atmósfera, lo que resulta en desastres que
afectan a la población. Se cree que este efecto ha generado fenómenos meteorológicos
como el conocido “El Niño”, que perturba la región del Pacífico Sur y causa desastres
naturales como inundaciones, tornados y sequía. Además, la desaparición del hielo
polar es también es uno de los principales resultados del calentamiento global, por lo
que conduce a aumentos del nivel del mar, lo que puede causar inundaciones en las
regiones costeras.

Las energías limpias, tanto solar y eólica, se consideran una forma importante
de superar estos problemas al reducir las emisiones de CO2. Sin embargo, estas
energías dependen de las condiciones climáticas. Por ejemplo, la energía solar solo
está disponible cuando el sol brilla y el viento cuando tiende a soplar de forma
intermitente. Además, el almacenamiento del exceso de energía producido durante la
época de buenas condiciones climáticas es una tarea costosa y complicada.

Una tecnología que puede basarse en fuentes sostenibles es la pila de combustible.
Las pilas de combustible podrían ser una alternativa ideal de energía limpia renovable.
Estos son dispositivos que convierten directamente la energía química, almacenada
en algunos combustibles, en energía eléctrica y calor. Esto implica que pueden
proporcionar electricidad en todos los climas, siempre que haya combustible disponible.
Por esto, han atraído la atención mundial en las últimas décadas. Las celdas
de combustible generalmente se clasifican en cinco categorías diferentes según su
temperatura de funcionamiento o el tipo de química de sus electrolitos: celda de
combustible de carbonato fundido (MCFC), celda de combustible de óxido sólido
(SOFC), celda de combustible alcalina (AFC), celda de combustible de membrana de
intercambio de protones. (PEMFC), pila de combustible de ácido fosfórico (PAFC)
y pila de combustible de metanol directo (DMFC).

El combustible preferido en muchas pilas de combustible es el hidrógeno, ya que es
una fuente de energía renovable. Por lo tanto, las celdas de combustible de membrana
de intercambio de protones (PEMFC), que tienen hidrógeno como combustible,
se consideran uno de los dispositivos de conversión de energía más confiables y
prometedores. Pueden proporcionar un suministro de energía continuo durante de
forma ininterrumpida, siempre que se le proporcione hidrógeno. Además, a diferencia
de los motores de combustión interna, en las PEMFC no se realiza ningún tipo de
combustión, sino que la energía se produce a través de una reacción química. Esto se
traduce en varios beneficios, como alta eficiencia (hasta más del 50 %), cero emisiones
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de gases, baja temperatura de funcionamiento (20-100 °C), bajo mantenimiento y
funcionamiento silencioso. Así, por la misma cantidad de combustible, las pilas de
combustible pueden extraer un 90 % más de energía que la gasolina tradicional. Las
celdas de combustible también tienen un mantenimiento muy simple ya que no tienen
partes móviles en su construcción. Además, la ausencia de partes mecánicas en su
composición les permite operar en silencio. Las PEMFC tienen muchas ventajas
no solo en comparación con los combustibles fósiles tradicionales, sino incluso en
comparación con otros tipos de celdas. Se caracterizan por su baja temperatura de
operación, rápida reacción electroquímica (arranque rápido), larga vida útil, que es un
punto muy importante, y su alta densidad de potencia. Por lo tanto, son ampliamente
conocidas como la fuente de energía más confiable y prometedora. Este tipo de pilas
de combustible, se han desarrollado y utilizado en muchos campos, como fuentes
de energía de respaldo, fuentes de energía portátiles, sistemas de energía híbridos,
sistemas de generación distribuida, microredes, automóviles urbanos, autobuses,
tranvías, locomotoras y aviones.

Una PEMFC se compone de una capa catalizadora, una capa de difusiva de
gas y una membrana de electrolito. Cada uno de estos componentes se fabrica
individualmente y luego se unen entre sí a altas presiones y temperaturas. La capa
catalizadora y la capa difusiva de gas se colocan en los lados del ánodo y el cátodo. La
membrana electrolítica permite que solo los iones apropiados (protones) migren hacia
el cátodo. El PEMFC se alimenta de hidrógeno (H2) y oxígeno (O2) presurizados
como combustible y genera electricidad, agua y calor. Los átomos de hidrógeno (H2)
entran en la PEMFC por el lado del ánodo, donde la capa catalizadora divide en
protones (H+) y electrones (e−). Los protones fluyen hacia el cátodo a través de
la membrana electrolítica, mientras que los electrones van por el circuito externo
para proporcionar energía eléctrica a lo largo del camino. Los átomos de oxígeno
(O2) entran en la PEMFC por el lado del cátodo y reaccionan con los electrones
que regresan del circuito externo y con los protones que han viajado a través de la
membrana para producir agua y calor.

Los modelos PEMFC se dividen en “mecanismos operativos” y de “datos experi-
mentales”. En cuanto a la primera categoría mencionada, en función del régimen,
estos se dividen en estáticos y dinámicos. Hay tres modelos bien conocidos que se
utilizan en el análisis estático, como el modelo de Amphlett, el modelo de Larminie y
Dicks y el modelo de Chamberlin-Kim. Estos tres enfoques tuvieron diferentes resul-
tados donde Amphlett produjo los resultados más precisos con una implementación
de alta complejidad como desventaja (la misma desventaja para Larmini-Dicks). Por
el contrario, Chamberlin-Kim mostró ser el más simple pero con baja precisión. En
otros términos, los modelos dinámicos se utilizan en regímenes no transitorios donde
el efecto de doble capa encabeza esta condición. A menudo, este fenómeno se modela
con un capacitor eléctrico que depende de los electrodos y las características individ-
uales de la pila. Por otro lado, los métodos experimentales comprenden mecanismos
como identificación difusa. Sin embargo, una de las principales desventajas de esta
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estrategia es el requisito computacional cuando se aumentan la complejidad y, por lo
tanto, se expanden las reglas. Otro enfoque diferente que se utilizó es la máquina de
vectores de soporte (SVM) basada en datos para el diagnóstico de fallas en PEMFC.
A pesar de la alta precisión, algunas desventajas están relacionadas con la dinámica
de período corto donde ciertos cambios no se pueden mostrar en el modelo propuesto.
Además, en ciertos casos, SVM requiere altos recursos computacionales de acuerdo
a la precisión del modelo a entrenar. A pesar de las desventajas de las estrategias
mencionadas, otro enfoque es el uso de herramientas como las redes neuronales
artificiales (ANN). Este esquema algorítmico se basa en un origen biológico de las
neuronas del cerebro humano que tienen la capacidad de reconocer, adquirir informa-
ción y autoajustarse de acuerdo con acciones pasadas (esto también se conoce como
neuroplasticidad). Por lo tanto, en esta tesis, se llevó a cabo una investigación en
profundidad con un PEMFC comercial para generar una amplia variedad de ANN
con el objetivo de encontrar una configuración adecuada que pueda modelizar el
comportamiento del PEMFC real. Después de encontrar una configuración ANN
adecuada, esta se utilizó como planta para el proceso de control.

En muchas aplicaciones, la PEMFC generalmente se combina con un convertidor
electrónico de potencia CC-CC que proporciona una conversión de energía eficiente a
la carga y también ofrece un voltaje de salida altamente regulado. Este equipo, que
podría ser un convertidor de conmutación inductivo o un convertidor de condensador
conmutado, es un circuito de etapa de adaptación que se inserta entre la carga y la
pila PEMFC. Muchos tipos de convertidores se han diseñado durante los últimos
años, el más simple es el convertidor reductor, que disminuye el voltaje de entrada a
salida, y el convertidor elevador, que lo aumenta, otros tipos son los convertidores
reductor-elevador y Cuk. Estos convertidores proporcionan un voltaje de salida de
CC controlado con la técnica de conmutación PWM de modulación de ancho de
pulso. Las ventajas y desventajas de cada topología se basan en el recuento de sus
componentes. Por lo tanto, debido a su mayor eficiencia y menos componentes en
comparación con las topologías de otros convertidores, es posible que se apliquen
convertidores de CC-CC elevadores para interconectar el PEMFC con la carga. Este
último ha sido catalogado como uno de los convertidores más sencillos que se han
utilizado. Este convertidor tiene la capacidad de aumentar un voltaje de entrada
más bajo a un voltaje de salida más alto a través de una técnica de conmutación
de modulación de ancho de pulso (PWM) controlada. Por lo tanto, se necesita un
lazo de control para obtener un voltaje de CC de salida aplicable. Además, dado que
la celda de combustible está muy influenciada por la carga y las variaciones de sus
insumos (temperatura, oxígeno e hidrógeno), se desea la aplicación del controlador
para mantener la PEMFC operando en un punto de potencia adecuado.

En esta tesis se han diseñado muchas técnicas de control y algoritmos para tener
una conversión de energía eficiente de las PEMFC al enlace de CC (o carga). Los
controladores lineales pueden ser una opción inicial adecuada para controlar un
convertidor CC-CC. Por lo tanto, se ha implementado un primer enfoque típico y
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clásico mediante un control proporcional-integral-derivativo (PID). El diseño del
controlador lineal se basa en el modelo de convertidor linealizado alrededor de un
punto de operación. La estrategia de ajuste de Ziegler-Nichols se ha utilizado en
entornos de simulación, mientras que diferentes estrategias como el error cuadrático
medio (MSE), el error absoluto medio (MAE), el error cuadrático medio (RMSE),
el error cuadrático medio relativo (RRMSE) se han utilizado en las validaciones
experimentales. Sin embargo, debido a la no linealidad del sistema, con estas
estrategías de control es difícil compensar la variación de los parámetros del sistema,
debido a la influencia de la dinámica no lineal en el punto de operación del convertidor.
Además, los transitorios que generan grandes variaciones de la señal, como en el
arranque o frente a cambios en la carga, no pueden tratarse con estas técnicas.
Por lo tanto, las aplicaciones de técnicas de control lineal para el control de estos
convertidores no son efectivas cuando el sistema está experimentando grandes cambios
de parámetros de modelo y variaciones de carga.

El diseño de una estrategia no lineal puede mejorar la eficacia, especialmente
cuando se integra un controlador en tiempo real. Por lo tanto, en esta tesis se han
propuesto muchas estrategias no lineales diferentes. Controladores de modo deslizante
robustos como control de deslizante convencional (CSMC), control deslizante integral
proporcional (ISMC), control deslizante terminal integral (ITSMC), control de modo
deslizante de terminal rápido integral (IFTSMC) y SMC integral terminal rápido
combinado con ley de alcance rápido (IFTSMC-QRL), se utilizaron para mejorar el
rendimiento del seguimiento del sistema de pila de combustible. Estos algoritmos se
implementaron y contrastaron como diseños novedosos para resaltar las características
que podrían definir la efectividad de cada uno en diferentes escenarios, como el
seguimiento de cambios constantes y dinámicos. Se utilizó un equipo de prueba
ensamblado con una pila PEMFC comercial de Heliocentric con un convertidor
elevador junto a un dSPACE DS1102, que es el sistema encargado de procesar el
control en tiempo real.. Para probar el desempeño de los controladores, se aplicaron
dos cambios de carga en t= 25 y t= 45 s. Los resultados experimentales mostraron
que durante los cambios dinámicos, las cinco técnicas propuestas han mostrado
alta robustez frente a variaciones de la resistencia de carga. Se encontró que el
IFTSMC-QRL tiene un rendimiento superior en términos de precisión (oscilación de
estado estable) sobre los otros algoritmos. Por lo tanto, se obtuvo una oscilación de
estado estacionario de 0,25 Win the stack power, donde los estados estacionarios de
CSMC, ISMC, ITSMC, IFTSMC fueron respectivamente 6,5 W, 0,7 W, 0,35 W y 0,4
W. Además, el IFTSMC-QRL ha mostrado una respuesta más rápida y una mejor
robustez sobre ISMC, ITSMC e IFTSMC. Por lo tanto, se obtuvo un tiempo de
respuesta de 1,5 s, donde el tiempo de respuesta del ISMC, ITSMC, IFTSMC fueron
respectivamente 6,2 s, 2,1 s, 1,8 s. Por otro lado, el SMC convencional proporciona
una mayor robustez sobre los modos deslizantes de terminales. Por lo tanto, se
obtuvo un sobreimpulso de 6,5 W en la potencia de la pila, donde el sobreimpulso de
ISMC, ITSMC, IFTSMC, IFTSMC-QRL son respectivamente 8,1 W, 6,43 W, 9,1 W,
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6,66 W. Sin embargo, aunque el SMC convencional ha mostrado una gran robustez,
su efecto de oscilación sigue siendo uno de sus inconvenientes.

Para superar el inconveniente del modo deslizante de primer orden, que es el
efecto de oscilación, en esta tesis se propusieron diferentes controladores de modo
deslizante de alto orden. Por lo tanto, se han diseñado e implementado cinco tipos
de control de modo deslizante de alto orden que incluyen algoritmo de torsión
(TA), algoritmo de súper torsión (STA), algoritmo de ley de convergencia prescrita
(PCL), algoritmo cuasi continuo (QCA) y algoritmo de deriva (DA). para un PEMF
comercial heliocéntrico. Los resultados experimentales mostraron que, durante los
cambios dinámicos, las técnicas propuestas han demostrado una gran capacidad para
reducir el fenómeno de oscilación al tiempo que proporcionan una gran robustez
frente a las variaciones de la resistencia de carga. Por lo tanto, en comparación
con el SMC convencional, se obtuvo una reducción del 87 %, 89 %, 91 %, 89 %,
94 % en la oscilación de estado estacionario respectivamente a través de TA, STA,
PCL, QCA y DA. En esta tesis también se han propuesto algoritmos alternativos
como proporcional-integral (PI), control de lógica difusa (FLC), control predictivo de
módulo (MPC) y control de retroceso (BSC). Se encontró que, en comparación con
el controlador PI convencional, las técnicas FLC, MPC y BSC han demostrado una
gran capacidad para reducir el tiempo de respuesta al tiempo que proporcionan una
gran robustez frente a las variaciones de la resistencia de carga. Así, en comparación
con el IP convencional, se obtuvo una reducción de más de 4 veces mediante el uso
de FLC, una reducción de más de 12 veces mediante el uso de MPC y una reducción
de 2 veces mediante el uso de uso del BSC.

Finalmente, en esta tesis también se proponen diferentes métodos de seguimiento
del punto de máxima potencia aplicados a celdas de combustible PEM y sistemas
fotovoltaicos. Se diseñaron e implementaron en los sistemas experimentales métodos
MPPT modernos y avanzados, como el estimador de voltaje de referencia (RVE),
el estimador de corriente de referencia (RCE) y las redes neuronales recurrentes
(RNN). Para el caso de PV, y bajo las condiciones climáticas disponibles durante
los experimentos y el hardware disponible, se demostró que MPC empleando una
predicción de un paso es capaz de proporcionar los mejores resultados en comparación
con P&O, FLC y SMC. En cuanto al caso de la pila de combustible PEM, los
resultados obtenidos del RCE basado en HO-PCL han demostrado el éxito del método
propuesto para extraer la máxima potencia del FC-42 con un alto rendimiento de
seguimiento.
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Abstract

Global warming is a result of the greenhouse effects caused by the propagation
of CO2 in the atmosphere, resulting in many disasters that influencing human
populations. It is thought to have caused meteorological phenomena such the well
known “El Nino", which disturbs the south Pacific region and causes some natural
disasters as inundations, tornadoes, and dryness. Besides, melting of the polar ice
mountains is also one of the major results of global warming. Hence, it leads to a
rise in the sea level that may cause floods in coastal regions.

Clean energy such as solar and wind are considered as an important way to
overcome these issues by reducing CO2 emissions. However, these energies are
dependent on the weather conditions. Thus, the solar energy is only available when
the sun is shining and the wind tends to blow intermittently. Besides, storing excess
energy produced during the time of abundance is a tricky task.

One technology which can be based upon sustainable sources of energy is fuel
cell. Fuel cell technologies could be an ideal alternative renewable clean energy.
Fuel cells are devices that directly convert the chemical energy stored in some
fuels into electrical energy and heat. This means that they can provide electricity
throughout all weathers as long as fuel is available. Therefore, they have attracted
the worldwide attention in the recent few decades. Fuel cells are generally classified
into five different categories based on their operating temperature or the type of
their electrolyte chemistry: molten carbonate fuel cell (MCFC), solid oxide fuel cell
(SOFC), alkaline fuel cell (AFC), proton exchange membrane fuel cell (PEMFC),
phosphoric acid fuel cell (PAFC) and direct methanol fuel cell (DMFC).

The preferred fuel for many fuel cells is hydrogen, since it is a renewable source
of energy. Thereby, proton exchange membrane fuel cells (PEMFCs), which have
hydrogen as fuel, are considered as one of the most reliable and promising energy
conversion devices. They can provide a continuous power supply throughout all
seasons as long as hydrogen is provided. Moreover, unlike internal combustion engines,
PEMFCs are not combusted, the energy instead is produced through a chemical
reaction. This results in several benefits such as high efficiency (up to more than
50%), zero gas emissions, low operating temperature (20-100 °C), low maintenance,
and quiet operation. Thus, for the same quantity of fuel, fuel cells can extract 90%
more efficient power than traditional gasoline. Fuel cells are also very simple in
maintenance since they have no moving parts in their construction. In addition, the
absence of mechanical parts in their composition allows them to operate silently.
PEMFCs have many advantages not only when compared with traditional fossil fuels,
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but also even when compared with other types of cells. They are characterized by
their low operating temperature, fast electrochemical reaction (quick start up), long
cycle life which is a very important point, and their high power density. Therefore,
they are widely known as the most reliable and promising source of energy. They
have been developed and used in many fields, such as back-up power sources, portable
power supplies, hybrid power systems, distributed generation systems, micro-grids,
urban cars, buses, tramways, locomotives, and air-crafts.

A PEMFC is composed of a catalyst layer, a gas diffusion layer, and an electrolyte
membrane. Each of these components is fabricated individually and then pressed to
each other at high pressures and temperatures. The catalyst layer and gas diffusion
layer are placed on both anode and cathode sides. The electrolyte membrane permits
only the appropriate ions (protons) to migrate toward the cathode. The PEMFC
is supplied by pressurized hydrogen (H2) and oxygen (O2) as a fuel and generates
electricity, water, and heat. The hydrogen atoms (H2) enter the PEMFC at the anode
side, where the catalyst layer divides them into protons (H+) and electrons (e−). The
protons flow to the cathode via the electrolyte membrane, while the electrons flow
through the external circuit to provide electric energy along the way. The oxygen
atoms (O2) enter the PEMFC at the cathode side and react with electrons returning
from the external circuit and with protons that have traveled through the membrane
to produce water and heat.

PEMFC models are divided into operational mechanism and experimental data
ones. In regards to the first mentioned category, based on the regime, these are divided
into static and dynamic. There are three well known models used in static analysis
such as the Amphlett model, Larminie and Dicks model, and Chamberlin-Kim model.
These three approaches had different outcomes where the Amphlett produced the
most accurate results with high complexity implementation as a downside (same
disadvantage for Larmini-Dicks). Oppositely, Chamberlin-Kim showed to be the
most simple one but with low precision. Contrarily, dynamic models are used in
transient regimes where the double layer effect heads this condition. Often, this
phenomenon is modeled as with an electrical capacitor that depends on the electrodes
and individual stack features. On the other hand, experimental methods comprise
mechanisms such as fuzzy identification where the dehydration of the PEMFC was
analysed through classification based on the knowledge from an operator over a FC.
However, one of the main disadvantages of fuzzy logic strategies is the computational
requirement when features are increased and thus, rules are expanded. Another
different approach was used is support vector machine (SVM) based on data-driven
for fault diagnosis in PEMFC. In spite of the high accuracy, some disadvantages are
related to dynamics that can happen in a short period of time such as switches that
are unable to be shown by the proposed model. Additionally, in certain cases, SVM
required high computational resources which is associated with the accuracy of the
model to be trained. Despite the disadvantages of the mentioned strategies, another
approach is the usage of trend tools such as artificial neural networks (ANN). This
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algorithmic scheme is based on a biological approach of human brain neurons which
have the capabilities of recognizing, acquire information and self-adjust according
to past actions (this is also known as neuroplasticity). Therefore, in this thesis,
an in-depth investigation was conducted with a commercial PEMFC to generate a
spread variety of ANNs with the aim of finding a suitable configuration that can
match the behaviour of the real PEMFC. After finding a proper ANN configuration,
this was used as a plant for the control process.

In many applications, the PEMFC is usually coupled with a DC-DC power elec-
tronic converter that provides an efficient power conversion to the load, and also
offers highly regulated output voltage. The DC-DC power converter, which could be
an inductive switching converter or a switched capacitor converter, is an adaptation
stage circuit that is inserted between the load and the PEMFC stack. Many types of
converters have been designed during the previous years, the most simple are the
buck converter, that decreases voltage from input to output, and the boost converter,
that increases it, other types are the buck-boost and the Cuk converters. They
provide a dc output voltage controlled with pulse width-modulation PWM switching
technique. The advantages and disadvantages of each topology is based on the count
of its components. Therefore, due to their higher efficiency and fewer components
compared with other converters topologies, high step-up dc-dc converters could pos-
sibly be applied to interface the PEMFC to the load. This latter has been classified
as one of the most and simplest used converters. It has the ability to step-up a lower
input voltage into a higher output voltage via controlled pulse-width-modulation
(PWM) switching technique. Therefore, the control loop is needed so as to obtain an
applicable output dc voltage. Besides, since the fuel cell is largely influenced by the
load and its inputs variations (temperature, oxygen, and hydrogen), the application
of the controller is desired so as to keep the PEMFC operating at the adequate power
point.

In order to have an efficient power conversion from the PEMFCs to the DC link
(or load), many control techniques and algorithms have been designed in this thesis.
Linear controllers can be a suitable initial option to control a DC-DC converter.
Hence, a typical first and classic approach like a proportional integral derivative
(PID) has been implemented. The design of the linear controller is based on the
linearized converter model around an equilibrium point. Ziegler-Nichols tuning
strategy has been used in simulation environments, whereas different strategies
like mean squared error (MSE), mean absolute error (MAE), root mean squared
error (RMSE), relative root mean squared error (RRMSE) have been used in the
experimental environments. However, due to the nonlinearity of the system, it is
difficult to account the variation of the system parameters, due to the influence of
the small signal model parameters to the converter operating point. Moreover, large
signal variations transients such as in the start-up or against changes in the load,
cannot be dealt with these techniques. Therefore, the application of linear control
techniques for the control of these converters are not effective when the system is
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experiencing large model parameters and load variations.
A nonlinear strategy design can improve the effectiveness, specially when a real-

time controller is embedded. Therefore, many different nonlinear strategies have
been proposed in this thesis. Robust sliding mode controllers like conventional
sliding mode control (CSMC), proportional integral sliding mode control (ISMC),
integral terminal sliding mode control (ITSMC), integral fast terminal sliding mode
control (IFTSMC) and integral fast terminal SMC combined with quick reaching law
(IFTSMC-QRL), were used as a first attempt to improve the tracking performance
of the fuel cell system. These algorithms were implemented and contrasted with
novel designs to highlight the features that could define the effectiveness of each in
different scenarios such as constant and dynamic change following. An assembled
test rig with a commercial PEMFC from Heliocentric with a boost converter were
used to evaluate each structure in a dSPACE DS1102. To test the performance of the
controllers, two load changes at t= 25 s and t= 45 s were applied. The experimental
results showed that during the dynamic changes, the five proposed techniques have
shown high robustness against variations of the load resistance. It was found that
the IFTSMC-QRL has the superior performance in terms of accuracy (steady state
oscillation) over the other algorithms. Hence, a steady state oscillation of 0.25 W
in the stack power was obtained, where the steady states of the CSMC, ISMC,
ITSMC, IFTSMC were respectively 6.5 W, 0.7 W, 0.35 W, and 0.4 W. Moreover,
the IFTSMC-QRL has shown faster response and better robustness over the ISMC,
ITSMC, and IFTSMC. Hence, a response time of 1.5 s was obtained, where the
response time of the ISMC, ITSMC, IFTSMC were respectively 6.2 s, 2.1 s, 1.8 s. On
the other hand, the conventional SMC provides higher robustness over the terminal
sliding modes. Hence, an overshoot of 6.5 W in the stack power was obtained, where
the overshoot of the ISMC, ITSMC, IFTSMC, IFTSMC-QRL are respectively 8.1 W,
6.43 W, 9.1 W, 6.66 W. However, although the conventional SMC has shown high
robustness, its chattering effect is still one of its drawbacks.

To overcome the drawback of the first order sliding mode, which is the chattering
effect, different high order sliding mode controllers were proposed in this thesis.
Hence, five types of high order sliding mode control including twisting algorithm
(TA), super twisting algorithm (STA), prescribed convergence law algorithm (PCL),
quasi-continuous algorithm (QCA) and drift algorithm (DA) have been designed
and implemented for a Heliocentric commercial PEMF. The experimental results
showed that during the dynamic changes, the proposed techniques have shown high
capability to reduce the chattering phenomenon while providing high robustness
against variations of the load resistance. Hence, in comparison with the conventional
SMC, a reduction of 87 %, 89 %, 91 %, 89 %, 94 % in the steady state oscillation
were obtained respectively via TA, STA, PCL, QCA, and DA.

Alternative algorithms such as proportional integral (PI), fuzzy logic control (FLC),
module predictive control (MPC) and back-stepping control (BSC) also have been
proposed in this thesis. It was found that when comparing to the conventional PI
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controller, the FLC, MPC, and BSC techniques have shown high capability to reduce
the response time while providing high robustness against variations of the load
resistance. Hence, in comparison with the conventional PI, a reduction of more than
4 times were obtained via the use of the FLC, a reduction of more than 12 times
were obtained via the use of the MPC, and a reduction of 2 times were obtained via
the use of the BSC.

Finally, different maximum power point tracking methods applied on PEM fuel
cell and PV system, are proposed in this thesis. Modern and advanced MPPT
methods such as reference voltage estimator (RVE), reference current estimator
(RCE) and recurrent neural networks (RNN) were designed and implemented in
the experimental systems. For the PV case, and under the weather conditions
available during experiments and available hardware, it was shown that MPC under
a simple settle, can provide the best results in comparison with P&O, FLC, and
SMC. Regarding the case of PEM fuel cell, the obtained results of the HO-PCL based
RCE have proven the success of the proposed method in extracting the maximum
power from the FC-42 with high tracking performance.
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Chapter 1

Introduction

1.1. Motivation

At present, the entire world is becoming aware of the problems derived from
traditional energies such as fossil fuels and non-renewable energies which have
destructive environmental impacts. On the other hand, the ever-increasing energy
demand and rising crude oil prices, as well as predictable expiration of fossil fuels
reserves, have also caused high ambitions toward renewable and sustainable energy
resources. In this context, renewable energy sources (RES) such as wind and
solar are considered as suitable and viable alternative options to generate electrical
power [1–5]. However, despite the environmental friendly features of these energies,
their dependency on the weather conditions is still a considerable obstacle. Thus, the
solar energy is lower in winter months and cloudy days below, as it is only available
during the daytime. On the other hand, the wind energy is only available when the
wind blows.

Due to its low amount of contamination, its abundance on the Earth’s surface, as
well as its high volatility and efficiency, hydrogen has been chosen as the most suitable
alternative fuel to traditional fossil fuels. Hydrogen represents up to more than 75%
of all normal matter mass, and it accounts for over 90% of all atoms on earth [6]; can
reach an energy density value of 120 MJ/kg which is almost 5 times higher compared
to the coal [7]. It could be produced by either simple methods, such as the electrolysis
of water, or industrial methods using steam reforming. Regarding production costs,
the target had been reduced from 4.2USD in 2015 and aimed to be 1.7USD in 2020 [8];
it is expected to fall by 50% by the middle of this century, and that could pave
the way for more sustainable sources of energy [9]. Therefore, it has encouraged
thousands of scientists and researchers to pursue research in hydrogen cells since it
could replace fossil fuels in the automotive sector (with properly modification in the
motor), or also could be used with oxygen in fuel cells to produce electricity.

The electro-chemical conversion of hydrogen as a gas into useful electricity can
be achieved through fuel cells, devices that drew the attention since they were
discovered by William Grove in 1838 [10]. Thenceforth, the attractiveness of fuel
cells represents a trend in research as it is expected that this technology could
reach its maturity near 2030 [11]. Additionally, because of the groundbreaking
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innovation of fuel cell electric vehicles (FCEV) and large capacity stationary fuel
cells (LCSFC), the interest has been growing exponentially since 2007 [12]. This is
principally due to their emissions level that could reach up to 0% (depending on the
type of fuel) and a high efficiency that yields up to 60% [13, 14]. Despite that an
assorted variety of fuel cells had been developed, proton exchange membrane fuel cells
(PEMFC) had a significant enhancement in recent years. The production costs not
only provided a downsizing feature but also a performance improvement which covers
high energy density and robustness [15]; thus, it has been a matter of research for
several applications like automotive, stationary and portable power supplies [16–19].
For most of those applications, the PEMFC is usually used in conjunction with a
DC–DC power converter that generates highly regulated DC voltage for end-use.
Therefore, the control design plays the main role in a PEMFC power system, not
only for performance improvement reasons but also for safety operation. Figure 1.1
shows the configuration of a typical fuel cell power system which is constructed with
fuel cell, DC/DC converter and the controller.

Figure 1.1: Configuration of a typical fuel cell power system

1.2. Objective of the thesis

The objective of this thesis is the application of advanced control algorithms for
a commercial Proton exchange membrane fuel cell system aiming to optimise the
performance of the stack. To achieve this objective, the following partial objectives
have been considered:

1. Review the most frequent PEM fuel cell models that have been designed in the
recent years.
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2. Modeling of a commercial PEM fuel cell stack based on mathematical equations.

3. Application of artificial intelligence (AI) for modeling a commercial PEM fuel
cell stack.

4. Investigate the effect of temperature and humidity on the PEM fuel cell stack
performance.

5. Review the most frequent DC-DC power converters used in renewable energy
systems.

6. Review the most frequent control algorithms that have been designed for the
PEM fuel cell in the recent years.

7. Design and optimisation of the most commonly used control algorithms for the
PEM fuel cell system.

8. Development of a new maximum power point tracking algorithm (MPPT) for
the PEM fuel cell system.

9. Validation of the proposed algorithms on a real PEM fuel cell system.

1.3. Structure of the thesis

This thesis is divided into acknowledgments, abstract, bibliography and ten chap-
ters. The first chapter introduces the thesis, it presents motivation that led the
author to study and carry out the thesis subject; the goals of the thesis and the plan
are presented in the first chapter as well.

The second chapter includes the state of the art in control used for the fuel cell
system. The state of the art starts with a short introduction about the importance
of the clean energies nowadays, then, a short review in the PEM fuel cells models,
and finally, the main and the long part was focused on the controls review including
the linear and non linear controllers.

The third chapter focused on the proton exchange membrane fuel cell. The first
part of the chapter discus the principle of operation of the PEM fuel cell, the
advantages, the inconvenient, and the applications. The second part of the chapter
focused on the static and dynamic model of the PEM fuel cell.

The forth chapter introduces the application of machine learning in fuel cell systems.
First, the artificial neural networks are introduced, then the data collection and
analysis are discussed, and finally different structure of ANNs are tested to find out
the most efficient predicted model.

The fifth chapter reviews different types of DC-DC power converter. The chapter
starts with introducing the modes of operation (CCM and DCM) and then, it discuses
the following power converters: boos, buck, back-boost, sepic, zeta and Cuk.
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The sixth chapter describes the experimental system. The hardware system
including the PEM fuel cell, the power converter, the dSPACE and the electronic
load are clearly presented in this chapter.

The seventh chapter discusses the application of sliding mode control (SMC) on
the PEM fuel cell system. The conventional sliding mode (CSMC) is tested first,
then a proportional integral sliding mode (PISMC), integral terminal sliding mode
(ITSMC), integral fast terminal sliding mode (IFTSMC) and integral fast terminal
sliding mode combined with quick reaching law ((IFTSMC-QRL), were also designed
and implemented in the real system.

The eighth chapter discusses the application of high order sliding mode (HOSM) on
the PEM fuel cell. Hence, HOSM based on twisting algorithm (TA), super twisting
algorithm(STA), prescribed convergence law algorithm (PCL), quasi-continuous
algorithm (QCA) and finally drift algorithm (DA) are designed and implemented to
improve the power quality and to remain the fuel cell functioning at an adequate
power point.

The ninth chapter discusses the application of alternative control methods on the
PEM fuel cell. In this chapter different controllers are designed and implemented in
the system. The linear proportional integral (PI) is firstly designed, then, a peak
current mode (PCM), a fuzzy logic control (FLC), a model predictive control (MPC)
and a back-stepping control (BSC) were also designed and implemented to improve
the output power quality of the fuel cell.

The tenth chapter discuses the application of novel maximum power point tracking
methods on a PEM fuel cell and PV system. In this chapter we design novel
techniques such as reference voltage estimator, reference current estimator and neural
notworks model that used to obtain the reference corresponds to the maximum power
point. For the control process, different algorithms such as sliding mode control
(SMC), fuzzy logic control (FLC), model predictive control (MPC) and prescribed
convergence law (PCL), have been used. As a reference of comparison of these
algorithms we used the well known P&O.

Finally, conclusions and future perspectives were summarised in chapter 11.

1.4. Derived publication

The following is a list of the published works derived from this thesis:

Journal articles

1. Napole, C., Derbeli, M., Barambones, O. Experimental Analysis of
a Fuzzy Scheme against a Robust Controller for a Proton Exchange
Membrane Fuel Cell System. Symmetry 2022, 14, 139. Q1, IF=2.71.

2. Derbeli, M., Napole, C., Barambones, O., Sanchez, J., Calvo, I., Fernández-
Bustamante, P. Maximum Power Point Tracking Techniques for Photo-
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voltaic Panel: A Review and Experimental Applications. Energies 2021,
14, 7806. Q3, IF=3.

3. Derbeli, M., Charaabi, A., Barambones, O., & Napole, C. (2021). High-
performance tracking for protonexchange membrane fuel cell system pemfc
using model predictive control. Mathematics , 9(11), 1158. Q1, IF=2.26.

4. Derbeli, M., Napole, C., & Barambones, O. (2021). Machine learning
approach for modeling andcontrol of a commercial heliocentris fc50 pem
fuel cell system. Mathematics, 9(17), 2068. Q1, IF=2.26.

5. Fernández-Bustamante, P., Barambones, O., Calvo, I., Napole, C., Der-
beli, M. Provision of Frequency Response from Wind Farms: A Review.
Energies 2021, 14, 6689. Q3, IF=3.

6. Bo Wang, Derbeli, M., Barambones, O., Yousefpour, A., Jahanshahi,
H., Bekiros, S., Aly, A.A., Alharthi, M.M., Experimental validation of
disturbance observer-based adaptive terminal sliding mode control subject
to control input limitations for SISO and MIMO systems, European
Journal of Control, 2021, ISSN 0947-3580, Q2, IF=2.39

7. Napole, C.,Derbeli, M., & Barambones, O. (2021). A global integral
terminal sliding mode controlbased on a novel reaching law for a proton
exchange membrane fuel cell system. Applied Energy, 301, 117473. Q1,
IF=9.75.

8. Napole, C., Barambones, O.,Derbeli, M., & Calvo, I. (2021). Advanced
trajectory control forpiezoelectric actuators based on robust control com-
bined with artificial neural networks. Applied Sciences, 11(16), 7390. Q2,
IF=2.28.

9. Napole, C., Barambones, O.,Derbeli, M., Calvo, I., Silaa, M. Y., &
Velasco, J. (2021). High-performancetracking for piezoelectric actuators
using super-twisting algorithm based on artificial neural networks. Math-
ematics, 9(3), 244. Q1, IF=2.26.

10. Napole, C., Barambones, O.,Derbeli, M., Cortajarena, J. A., Calvo, I.,
Alkorta, P., & Bustamante, P. F.(2021). Double fed induction generator
control design based on a fuzzy logic controller for anoscillating water
column system. Energies, 14(12), 3499. Q3, IF=3.

11. Napole, C.,Derbeli, M., & Barambones, O. (2021). Fuzzy logic approach
for maximum power pointtracking implemented in a real time photovoltaic
system. Applied Sciences, 11(13), 5927. Q2, IF=2.28.

12. Silaa, M. Y.,Derbeli, M., Barambones, O., Napole, C., Cheknane, A., &
Gonzalez De Durana, J. M.(2021). An efficient and robust current control
for polymer electrolyte membrane fuel cell powersystem. Sustainability,
13(4), 2360. Q2, IF=3.25.
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13. Derbeli, M., Barambones, O., Farhat, M., Ramos-Hernanz, J. A., &
Sbita, L. (2020). Robust high ordersliding mode control for performance
improvement of pem fuel cell power systems. International Journal of
Hydrogen Energy, 45(53), 29222–29234. Q2, IF=5.81.

14. Derbeli, M., Barambones, O., Silaa, M. Y., & Napole, C. (2020). Real-
time implementation of a newmppt control method for a dc-dc boost
converter used in a pem fuel cell power system. Actuators, 9(4),105. Q2,
IF=1.99.

15. Napole, C., Barambones, O., Calvo, I.,Derbeli, M., Silaa, M. Y., &
Velasco, J. (2020). Advances intracking control for piezoelectric actuators
using fuzzy logic and hammerstein-wiener compensation. Mathematics,
8(11), 2071. Q1, IF=2.26.

16. Silaa, M. Y.,Derbeli, M., Barambones, O., & Cheknane, A. (2020).
Design and implementation of highorder sliding mode control for pemfc
power system. Energies, 13(17), 4317. Q3, IF=3.

17. Derbeli, M., Barambones, O., Ramos-Hernanz, J. A., & Sbita, L. (2019).
Real-time implementation of asuper twisting algorithm for pem fuel cell
power system. Energies, 12(9), 1594. Q3, IF=3.

18. Derbeli, M., Barambones, O., & Sbita, L. (2018). A robust maximum
power point tracking controlmethod for a pem fuel cell power system.
Applied Sciences, 8(12), 2449. Q2, IF=2.28.

19. Derbeli, M., Farhat, M., Barambones, O., & Sbita, L. (2017). Control
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Conference proceedings
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of the 1st International Electronic Conference on Actuator Technology:
Materials, Devices and Applications, 23–27 November 2020, MDPI: Basel,
Switzerland.

2. M. Derbeli, O. Barambones, M. Farhat and L. Sbita, "Efficiency Boosting
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3. M. Derbeli, A. Charaabi, O. Barambones and L. Sbita, "Optimal En-
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International Renewable Energy Congress (IREC), 2019, pp. 1-5
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Chapter 2

State of the art in control of fuel cell
power systems

2.1. Introduction

During the recent few years, several clean energy sources such as solar, wind,
geothermal etc., have been developed to generate electric energy and replace conven-
tional fuel [20–26]. However, these alternative sources necessitate sophisticated and
high-cost technologies, and they are not suitable for plenty of applications. Moreover,
most of these sources are depending on certain climatic and geographical conditions.
For example, solar energy needs the sun and it could not be used in countries where
clouds abundant throughout the year. The same for the wind energy which could
also be used only when the wind is blowing. The use of tidal phenomenon and waves
movement necessitate to be near the sea and this is also not available everywhere etc.

By virtue of its abundance in the earth, hydrogen has emerged as an available and
advantageous fuel. In this sense, PEM fuel cells which use hydrogen as the main
fuel have shone the horizon as a comprehensive and general alternative to fossil fuel.
They have been considered as the energy source of the twenty-first century due to
their high power densities, lightweight, low operating temperature (quick start-up),
long cycle life, as well as zero pollution [27, 28]. Thereby, they have been used in
many fields such as transportation, aircraft, distributed generation, and especially in
stationary and mobile applications [29–35].

2.2. Comprehensives review of fuel cell models

To achieve a suitable system design in terms of efficiency, several PEMFC math-
ematical models had been developed in the recent years to understand the main
phenomena that can alter the device performance. According to Fang, Di and Ru,
PEMFC models are divided into operational mechanism and experimental data
ones [36]. In regards to the first mentioned category, based on the regime, these are
divided into static and dynamic. Saadi et al. [37] studied three well known models
used in static analysis such as the Amphlett et al. [38,39], Larminie and Dicks [40]
and Chamberlin-Kim [41]. A simulation showed that the three approaches had
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different outcomes where the Amphlett produced the most accurate results with high
complexity implementation as a downside (same disadvantage for Larmini-Dicks).
Oppositely, Chamberlin-Kim showed to be the most simple one but with low precision.
Contrarily, dynamic models are used in transient regimes where the double layer
effect heads this condition. Often, this phenomenon is modeled as with an electrical
capacitor that depends on the electrodes and individual stack features [42,43].

On the other hand, experimental methods comprise mechanisms such as fuzzy
identification which has been carried by authors of [44]. In this study, the dehydration
of a PEMFC was analysed through classification based on the knowledge from an
operator over a FC. Results revealed that suitable non-linearities like electrical
features and uncertainties can be mirrored with linguistic rules, an essential feature
of this tool [45]. However, one of the main disadvantages of fuzzy logic strategies
is the computational requirement when features are increased and thus, rules are
expanded [46]. Another different approach was used by authors of [47] where they
employed support vector machine (SVM) based on data-driven for fault diagnosis in
PEMFC. In spite of the high accuracy obtained, the disadvantages are related to
dynamics that can happen in a short period of time such as switches that are unable
to be shown by the proposed model. Additionally, in certain cases, SVM required
high computational resources which is associated with the accuracy of the model to
be trained [48].

Despite the disadvantages of the mentioned strategies, another approach is the
usage of trend tools such as artificial neural networks (ANN). This algorithmic scheme
is based on a biological approach of human brain neurons which have the capabilities
of recognizing, acquire information and self-adjust according to past actions (this
is also known as neuroplasticity) [49]. Recently, Nanadegani et al. [50] provided
a PEMFC study based on ANNs to increase the output power with a multilayer
perceptron (MLP).

2.3. Comprehensives review of power converters

In many applications, the PEMFC is usually coupled with a DC-DC power elec-
tronic converter that provides an efficient power conversion to the load, and also
offers highly regulated output voltage [51–55]. The DC-DC power converter, which
could be an inductive switching converter or a switched capacitor converter [56],
is an adaptation stage circuit that is inserted between the load and the PEMFC
stack. According to Luo and Ye [57], there are more than 500 different topologies of
converters. The most simple are the buck converter, that decreases voltage from input
to output, and the boost converter, that increases it, other types are the buck-boost
and the Cuk converters. They provide a dc output voltage controlled with pulse
width-modulation PWM switching technique. Yet, the advantages and disadvantages
of each topology based on the count of components, are discussed and compared
in [58]. Therefore, due to their higher efficiency and fewer components compared with
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other converter topologies, high step-up dc-dc converters could possibly be applied to
interface the PEMFC to the load. This latter has been classified as one of the most
and simplest used converters. It has the ability to step-up a lower input voltage into
a higher output voltage via controlled pulse-width-modulation (PWM) switching
technique. Therefore, the control loop is needed so as to obtain an applicable output
dc voltage. Besides, since the fuel cell is largely influenced by the load and its inputs
variations (temperature, oxygen, and hydrogen), the application of the controller is
desired so as to keep the PEMFC operating at the adequate power point.

2.4. Comprehensives review of linear controllers applied in
fuel cell systems

In order to have an efficient power conversion from the PEMFCs to the DC
link (or load), many control techniques and algorithms have been adopted during
the recent years. Linear controllers can be a suitable initial option to control a
DC-DC converter. Hence, a typical first and classic approach like a proportional
integral derivative (PID) has been implemented several times in a DC-DC boost
converters. A striking aspect has been accomplished in the research conducted by
the authors of [59] where they compared controller tuning strategies in simulation
environments. Procedures like Ziegler-Nichols, Chien-Hrones-Reswick and online
optimization achieved respectively, 11.8%, 17.1% and 2.16% of overshoot reduction.
Authors of [60] used a proportional integral (PI) control to keep the PEMFC working
in an efficient power point. The proportional derivative (PD) has been proposed
by [61] to keep the PEMFC operating at an appropriate power point. Choe [62]
used PID control for a DC–DC boost converter with a fuel cell dynamic model. The
PID was designed to control the fuel cell by adjusting the pulse width modulation
(PWM) of the boost converter. Results have demonstrated that the objective is
attained through the proposed method with improved dynamics and high tracking
performance. The PID also was applied by [63] to obtain an appropriate power
point for a PEMFC power system. Results showed that by selecting the accurate
parameters, the proposed approach could provide satisfactory results in terms of
high tracking efficiency. Although these controllers are especially sensitive when they
face a large load variation, results showed a gradual and smooth rise to the desired
operating power point with an acceptable tracking performance. Andujar [64] used
a small signal model with a linearized PEMFC model for controlling the DC–DC
converter, given that the parameters of the controller should be changed for any
variation in the operating conditions. Diversely, an advance linear structure used
in boost converters control is µ-synthesis approach as it was developed in the
investigation of [65]. In that work, simulations were performed with the robust
strategy and compared with a PI controller where further reduction of overshoot
was observed along a step function. On the other hand, a classic linear quadratic
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regulator (LQR) strategy has been proposed for a PEMFC in [66] where the maximum
overshoot reached 96.21%. However, a main drawback of this analysed study is
that only simulation results were provided. To increase the robustness of the PID
and obtain a better dynamic performance, various research groups/researchers [67]
have applied a fractional order proportional integral derivative (FOPID) controller
to a DC–DC four-switch buck-boost (FSBB) converter used in a PEMFC power
system. The obtained results have shown that the proposed method achieved better
performance in comparison with the integer-order and Two-Zero/Three-Pole (TZTP)
controller. Hence, an overall efficiency of 92%, more than the one obtained with
TZTP, can be retained using the FOPID. A novel PID based grey wolf optimizer
PID-GWM is proposed by authors of [68] to track the maximum power. The authors
used the dP

dI feedback control scheme. The presented results have indicated the
effectiveness of the proposed MPPT algorithm over the P&O, INC, and PID based
PSO. The performances of the PID have also been improved by various research
groups/researchers [69] via the application of the slap swarm algorithm (PID-SSA).
Comparative results with other methods, such as incremental resistance algorithm
(IRA), mine-blast algorithm (MBA), and grey wolf optimizer (GWM), grey ant-lion
optimizer (GAO) and fuzzy logic control (FLC), have indicated better performance
of the proposed PID-SSA in terms of efficiency and reliability. However, despite
the massive work done on improving the performance of the PID, it is still sensitive
to cope with the non-linearity of the power converter, which leads many researchers
to focus on the non-linear algorithms.

2.5. Comprehensives review of nonlinear controllers
applied in fuel cell systems

A nonlinear strategy design can improve the effectiveness, specially when a real-
time controller is embedded. Fuzzy-logic controller (FLC) represents a non-linear
strategy which its construction is based on the designer expertise within the system
and traduced through if-then causal rules in fuzzy sets. FLC is known for its
simplicity and robustness which are the main advantages when it is employed in
complex models [70]. For instance, authors of [71] demonstrated experimentally that
the efficiency of the fuel cell can be improved from 14.67% when using a conventional
PID controller to 37% when using a fuzzy controller. However, some oscillations
are accrued in the electrical characteristics, which may cause serious life-shortening
and severe cell deterioration. Various research groups/researchers [72] have proposed
fuzzy logic control (FLC) to overcome the drawbacks of the conventional P&O,
where the results have indicated a chattering reduction of 78.6% and an improvement
of 63% in the settling time. To improve the performance of the FLC, various research
groups/researchers [73] have proposed particle swarm optimization (FLC-PSO) for a
53KW PEMFC interfaced with a high step-up dc-dc converter aiming to maintain the
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stack power extremely close to the maximum operating power point. Comparative
results with the FLC have demonstrated the effectiveness of the FLC-PSO in reducing
the overshoot from 65.833% to 63.115% while ensuring high tracking efficiency
(99.39%). However, despite the reduction of 2%, an overshoot up to more than 63%
is still undesirable. Reddy and Sudhakar [74] optimized the FLC via an adaptive
neuro-fuzzy inference system (ANFIS). Simulation and experimental results have
indicated that an increase of 1.95% in the average DC link and a reduction of 17.74%
in the average time taken to reach the operating power point can be achieved using
the proposed ANFIS algorithm. In [75], a variable step-size fuzzy logic control
(VSS-FLC) is used to track the output power of a 7KW PEMFC power system.
Comparative results with fixed step-size FLC, variable step-size INC, and fuzzy scaled
INC, have shown that reductions of 82.35% in response time, 70.93% in current
ripples, and 100% in overshoot could be attained using the proposed algorithm.
The VSS-FLC also was used by authors of [76] aiming to reduce the current ripple
caused by the conventional perturb and observe (P&O). Simulation results have
demonstrated that ripple reduction of 88% could be attained through the use of
the VSS-FLC algorithm. The authors of [77] used an adaptive FLC strategy for
a boost converter linked to a PEMFC where simulations were carried and a final
experiment was performed: results showed the chattering amplitude reached 2.4 V
in the real device outcomes. However, the implementation of FLC has a significant
drawback when complex strategies are required; the fuzzy-set growth implies that
the computational requirements need to increment as well [78].

Due to their significant benefits, predictive control methods have attracted the in-
tention of many researches and they have been implemented in a wide range of ap-
plications, including power converters, actuator faults, pharmaceuticals industry,
chemical processes, and induction motors [79–94]. Model predictive control (MPC) is
another non-linear approach that explicitly uses a plant model to calculate an optimal
control action subject to constraints on actuation and states [79]. In comparison with
the conventional P&O algorithm, an improvement of 10.52% in the overall system
efficiency was achieved by various research groups/researchers [80] via the application
of the MPC technique. In [81], an overall efficiency of 90% for a grid connected
system was achieved by applying the MPC for a three-phase inverter, where the ef-
ficiency was approximately 98% for the maximum power point tracking (MPPT)
control method and 92% for the inverter. A Lyapunov-function-based MPC was
proposed by authors of [82], where the results showed that the proposed control
strategy maintains the active and reactive powers close to the desired values with
an error of less than 3%. Various research groups/researchers [83] have proposed a
combination of MPC with an extended Kalman filter (EKF) for a two-level inverter.
High performances in terms of robustness and potential noise rejection were obtained.
Successful MPP tracking with an efficiency of up to 98% was obtained by various
research groups/researchers [84]. In the latter, the MPC is proposed for a boost
converter used in a renewable energy system. Various research groups/researchers [85]
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have compared the MPC with different algorithms, such as IncCond, hill climbing,
PSO, and FLC. Except for the design complexity, results have demonstrated that
the proposed MPC has succeeded over the other methods in terms of efficiency,
steady-state oscillation, tracking speed and accuracy. In [92], the MPC was designed
to optimize the durability of the PEM fuel cell in renewable micro-grid. Although the
effectiveness of the MPC to extend the lifespan of the fuel cell, it still encountered by
many obstacles like lack of flexibility and high complexity. The study made by the
authors of [93] showed the design and implementation of an MPC in a hardware in
the loop (HIL) where a boost converter was emulated for voltage tracking. Despite
that the error was enough reduced, the computational resources were one of the main
highlights because a leading disadvantage of MPC are the requirements over low cost
processors [94].

Smart and advanced computing techniques such as eagle strategy control (ESC),
particle swarm optimization (PSO), ant colony optimization (ACO), neural network
control (NNC), and genetic algorithms (GAs) have also been commonly used in the
last few years [18, 95–117]. Hence, in comparison with FLC, efficiency improvements
and a faster response of 45% are obtained by various research groups/researchers [95]
via the application of the neural network algorithm (NNA) in a 1.26KW PEMFC
electric vehicle power-train. Authors of [96] used the NNA to overcome the draw-
backs of the P&O. The obtained results showed that a reduction of 86% and 74%,
respectively, in power oscillations and settling time can be achieved. Authors of [97]
proposed neural generalized model predictive control (NGMPC) aiming to track
the maximum efficiency or the MPP of a grid-connected fuel cell power system.
Simulation results have demonstrated the effectiveness of the proposed method to
track the desired power point. The NNA also was developed by authors of [98].
However, an intelligent algorithm based chaotic particle swarm optimization (CPSO)
is used to optimize the weights of the proposed algorithm. Simulation results have
demonstrated the effectiveness of the proposed algorithm to track the MPP with high
robustness and low steady-state oscillations. Rezazadeh [99] designed an adaptive
inverse controller, known as radial basis function neural network (RBFNN), for the
PEMFC system. This control scheme did not require any parameter identification of
the system, which means that the needed experimental data for the control design
can be reduced. In [100], a genetic algorithm (GA) was used to improve the power
quality of the PV generator. Results have demonstrated that in comparison with
the conventional P&O and the incremental conductance (IC), the proposed GA
can achieve a reduction of 97% in the oscillations of output power. In [101], to obtain
an accurate controller, feedback linearization control applied to a PEMFC power
system was optimized via a non-dominated sorting genetic algorithm II (NSGA-II).
The optimization process was performed on the linear gains of the designed controller.
Khanam et al. [102] made a comparative study among ant colony optimization
(ACO), particle swarm optimization (PSO), differential evolution (DE) and P&O.
Results have demonstrated the effectiveness of the ACO in terms of convergence
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time over the other proposed methods. Hence, in comparison with P&O, a reduction
of 90.61% and 5.13% are, respectively, obtained via the application of ACO and PSO.
İnci and Caliskan [103] proposed a novel optimization method called dynamic cuckoo
search algorithm for performance enhancement of a fuel cell system. Comparative
results with P&O, IC, and particle swarm optimization (PSO) have demonstrated
the effectiveness of the proposed method in reducing the high switching frequency,
fast convergence speed, as well as high efficiency (between 98.95% and 99.39%).
In [104–109], a variable step-size incremental resistance algorithm (VSIR), gradient
descent algorithm (GRD), as well as ripple correlation control (RCC), were proposed
to overcome the drawbacks of the P&O and IC methods. In [110], a novel single
sensor algorithm was designed to track the MPP of a 7KW PEMFC. Comparative
results with conventional two sensors algorithm have demonstrated the effectiveness
of the proposed algorithm to enhance the efficiency and the lifetime of the PEMFC.
In [18], an extremum seeking control (ESC) is used for a hybrid fuel cell power
system. The maximum efficiency power point is achieved by controlling the hydrogen
flow-rate through the boost converter. Good results such as an increase of 2% in the
overall system’s efficiency and 12% in the fuel economy have been obtained. However,
it should be noted that each method of these existing algorithms is characterized by
its complexity in hardware implementation, convergence speed, the sensors required,
the sensed parameters, and the cost.

Backstepping technique (BSTP) has recently attracted considerable attention.
It is a recursive design methodology developed in 1990 by P. V. Kokotovic and
his coauthors for designing stabilizing controls. It is a Lyapunov-based design that
intents to split the whole feedback-system into sub-systems with the aim of developing
a controller that considers the sub-parts [118]. Therefore, the mechanics of this
approach through a Lyapunov-design can ensure the stability of the entire close-loop
system. It has become an important robust algorithm due to its ability to control
chaos and its flexibility in the construction of control law. It is commonly used for
numerous applications, especially nonlinear uncertain systems [119–129]. Authors
of [119,120] implemented a BSTP for a high step-up converter to keep the PEMFC
power system operating at the maximum power point. Comparative results with the
well-known PI have indicated the out-performance of the proposed method in terms
of robustness, settling time, and control precision. In [121], it is used for a smart
grid-connected distributed PV system; where it is designed to drive the system to
operate at its maximum power point in order to power up the telecommute towers.
Similarly, it is also proposed in [122, 123] to track the reference voltage, which is
generated using the incremental conductance algorithm. In [124], it is used to adapt
the turbine speed at its maximum generator speed value. However, pitch control and
PI regulators are used to determine the optimal specific speed at which the turbine
generates its maximum power. In [125], it is proposed for a PV water desalination
system to dissipates the maximum produced power in a resistive load to generate
heat, which is then used for the desalination process. In [126], it is proposed to reduce
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the steady state error, which degrades the efficiency of the MPPT controller. The
authors used a regression plane to determine the reference voltage, which corresponds
to the peak power. Recently, an advance implementation included a neural adaptive
BSTP controller, and it was embedded in a boost converter for voltage regulation
where an overshoot of 11.6% with low settling time was achieved [127]. Nevertheless,
BSTP drawbacks are associated to its complex design since an advance Lyapunov
analysis is involved to reach a suitable control law [128]; in addition, the robustness
is limited because of its sensibility to uncertainties and disturbances [129].

Sliding mode control (SMC) is a nonlinear controller which main advantage over
previously described tools is that it provides a prompt response, robustness, stability
in undetermined environments and low computation is required [130–132]. This
technique gathers a control law that changes the dynamics of a system based on a
sliding surface that ensures the convergence [133]. Nevertheless, a severe deficiency of
this strategy is the infinite time in which the states can achieve the equilibrium [134].
In the literature, the application of the SMC for the PEMFC system was proposed
by various research groups/researchers [135–138]. A comprehensive study of SMC
implementation in a PEMFC power system is addressed in [135]. The control process
is performed using first order SMC, which applied to a DC–DC buck converter in
order to ensure low and stable output voltage. The SMC also was proposed by
authors of [136] aiming to extract the maximum power from a fuel cell/battery
storage system. Satisfactory results in terms of robustness have been achieved.
Authors of [137] used conventional sliding mode control (SMC) aiming to overcome
the drawbacks of the classical linear PI controller; their proposed method showed
acceptable results in terms of robustness against sharp load variation, but since the
SMC was used, the chattering phenomenon was present during the tests. According
to [138], despite its hardware implementation complexity, the sliding mode control
technique shows high accuracy compared with conventional methods. However, in
the presence of large load disturbance and uncertainties, its switching gain becomes
higher, which leads to the production of a large amplitude of chattering. The
computing techniques yield a high tracking efficiency, but the whole system cost
becomes too expensive. Consequently, to counteract the chattering phenomenon
of the SMC, many algorithm such as terminal sliding mode control (TSMC), integral
terminal sliding mode control (ITSMC), high-order sliding mode based on twisting
(TA), super-twisting (STA), prescribed convergence law (PCL) and quasi continue
(QC) have been proposed [139–156]. In 1988, the terminal sliding mode control
(TSMC) was introduced like a terminal attractor [139] and then as a control strategy
in 1993 by Gulati and Venkataraman [140] where they aimed to achieve a finite time
response. The TSMC is characterised by its capabilities to overcome the drawbacks
of the conventional SMC while offering several superior properties such as speeding
up the convergence rate and providing high precision control [141]. Shotorbani
et al. [142] compared the performance of the distributed terminal sliding mode
controller (DTSMC) with divers control schemes such as PI, SMC, proportional
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finite-time control (PFTC), proportional asymptotic convergent control (PACC)
and proportional-integral finite-time control (PIFTC). Results have confirmed the
effectiveness of the proposed DTSMC over the other controllers; in terms of accuracy,
smooth tracking and robustness when facing external disturbances. Despite this
mentioned advantage, the TSMC is still slow when the system states are distant
from the origin and singularities were found which could yield to an unbounded
control signal [143]. An option proposed to counter the singularity problem is using
high order sliding mode control (HOSMC); traditionally, it is also used to reduce
the chattering, which represents an ordinary feature of SMC because it generates
an increment in the energy consumption. Authors of [144–147] have, respectively,
proposed quasi-continuous, twisting, super twisting, and prescribed convergence law
algorithms. Results have demonstrated that chattering reduction of 82%, 84% 90%,
and 91%, can be achieved via the proposed algorithms. Regardless the advantages
of the HOSMC, the main issues are related to: complex stability proof [148] and it
requires high order derivatives which can increase the noise in a feedback loop [149].
Integral terminal sliding mode control (ITSMC) is a composed approach that not only
improves the time convergence but also enhances the chattering avoidance properties
and the system dynamics [150]. For instance, authors of [151] used an ITSMC
for a hybrid AC/DC grid based on a wind turbine and PEMFC generator source.
Improved performance in terms of robustness was obtained using the proposed ITSMC
scheme with respect to control Lyapunov function (CLF) and SMC. In regards to the
implementation in converters, it was uncovered that a fractional ITSMC was designed
and embedded in a buck converter type where the outcomes showed an improvement
of time convergence even with unknown uncertainties [152]. A fast terminal sliding
mode control (FTSMC) was designed by Gudey and Gupta [153], for a low-voltage
PEMFC based micro-grid system. Experimental results have demonstrated the
effectiveness of the proposed FTSMC (faster convergence and slighter steady-state
error) to overcome the inability of the classical SMC to regulate the micro-grid
bus voltage. Authors of [154] used an integral fast terminal sliding mode control
(IFTSMC), which is a combination of ITSMC [151] and FTSMC [153], aiming to
keep the PEMFC system operating at an appropriate and efficient power point. The
authors also designed a digital filter to smooth the signals from the chattering effect
of the IFTSMC. Another recent developed scheme is the usage of global terminal
sliding mode control (GTSMC) with quick reaching law (QRL) [155]; this combines
the benefits of TSMC with the global strategy that includes a linear design and
pretends the system to reach an equilibrium in a limited time [156]. The QRL is
entrenched to reduce the chattering at a cost of shrinking the reaching speed [155].
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Chapter 3

Proton Exchange Membrane (PEM) fuel
cell system

3.1. Introduction

One technology which can be based upon sustainable sources of energy is fuel cell.
Fuel cells are devices that directly convert the chemical energy stored in some fuels
into electrical energy and heat. Fuel cells are generally classified into five different
categories based on their operating temperature or the type of their electrolyte
chemistry: molten carbonate fuel cell (MCFC), solid oxide fuel cell (SOFC), alkaline
fuel cell (AFC), proton exchange membrane fuel cell (PEMFC), phosphoric acid fuel
cell (PAFC) and direct methanol fuel cell (DMFC). Table 3.1 [157] gives an overview
of the main classes of fuel cells with their associated fuels, operating temperatures
and electrolyte types [158].

The preferred fuel for many fuel cells is hydrogen, since it is a renewable source
of energy. Thereby, proton exchange membrane fuel cells (PEMFCs), which have
hydrogen as fuel, are considered as one of the most reliable and promising energy
conversion devices. They can provide a continuous power supply throughout all
seasons as long as fuel is provided. Moreover, unlike internal combustion engines,
fuel cells are not combusted, the energy instead is produced through a chemical
reaction. This results in several benefits such as high efficiency, low maintenance,
and quiet operation. Thus, for the same quantity of fuel, fuel cells can extract 90%
more efficient power than traditional gasoline. Fuel cells are also very simple in
maintenance since they have no moving parts in their construction. In addition, the
absence of mechanical parts in their composition allows them to operate silently.
PEMFCs have many advantages not only when compared with traditional fossil fuels,
but also even when compared with other types of cells. They are characterized by
their low operating temperature, fast electrochemical reaction (quick start up), long
cycle life which is a very important point, and their high power density [159–161].
Therefore, PEMFCs are ideally suited for a wide range of applications, such as
stationary, automotive, and portable power supplies.
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Table 3.1: Comparison of different fuel cells and their operating characteristics.

Cell Type Electrolyte Charge Carrier Temperature Fuel

PEMFC solid H+ 50 − 90◦C H2

DMFC solid H+ 50 − 90◦C CH3OH

AFC liquid OH− 60 − 250◦C H2

PAFC liquid H+ 160 − 250◦C H2

MCFC liquid CO2− ≈ 650◦C H2, CO,CH4

SOFC solid O2− 750 − 1000◦C H2, CO,CH4

3.2. fuel cell basics

3.2.1. Basic fuel cell Structure

A fuel cell is a device that generates electricity by a chemical reaction. Every fuel
cell has two electrodes, one positive and one negative, called respectively, the anode
and cathode. The reactions that produce electricity take place at the electrodes.

Every fuel cell also has an electrolyte, which carries electrically charged particles
from one electrode to the other, and a catalyst, which speeds the reactions at the
electrodes.

Hydrogen is the basic fuel, but fuel cells also require oxygen. One great appeal of
fuel cells is that they generate electricity with very little pollution [162].

Figure 3.1: Schematic representation of fuel cell energy

3.2.2. A breif history of fuel cell

Fuel cells are actually quite old, although they sound like a modern innovation.
Sir William Robert Grove created the first fuel cell in Wales in 1843 as shown in
Figure 3.2. This latter was called “Grove Gas Battery”. In the beginning, it was
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thought that the fuel cell generates electricity because of the physical contact between
materials. However, several scientists such as Christian Schonbein have revealed
and explained its principle of operation which is a chemical reaction that generates
electricity.

In 1959, the British engineer Francis Bacon developed a fuel cell that characterised
by high output power (5 kilowatts); which was enough to power a flat. Since that
time, researchers were developing several different types of fuel cells aiming to improve
the performance of cell. NASA was the first agency that put fuel cells in use with
Apollo series spacecrafts and the Space Shuttles.

In the 1960s, auto companies began working with fuel cells in vehicles. During the
oil crisis in the 1970s, automakers began seriously looking at alternative fuels and
power-trains. With time, fuel cells have become smaller, more powerful and longer
lasting. Most of the major automakers have fuel cells in vehicles such as cars and city
buses. However, in the recent years, automakers brought fuel cells vehicles (FCVs) to
the consumer market. They consider FCVs as a technology that can meet consumer
demand for full-function cars, buses and pick-up trucks that create zero pollution,
reduce greenhouse gas emissions and do not depend on fossil fuels [163,164].

Figure 3.2: Schematic representation of William Grove’s 1839 fuel cell

3.2.3. Basic principle of operation

As shown in Figure 3.3, a PEMFC is composed of a catalyst layer, a gas diffusion
layer, and an electrolyte membrane. Each of these components is fabricated indi-
vidually and then pressed to each other at high pressures and temperatures. The
catalyst layer and gas diffusion layer are placed on both anode and cathode sides.
The electrolyte membrane permits only the appropriate ions (protons) to migrate
toward the cathode. The PEMFC is supplied by pressurized hydrogen (H2) and
oxygen (O2) as a fuel and generates electricity, water, and heat. The hydrogen atoms
(H2) enter the PEMFC at the anode side, where the catalyst layer divides them into
protons (H+) and electrons (e−). The protons flow to the cathode via the electrolyte
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membrane, while the electrons flow through the external circuit to provide electric
energy along the way. The oxygen atoms (O2) enter the PEMFC at the cathode
side and react with electrons returning from the external circuit and with protons
that have traveled through the membrane to produce water and heat [165]. The
electrochemical reactions occurring on the electrodes can be described in Equations
(3.1), (3.2), and (3.3). The first and the second equations show the anode and
the cathode side reactions, respectively, and the third equation shows the overall
electrochemical reaction [166].

H2 =⇒ 2H+ + 2e− (3.1)

2H+ + 1
2O2 + 2e− =⇒ H2O (3.2)

H2 + 1
2O2 =⇒ H2O + Energy. (3.3)

Figure 3.3: Fuel cell operation diagram

3.3. Advantages and disadvantages of PEM fuel cell

3.3.1. Advantages

The main advantages of fuel cells with respect to traditional energy converters are:

High conversion efficiency: PEM fuel cells are characterised by high con-
version efficiency, which can reaches up to 50◦C, comparatively with traditional
energy [167]. Moreover, the efficiency increases with diminishing the load which
is a very interesting characteristic for the transportation sector where part load
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operation is the rule and the Internal Combustion Engine systems (ICEs) run
at reduced efficiency in low load conditions.

Very low emissions: by using PEM fuel cells, zero-emission performance is
achieved since the only reaction product is water. Even with other types of
fuel cells where natural gas or petrol is used as a fuel through a reforming
process, CO2 emissions will be lower than the ICE due to the fuel cell’s higher
efficiency [160].

Low noise levels: due to the electrochemical reaction which is a conversion
process that requires no moving parts, operation of the fuel cell is completely
silent.

Low operating temperature: the temperature operating range of PEM fuel
cells is between 25◦C and 100◦C, which leads to quick start up in comparison
with other types of fuel cells [168].

3.3.2. Disadvantages

The biggest obstacle of fuel cells is their cost. Although many fuel cell systems are
in use today, very few are currently cost-effective. For instance, for stationary fuel
cells, typical capital cost to install the system is greater than 5000$/KW, while the
target capital cost used by most energy generation developers is less than 1500$ [169].
Also, the need for high pressure of H2 for efficient operation, the lifetime of the cell
and the potential for the poisoning of the sensitive catalysts are all issues standing in
the way of integration of fuel cell technology into the energy systems of the nations.

3.4. Fuel cell applications

PEM fuel cells have many potential shapes and sizes for several applications. The
three main applications of PEM fuel cells are: transportation, portable uses and
stationary installations.

3.4.1. Automotive applications

Automobiles: many vehicle manufacturers like Ford, Nissan, Mazda, Hyundai,
Fiat, Volkswagen.. are interesting in fuel cells, for that, they are researching
and developing transportation fuel cells for future use in cars, buses and
trucks [170–172].

Scooters: in countries like India, many of the population use scooters, so this
is a great application for fuel cells to eliminate emissions in Asia [173].
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Forklifts: fuel cells forklifts have potential lower total logistic cost because they
require minimal refilling and less maintenance than electric forklifts, whose
batteries must be periodically charged and refilled with water [174].

Trains: an international consortium is developing the largest fuel cell vehi-
cle, a 109 metric-ton, 1Mw locomotive for military and commercial railway
applications [175].

Planes: fuel cells represent an attraction for aviation because they offer low
emissions and make no noise, and especially the army is interested in this
application because of the noise. Companies like Boeing are developing a fuel
cell plane [176].

Boats: many countries have decided to use fuel cells in boats. For example,
Iceland has decided to use fuel cells like auxiliary power in the boats of its
large fishing fleet and, eventually, like primary power [177].

Buses: many fuel cell buses have been developed in North and South America,
Europe, Asia and Australia [178].

Trucks: the department of Energy (DOE) has estimated that using fuel cell in
8 trucks would save 670 million gallons of diesel fuel per year and 4.64 million
tons of CO2 per year.

3.4.2. Stationary fuel cells

The primary stationary application of fuel cell technology is for the combined
generation of electricity and heat, for buildings, industrial facilities or stand-by
generators. Because the efficiency of fuel cell power systems is nearly unaffected
by size, the initial stationary plant development has focused on the smaller, several
hundred kw to low Mw capacity plants.

3.4.3. Portable power

Miniature fuel cells could replace batteries that power consumer electronic products
such as cellular telephones, portable computers, and video cameras. Small fuel cells
could be used to power telecommunications and satellites [179].

3.5. Static model of PEMFC

3.5.1. Reversible cell potential ( ECell )

The energy obtained in Equation (3.3) is called the enthalpy of formation △H

(−285.84 J/mol). It can be divided into two kinds of energies: the first one is the
thermal energy represented by the specific entropy △S (J/mol) multiplied by the
temperature T (K), and the second is the useful work △G (J/mol). △G is also called
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3.5 Static model of PEMFC

the negative thermodynamic potential (or Gibbs free energy). Therefore, the total
energy as given in [180] is

△H = △G+ T × △S. (3.4)

△G can be extracted as an electric work, defined by the charge Q (coulombs) across
the potential ECell. Q is the number of electrons (released from the anode), multiplied
by the Faraday constant F (96485.309 C/mol). Therefore, the useful work can be
calculated by Equation (3.5):

△G = −Q× ECell = −2 × F × E. (3.5)

Using Equations (3.4) and (3.5), the PEMFC potential can be calculated by
Equation (3.6), where △G, △H, and △S are negative due to the exothermic reaction
(yields energy).

ECell = − △G

2 × F
= −△H − T × △S

2 × F
. (3.6)

The values of the useful work △G, which is given in Equation (3.5), also depend
on the reactants. Therefore, it can also be calculated using Equation (3.7):

△G = △G0 −RT [ln(PH2) + 1
2 ln(PO2)] (3.7)

where

△G0: is the Gibbs free energy at standard condition (J/mol).

R : is the universal gas constant (83.143 J/mol·K).

T : is the cell operating temperature [K].

PH2: is the hydrogen partial pressure in [atm].

PO2: is the oxygen partial pressure in [atm]

The model equations so far accept as inputs the partial pressures of the gases.
Deriving the perfect gas equation, a specific relation is derived between the partial
pressure and the input flow rate of the fuel, the partial pressure of hydrogen and
oxygen are given in Equations (3.8) and (3.9) [181–183].

PH2 = 1/KH2
(1 + τH2)(qH2 − 2I.Kr) (3.8)

PO2 = 1/KO2
(1 + τO2)(qO2 − I.Kr) (3.9)

Where:

KH2 is the valve molar constant for hydrogen (kmol/s.atm).
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KO2 is the valve molar constant for oxygen (kmol/s.atm).

qH2 is the hydrogen flow rate (kmol/s).

qO2 is the hydrogen flow rate (kmol/s).

Kr is a modeling parameter constant (kmol/ (sA)), which has a value of N/4F.

The response time of hydrogen τH2 (s) and oxygen τO2 (s) can be determined using
Equation (3.10) and (3.10) respectively.

τH2 = Van
R.T.KH2

(3.10)

τO2 = Van
R.T.KO2

(3.11)

Where

Van is volume of the anode.

By replacing Equation (3.7) into Equation (3.6), the PEMFC potential can be given
as

ECell = −∆G
2F = −∆G0

2F + RT

2F [ln(PH2) + 1
2 ln(PO2)] (3.12)

At the standard condition (Tstd = 25 ◦C, 1atm). The term △G0

2.F is equal to E0 = 1.229
V. It varies with the temperature according to the following expression:

−∆G
2F = 1.229 + (T − 298)(∆S0

2F ). (3.13)

Using the standard thermo-dynamical relations as developed in [184], Equation
(3.12) becomes

ECell = 1.229 − 0.85 × 10−3(T − 298) + 4.3 × 10−5 ×T [ln(PH2) + 1
2 ln(PO2)]. (3.14)

Using Equation (3.14), the implementation of the thermodynamic potential of the
PEMFC in Matlab/Simulink is represented in Figure 3.4; while the output signal of
this equation is shown in Figure 3.5.

However, the potential of the PEMFC is significantly less than the values of the
theoretical potential, which is given in the above equation, due to the existence of
losses, including polarization and interconnection losses. According to [184], the
main voltage losses in a PEMFC are the electric losses, which can be classified into
three main polarization losses: the activation polarization losses Vact, the ohmic
polarization losses Vohm, and the concentration polarization losses Vconc.
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3.5 Static model of PEMFC

Figure 3.4: Synoptic diagram of the thermodynamic potential of the PEMFC

Figure 3.5: Thermodynamic potential of the PEMFC

3.5.2. Activation polarization loss

The activation polarization loss Vact is characterized by a strong non-linear de-
meanour. This is due to the reaction kinetics at the electrode of the PEMFC. The
activation polarization is important at low current densities (mostly affect in the
initial part of the polarization curve) due to the slowness and maintenance of the
chemical reaction. The activation polarization loss can be calculated by Equation
(3.15) [181].

Vact = ξ1 + ξ2.T + ξ3.T.ln(CO2) + ξ4.T.ln(I) (3.15)

Where
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I : is the cell load current in [A].

ξ(1−4) : are parametric coefficients ,defined on the basis of kinetic, thermo-
dynamic and electrochemical phenomena. Their values in the semi-empirical
equations are given as follows: Parametric coefficients k1 = 0.9514(V ), k2 =
−0.00312(V/K), k3 = −7.4.10−5(V/K), k4 = 1.87.10−4(V/K).

CO2 : is the concentration of oxygen dissolved in a water film interface in the
catalytic surface of the cathode in (mol/cm3), estimated on the basis of the
oxygen partial pressure and cell temperature by the law of Henry.

The concentration of oxygen CO2 can be calculated using Equation (3.16).

CO2 = PO2

5.08 × 106.exp( −498
T

)
(3.16)

Using Equation (3.15) and (3.16), the implementation of the activation polarization
loss Vact in Matlab/Simulink is represented in Figure 3.6; while the output signal of
this equation is shown in Figure 3.7.

Figure 3.6: Synoptic diagram of the activation polarization loss

3.5.3. Ohmic polarization loss

The ohmic polarization loss Vohm is affected by the ohmic losses of energy derived
from the impedance of the membrane. It is also influenced by the resistances of the
construction materials (collecting plates and carbon electrodes). The ohmic losses
can be formulated as Equation (3.17) [181].

Vohm = I.(Rm +Rc) (3.17)

Where
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3.5 Static model of PEMFC

Figure 3.7: Activation polarization loss

Rm : is the equivalent resistance of the electron flow.

Rc : is the proton resistance considered as constant.

The equivalent resistance can be calculated using Equation (3.18), where the ex-
pression of the specific resistance ρM (Ω.cm) is given in Equation (3.19) [181–183].

Rm = ρM .l

A
(3.18)

ρM =
181.6[1 + 0.03(TA) + 0.062( T

303)2.( IA)2.5]
[ψ − 0.634 − 3( IA)].exp[4.18(T−303)/T ] (3.19)

Where

A : is the membrane active area (cm2).

l : is the thickness of the membrane (cm).

ψ is an adjustable parameter with a possible maximum value of 23.

The exponential term in the denominator is the temperature factor correction
if the cell is not at 30◦C.

181.6
ψ−0.634 is the specific resistance (Ω.cm) at no current and at 30◦C.

Using Equation (3.17), (3.18) and (3.19), the implementation of the ohmic polar-
ization loss Vohm in Matlab/Simulink is represented in Figure 3.8; while the output
signal of this equation is shown in Figure 3.9.

3.5.4. Concentration polarization loss

The concentration polarization loss Vcon (also called mass transportation loss) is
the phenomenon that occurs due to the propagation of ions through the electrolyte
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Figure 3.8: Synoptic diagram of the ohmic polarization loss

Figure 3.9: Ohmic polarization loss

membrane which leads to the lack of reactants mass transfer at the electrode caused
by the rapid consumption of the respective reactant. Therefore, it can be represented
by the loss of the chemical reaction. This loss is important especially at higher
current densities. The concentration polarization loss Vcon can be calculated using
Equation (3.20)

Vcon = −B × ln(1 − J

Jmax
) (3.20)

Where

B is a parameter that depends on the type of cell.
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J represents the current density passing through the cell at each moment
(A/cm2).

The current density J can be determined using Equation (3.21).

J = I

A
(3.21)

Using Equation (3.20) and (3.21), the implementation of the concentration polar-
ization loss Vcon in Matlab/Simulink is represented in Figure 3.10; while the output
signal of this equation is shown in Figure 3.11.

Figure 3.10: Synoptic diagram of the concentration polarization loss

Figure 3.11: Concentration polarization loss

3.5.5. PEMFC potential

The fuel cell potential not only varies with the activation, ohmic, and concentration
losses; but also varies with fuel crossover and internal currents due to the waste of
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fuel and electron conduction through the electrolyte. However, these internal currents
and fuel losses are very small and their effects are usually negligible. Therefore,
according to [60], the voltage generated by an individual fuel cell can be expressed as
Equation (3.22), where the voltage-current characteristic is shown in Figure 3.12.

Vfc = ECell − Vact − Vohm − Vcon. (3.22)

Figure 3.12: PEMFC voltage

However, to generate the required power, Ncell individual cells are lumped together
and stacked in series. These cells are called stack and their potential can be calculated
using Equation (3.23) [60].

Vstack = Ncell.VFc = Ncell.(ECell − Vact − Vohm − Vcon) (3.23)

Where

Ncell is the number of individual cells used in the stack (Ncell=10)

The parameters of the fuel cell model used in the above equations are summarized
and enlisted in Table 3.2.

The implementation of the PEMFC stack voltage Vstack in Matlab/Simulink is
represented in Figure 3.13; while the output signal of this equation is shown in
Figure 3.14.

3.5.6. PEMFC stack power

The PEMFC stack power can be linked to any load without restriction related to
the load type, whereas the power supplied by the stack is enough to feed it. The
electrical power supplied by the stack to the load can be determined by Equation
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3.5 Static model of PEMFC

Table 3.2: Parameter explanations of the PEMFC model.
Parameter Symbole Value

Cell operating temperature T [K]
Cell standard temperature Tstd 298.15 [K]

Cell operating current I [A]
Universal constant of the gases R 83.143 [J.mol−1.K−1]

Constant of Faraday F 96,485.309 [C.mol−1]
Maximum current density Jmax 0.062 A cm−1

Current density J [A.cm−2]
Change in the free Gibbs energy ∆G [J.mol−1]

Change of entropy ∆S [J.mol−1]
Enthalpy of formation ∆H −285.84 [kJ.mol−1]

Change in the Gibbs free energy at
standard condition ∆G0 -237.2 [kJ.mol−1]

Change of entropy at standard condition ∆S0 [J.mol−1]
Electrochemical thermodynamics

potential E [V]

Standard potential of the fuel cell E0 1.229 [V]
Nombre of cells Ncell 10

Membrane active area A [162 cm2]
Membrane thickness l 175.10−6 cm

Adjustable parameter ψ 23
Hydrogen and oxygen partial pressures PH2,PO2 [atm]

Oxygen concentration CO2 [mol.cm−3]
Fuel cell voltage Vfc [V]
Activation losses Vact [V]

Ohmic losses Vohm [V]
Concentration losses Vconc [V]
Constant parameters λ 0.1 [V]

Electric charge Q [coulombs]
Equivalent resistance of the electron flow Req Ω

Proton resistance Rp Ω
Experimental coefficient ξ1 0.9514 V
Experimental coefficient ξ2 -0.00312 V/K
Experimental coefficient ξ3 -7.4 .10−5 V/K
Experimental coefficient ξ4 1.87 .10−4 V/K

(3.24), where the output signal of this equation is shown in Figure 3.15.

Pstack = I.Vstack (3.24)

33



Chapter 3 Proton Exchange Membrane (PEM) fuel cell system

Figure 3.13: Synoptic diagram of the PEMFC voltage

Figure 3.14: PEMFC stack voltage

3.5.7. Effect of temperature and hydrogen on the performance of the
PEM fuel cell stack

The polarization curves of the PEM fuel cell stack at different operating tempera-
tures of Figure 3.16a showed that the stack performance is improved by increasing
temperature from 298.15 K to 313.15 K. However, according to the results, although
the temperature variation was large, only slight improvement in the fuel cell effi-
ciency is accrued. On the other hand, The polarization curves for different operating
pressure presented in Figure 3.16b have demonstrated that the stack performance
is also largely influenced by varying the operating hydrogen pressure. Hence, the
operating pressure of the hydrogen was varied from 0.2 atm to 0.8 atm at a constant
operating temperature of 313.15 K. When the hydrogen partial pressure is equal to
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3.6 Dynamic model of PEMFC

Figure 3.15: PEMFC stack power

0.2 atm, the voltage and the power generated by the stack are the lowest compared
to other gasses partial pressure. When the hydrogen partial pressure is increased
to 0.8 atm, the output voltage and the power produced by the fuel cell are the
highest values. Therefore, the efficiency of the fuel cell is improved by increasing the
hydrogen partial pressure.

(a) Different operating temperatures. (b) Different hydrogen partial pressures.

Figure 3.16: Effect of temperature and hydrogen on the performance of the PEM
fuel cell stack.

3.6. Dynamic model of PEMFC

In a PEM fuel cell the two layer separated by the membrane act as double
charged layer, which can store electrical energy, due to this property this can be
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treated as a capacitor. Ract, Rcon and Rohm are the equivalent resistance for different
types of fuel cell losses [28]. The equivalent electrical circuit model of fuel cell by
considering all the effect discussed above is shown in Figure 3.17.

Figure 3.17: Equivalent electrical circuit of PEM fuel cell

The kirshof law gives the following equation:

I = C
dVd
dt

+ Vd
Rcon +Ract

(3.25)

Tt can be writen as the equation below:

dVd
dt

= 1
C
I − 1

τ
Vd (3.26)

Where

Vd represents the dynamical voltage across the equivalent capacitor (associated
with ηact and ηcon ).

C is the equivalent electrical capacitance.

τ is the fuel cell electrical time constant dependant of the cell temperature
given by the equation (3.27)

τ = C(Ract +Rcon) = C

(︃
ηact + ηcon

I

)︃
(3.27)

Including this electrical dynamic behavior term, the resulting FC voltage in (2.3)is
then changed by the equation as given below:

Vcell = ECell − Vd − I.Rohm (3.28)

Where
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3.7 Conclusion

Rohm, Ract, Rcon are respectively the representation for the ohmic, the activation
and the concentration resistance.

C corresponding to the membrane capacitance due to the double layer effect.

Using (2.14), (2.15) and Laplace transformations, transfer function (2.16) was
obtained, in which s represents Laplace operator:

Vcell = ECell −
(︃

Ract +Rcon
(Ract +Rcon)C.s+ 1 +Rohm

)︃
I (3.29)

3.7. Conclusion

In this chapter, the basics, advantages and disadvantages of the PEM fuel cell are
reviewed. It has been proven that although that the fuel cell suffers from several
disadvantages such us the high cost, it has received growing attention due to its
considerable advantages which make it the energy of the future.

In the second part of this chapter, the static and dynamic model of the PEM
fuel cell are developed on Matlab-Simulink. Finally the effect of temperature and
hydrogen on the fuel cell efficiency are studied and it has been proven that the
efficiency can improve by increasing the cell temperature and input fuel.

37





Chapter 4

PEM Fuel Cell Model Based Artificial
Neural Networks (ANNs)

4.1. Introduction

ANNs have been considered as attractive and powerful tools to predict and
approximate linear, nonlinear and even complex models, based only on input-output
data mapping [185–187]. Actually, an ANN consists of input and output layers and
at least one hidden interconnection layer. A general architecture of ANN with N1

inputs, N2 outputs and L hidden layers is depicted in Figure 4.1.

x0

x1

...

xN1

h
(1)
0

h
(1)
1

...

h
(1)
M1

. . .

. . .

. . . h
(L)
0

h
(L)
1

...

h
(L)
ML

y1

y2

...

yN2

Input layer
1st hidden layer Lth hidden layer

Output layer

Figure 4.1: Network graph of N1 input units, N2 output units and L-layer perceptron
where each hidden layer contains Mj hidden units.

ANNs can manipulate information just like the human brain thanks to the com-
putational features of their basic units (also called nodes or neurons) which take a
set of inputs, multiply them by weighted values and put them through an activation
function. The schematic structure of the ith hidden artificial neuron at the jth
hidden layer can be depicted as Figure 4.2.
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x1,j w1,j

x2,j w2,j Σ fact

Activation
function

...
...

xMj ,j wMj ,j

Weights

Bias
bji

Inputs

Figure 4.2: Structure of a single artificial neuron in a neural network.

There are several topologies of NNs in deep learning and they can be classified
into two groups of algorithms. The first group contains the ones that were used for
supervised deep learning problems such as fully-connected feed-forward algorithms
(Multi-Layer Perceptron, Radial Basis Network, etc.), recurrent NNs algorithms (long
short term memory, gated recurrent unit, gated feed-forward, etc.) and convolutions
NNs algorithms (deep convolutional NNs, deep convolutional inverse graphics network,
deconvolutional network, etc.). The second group contains the ones that were used
for unsupervised deep learning problems such as restricted Boltzmann machine
algorithms (deep belief network, deep Boltzmann machine, etc.) and ML auto-
encoder algorithms (variational auto-encoder, denoising auto-encoder, sparse auto-
encoder, etc.). However, since modelling the fuel cell is a supervised learning problem,
different structures of feed-forward neural network perceptron (FFNNP) with back-
propagation learning rule have been implemented in Matlab/SimulinkR and Neureal
Network ToolboxTM to predict the performance of a commercial fuel cell system
(Heliocentris FC50).

4.2. Data Collection and Analysis

4.2.1. Data collection

The first and the most important step in the supervised learning process is gathering
the data. In other words, to carry out good training, vast amounts of real-world
data is required since the more data we provide, the more predictive power can be
obtained. Besides, the collected dataset should be well distributed throughout the
operation range so as to represent the behaviour of the fuel cell in each operating
power point. To this end, a continuous triangular signal with a period of 15 s (7.5
s for each positive/negative slop) was built and supplied to the duty cycle of the
boost converter so as to vary the stack current from the minimum to the maximum
operating value. The selection of the period was made based on the characteristics of
the fuel cell data acquisition software since it measures the data each 0.5 s. In other
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words, 15 samples in different operating current values will be measured fore each
positive/negative slop. Figures 4.3 and 4.4 show, respectively, the Simulink blocks
used to design the triangular signal and the generated signal. The maximum value
of this signal (0.8) drives the fuel cell to operate at the highest current value [8–9A]
where the minimum value (0.5) drives the fuel cell to operate at the lowest operating
current [0.2–0.5A]. These values can be adjusted via the increase/decrease of the
output load resistance value. We have avoided operating currents above 9A since the
fuel cell used in this study (Heliocentris FC50) is occupied with a security system
that turns off the fuel cell in case of higher currents/temperatures [145,188].

Figure 4.3: Triangular signal design.

Figure 4.4: Triangular signal output.

To obtain data for different operating conditions, variations in temperature, humid-
ity, hydrogen and airflow are required. It should be noted that the fuel cell contains
an integrated control system that not only controls the supplied hydrogen but also
provides an option to set the fans of the fuel cell at the automatic mode. By using
the auto mode, the fans will automatically control the temperature, the humidity
and the supplied airflow. However, to provide large degrees of freedom, the auto
mode option of the fans was not considered. Therefore, a database containing 20,512
samples for different operating current, temperature and fan power were recorded
and presented in Figure 4.5. This latter also shows the influence of the air flow on
the fuel cell performance but the effect of temperature is still not well presented.
Therefore, a 3D graph that clearly shows the effect of both temperature and air flow
on the stack performance is presented in Figure 4.6.
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4.2 Data Collection and Analysis

According to this latter, it is shown that at low air flow (fans power = 10%),
by varying the temperature from 25 °C to 43 °C the stack performance improves in
the beginning, then becomes almost constant and finally, it deteriorates for higher
temperatures. At medium air flow (fans power = 50%), the stack performance
improves with increasing temperature. However, for higher temperatures only slight
improvements occur since the membrane requires an additional amount of water
content. Regarding the last case at which the air flow is set at its maximum value
(fans power = 100%), the stack performance improves largely with a temperature
increase from T = 25 °C to over 40 °C. It is noticed that even for higher temperatures,
the stack performance is still improving and this is due to the well humidification
provided by the fans.

Figure 4.6: The Heliocentris FC50 stack power according to air flow and stack tem-
perature.

4.2.2. Inputs and outputs selection

Another factor that can improve the accuracy of the learned function is the selection
of the inputs and outputs since the accuracy is strongly dependent on how the inputs
are represented. The inputs should be entered as a feature vector that contains
enough information to properly predict the output; but also, it should not be too
large due to the dimensionality curse effect. In this study, the input variables are
selected as: stack current Istack (A), stack temperature T (°C) and fans power (%),
to predict the stack voltage Vstack (V)

4.2.3. Data division (training, validation and test)

When enough data is available, the next step is to split this data into three subsets
which are training, validation and test. The training dataset needs to be fairly large
and contains a variety of data in order to contain all the needed information. Many
researchers have proposed a training set of 70%, 80% and 90% [189–192]; where the
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rest of data were divided between the validation and test. In this study, the recorded
data was divided as the following: training = 14,358 data points (70% of whole data),
validation = 3077 data points (15% of whole data) and test = 3077 data points (15%
of whole data). The training subset is used to adjust the network via minimising its
error. In other words, it is used for computing the gradient and updating the weights
and biases of the NNs. The validation subset is used for measuring the network
generalisation and to stop the training when the generalisation stops improving.
In more detail, when the training begins to over-fit the data, the validation error
starts to rise. Therefore, the weights and biases of the network are saved at the
minimum validation error point so as to balance the accuracy of the learned function
versus over-fitting. The test subset is used to evaluate the performance of learned
function when applying a new set. Actually, the test subset has no influence on the
determination of the learned function parameters, but it is a kind of ‘final exam’ to
test the performance of each predicted function.

4.3. Designing the Network

Based on Figure 4.2, the output of the h(j)
i hidden layer unit can be calculated as

Equation (4.1) [193].

h
(j)
i = fact

⎡⎣⎛⎝Mj∑︂
i=0

wi,jxi,j

⎞⎠+ bji

⎤⎦ (4.1)

where, j = [1,2, . . . , L] refers to the jth hidden layer, i = [1,2, . . . , Mj ] refers to the
ith neuron in the hidden layer j, Mj = [M1,M2, . . . , ML] refers to the number of
neurons at each layer, x ∈ Rm are numerical inputs, w ∈ Rm are weights associated
with the inputs, b ∈ R are biases. fact is the activation function which is used to
introduce non-linearity into the output of the artificial neuron. Actually, this is
important since most of data in the real world is nonlinear and the neurons should
learn these nonlinear representations. There are many activation functions that can
be used in practice such as sigmoid, tanh, ReLu, etc. [194]. In this work a tansig
function which is given in Equation (4.2) is used.

fact(x) = 2
1 + e−2x − 1 (4.2)

By using Equations (4.1) and (4.2), the kth output layer unit can be calculated as
Equation (4.3).

yk = foutact

⎡⎣⎛⎝ML∑︂
i=0

wi,Lh
(j)
i

⎞⎠+ bk

⎤⎦ (4.3)

where k = [1,2, . . . , N2] and foutact is a linear transfer function or also known as purelin,
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its mathematical expression is given in Equation (4.4)

purelin(x) = x (4.4)

To train the FFNNP, several optimisation algorithms can be used to minimise
the performance function (also known as loss/cost function) [189,195–197]. These
algorithms use either the Jacobian of the network errors or the gradient of the network
performance. Both Jacobian and gradient are computed via the back-propagation
algorithm which is an efficient computational trick for calculating derivatives inside
the deep feed-forward NNs. In this work, we made a comparison study among the
four major used algorithms including the Levenberg–Marquardt (LM), Bayesian
regularization (BR), BFGS quasi-Newton and Scaled conjugate gradient (SCG).
For each training algorithm, the following basic system training parameters are used:
maximum number of epochs = 5000, learning rate = 0.01, performance goal = 0,
time of training = Infinity. All these parameters were checked for different number
of neurons and hidden layers as presented in Table 4.1.

The performance of each training algorithm was measured via the mean squared
error (mse) which is given in Equation (4.5), where y∗

i is the desired output (target),
yi is the actual (predicted) output, and N is the number of dataset.

F = mse = 1
N

N∑︂
i=0

(ei)2 = 1
N

N∑︂
i=0

(y∗
i − yi)2 (4.5)

The best performance, in terms of training time and mean squared error mse, of each
algorithm is tinted with green colour (Table 4.1). The predicted output results as
well as the error that corresponds to the best performance (green cells) for each
training algorithm are respectively shown in Figures 4.7 and 4.8.
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4.3 Designing the Network

Figure 4.7: Predicted output results when using SCG, BFG, LM and BR.

Figure 4.8: Obtained training errors when using SCG, BFG, LM and BR.

According to these figures, it is clear that the BR training algorithm with the
structure of 3 hidden layers and 30 neurons for each predicts the best output results
in terms of accuracy, where the SCG shows the worst predicted results in comparison
with the rest of the algorithms. In terms of time, the SCG shows the fastest training
since it takes only around 11 s to predict the output while the BR needs around 6930
s. However, although the BR takes around 2 h for the training, it finally provides a
highly accurate model which is one of the main goals of this study.

Figure 4.9 shows the training regression plot. This measure is used to see how well
the neural network has fit the data. According to this figure, the predicted model is
characterised by high accuracy since most of the data points fall along a 45 degree
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Chapter 4 PEM Fuel Cell Model Based Artificial Neural Networks (ANNs)

line, where the output is equal to the target.

Figure 4.9: Training regression performance of the predicted model.

Figure 4.10 shows the testing regression plot. According to this figure, although
some data are not fell on the 45 degree line, the testing accuracy still high since
thousands of data are equal to the target.

Figure 4.10: Testing regression performance of the predicted model.

Figure 4.11 shows the all regression plot, which takes into account the training
and testing regression. According to this figure, it is clear that the predicted model
is characterised by high accuracy. It should be noted that the goodness of the model
also can be analysed via the R values which ranged between 0 (lowest accuracy) and
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4.4 Conclusion

1 (ideal model). In our case, the accuracy of the obtained model is proven by the
following R values: training, R = 0.99974, test, R = 0.99735 and all, R = 0.99938.

Figure 4.11: All regression performance of the predicted model.

4.4. Conclusion

This chapter presented an analysis of a commercial Heliocentris FC50 PEM fuel
cell system; the objective was to model the device via the application of a deep
machine learning based artificial neural network. Due to its several input variations,
such as stack temperature, humidity and oxygen, which results in nonlinearities and
high model complexity, extensive tests with various ANN parameters were required
to predict an efficient model.

Since the ANN model requires a large dataset, an efficient automatic method
was designed to simplify and facilitate the data collection. This was obtained by
generating a triangular signal which varies the duty cycle of the power converter that
was inserted between the stack and the load. An experimental dataset composed of
20,512 samples over a wide operating range (different operating current, temperature
and fan power) of a commercial stack was recorded and saved for the training process.

Different structures of feed-forward neural network perceptron with backpropaga-
tion learning rule were tested to predict the performance of the Heliocentries FC50
fuel cell system. A comparison study including various ANN parameters such as the
training algorithm, the number of hidden layers and the number of neurons at each
layer was made to obtain the highest accurate model. Finally, an accurate model
composed of 3 hidden layers and 90 neurons trained by BR algorithm was used for a
comparison study with the real results.
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Chapter 5

DC-DC Power Converters

5.1. Introduction

The main objective of using a power converter is to provide an efficient power
conversion from the source (fuel cell stack) to the load and offer a regulated output
voltage that may be used for various applications. A DC power converter must
provide its output with a DC voltage of a desired value in spite of the fluctuations
that may occurs in the input and the output current. DC converters use one or
more switches to transform a DC voltage level to another DC level; this is done
by controlling the conduction time of the switches (Ton) [198, 199]. A desirable
characteristic in the study of any electronic circuit is the use of linear techniques.
However, switched power converters are non-linear and discontinuous circuits. The
time during which the switch S1 is closed called conduction time, Ton. On the other
hand, the time that the switch remains open is called the blocking time, Toff . The
sum of Ton and Toff forms the converter period T , which is also called the switching
time Ts.

In a DC-DC converter, the power delivered to the load is calculated by a function
of the duty cycle, δ, which is defined as the ratio between the conduction time at
which the converter is in the “ON” position and the switching time Ts. In the
literature, the duty cycle is also called by the letter “D”.

δ = D = Ton
Ts

0 < δ < 1 (5.1)

Ts = Ton + Toff (5.2)

Ts = δ · Ts + Toff (5.3)

Toff = (1 − δ) · Ts (5.4)

Typically, DC-DC power converters used for fuel cell and PV systems can be
divided into isolated and non-isolated types [200–202], where the latter possesses a
higher efficiency for high-power applications due to the absence of the transformer
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which causes a reduction in the conversion efficiency. As for the non-isolated type,
several existing DC-DC power converter topologies inherently have the capability
of voltage boosting [200]. However, it is usually desired to use a power converter
that provides continuous input current since the fuel cell stack current should be
continuous for reduced capacitor sizing and proper efficient energy extraction [203].

Figure 5.1 shows the representation of a DC-DC converter, which can be used as
an interface between the source and the load [204].

Figure 5.1: DC-DC power converter

For the sake of this study, the most common available types of DC-DC power
converters will be analyzed so as to understand the features of each topology as
well as its principle of operation. The five most common topologies used in the
literature are: boost (step up), buck (step down), buck-boost (step up/down), Cuk
(step up/down), and SEPIC (step up/down).

5.2. Modes of Operation

One of the most important elements of a DC-DC power converter is the inductor
[205–207]. Selecting the proper size of the inductor and setting its operation mode
makes the power converter operates correctly. The shape and magnitude of the
inductor current IL are dictated by the inductance L of the inductor itself. Hence,
choosing the right and appropriate inductor value is very important. Usually, the
current IL that moves across the inductor L can be classified in three types; continuous,
boundary, or discontinuous.

The continuous inductor current, as presented in Figure 5.2a, means that the
minimum level of the IL waveform is never fall to zero in any switching period
Ts [205].

The boundary inductor current, as presented in Figure 5.2b, is occurred when
the minimum level of the inductor current waveform touch the zero value at
one point every switching cycle.
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A discontinuous inductor current, Figure 5.2c, is occurred when the minimum
level of the inductor current is touching zero for a period of time before the
next ON state occurs.

(a) Continuous current. (b) Boundary region. (c) Discontinuous current.

Figure 5.2: Voltage and current waveforms for DC-DC boost converter.

5.2.1. Continuous Conduction Mode (CCM)

As presented in Figure 5.3, the continuous conduction mode (CCM) is characterized
by current flowing continuously in the inductor throughout the whole switching cycle
Ts. In order to ensure and maintain the operation of the power converter in the
CCM, the inductance L should be big enough such that its energy will not discharged
until the next conductance Ton [200]. To guarantee the operation in this mode, the
output current of the converter Iout (load current) must be higher than half of the
ripple current that pass through the inductor IL. In this case, IL is continues and
it will never go to zero which will results in a small ripple. It should be noted that
a smaller ripple current ∆IL corresponds to lower losses in the inductor L and in
the active power devices. Therefore, the CCM is more desired for higher efficiency
requirement. On the other hand, one drawback should be mentioned for the case
when operating in CCM is that the inductor needs a larger inductance; which means
a large physical size and an increased price.

5.2.2. Discontinuous Conduction Mode

As presented in Figure 5.4, the discontinuous conduction mode (DCM) is charac-
terized by zero current for a portion of the switching cycle Ts. During each switching
cycle, the inductor current IL starts from zero, reaches the peak value, and then
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Figure 5.3: Continuous Conduction Mode (CCM)

returns to the zero value until the next switching cycle starts. When the current
across the inductor becomes zero, the power to the load will be supplied only by the
capacitor. Therefore, the output voltage Vout will be depending only on the circuit
component values and the duty ratio of the MOSFET. It should be noted that in
the discontinuous conduction mode, the current across the inductor as well as the
current across the active devices are characterised by high peak value and their root
mean square (RMS) also is high. This behavior leads to high power losses which as
a consequence jeopardize the efficiency of the converter [205].

The DCM can be obtained by three methods; decreasing the inductor inductance L,
decreasing the switching frequency Ts, or decreasing the load current Iout (increasing
the load resistance). The effect of these parameters on the inductor current IL is
presented in Figure 5.5.

Concerning the current delivered to the load, if it is less than half of the inductor
ripple current (Iout < ∆IL

2 ), the current IL through the inductor will go into the
discontinuous conduction mode. The behaviour of IL when decreasing the load
current is presented in Figure 5.6.

5.3. DC-DC boost converters

DC-DC boost converter is a high step up power converter which is used to boost
and regulate an input DC voltage [208–210]. As shown in Figure 5.7, an ideal boost
converter is consisted of linear (filtering capacitor C, load resistor R, inductor L)
and nonlinear (switching transistor S1, diode S2) elements.

Under continuous conduction mode (CCM), the operation of DC-DC boost con-
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Figure 5.4: Discontinuous Conduction Mode (DCM)

(a) reduction in L. (b) Reduction in Ts. (c) Reduction in Iout.

Figure 5.5: Methods for obtaining the DCM.

verter becomes fairly simple. Thus, using the inductor L and the two switches S1

and S2, the circuit alternates between two states (ON and OFF) for each complete
switching cycle Ts. Each state of ON and OFF has a varying duration. The ON time
Ton can be calculated by multiplying the switching cycle Ts with the duty cycle D.
The OFF time Toff can be found by subtracting the ON time Ton from the complete
switching cycle Ts. The configuration of the boost converter circuit in the ON state
and OFF state is shown in Figure 5.8a and Figure 5.8b respectively.

ON state: When the switch S1 turns ON, the inductor L connects to the DC
source voltage. Therefore, the current IL moves across the inductor L and the
transistor switch S1 which results an increase in the magnitude of IL and Is, while
VL is approximately equal to the input voltage Vin. On the other hand, during this
state, the capacitor C discharges through the load R. Therefore, the voltage VL
across the inductor and the current Ic across the capacitor are simply can be given
as Equation (5.5) and (5.6).

VL = Vstack (5.5)
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Figure 5.6: Effect of load current reduction on the inductor current

Figure 5.7: Boost converter circuit.

IC = −Vout
R

(5.6)

During the on state, the current IL through the inductor is rising linearly; and it
can be calculated as Equation (5.9).

VL = L · dIL
dt

(5.7)

dIL
dt

= 1
L
VL = 1

L
Vstack (5.8)

∆IL(ON) = 1
L

∫︂ Ton

0
VL · dt = 1

L
Vstack ·DTs (5.9)
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5.3 DC-DC boost converters

(a) ON state.

(b) OFF state.

Figure 5.8: Configurations of the boost converter circuit.

The voltage VC across the capacitor is can be calculated as Equation (5.12).

IC = C · dVout
dt

(5.10)

dVout
dt

= IC
C

= − Vout
R · C

(5.11)

∆VC(ON) = 1
C

∫︂ Ton

0
IC · dt = − Vout

R · C
·DTs = −Iout

C
·DTs (5.12)

OFF state: When the switch S1 turns OFF, the inductor L connects to the
capacitor C and the load R. Therefore, the current iL moves across the inductor
L, the diode S2, the capacitor C and the load R, which results a decrease in the
magnitude of iL and id (discharging of the inductor L into the load R and the
capacitor C). During this state, the voltage VL across the inductor, and the current
Ic through the capacitor are simply can be given as Equation (5.13) and (5.14)

VL = Vstack − Vout (5.13)

IC = IL − Vout
R

(5.14)

During the off state, the current IL through the inductor is decreasing linearly; it
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can be calculated as Equation (5.17).

VL = L · dIL
dt

(5.15)

dIL
dt

= 1
L
VL = 1

L
(Vstack − Vout) (5.16)

∆IL(OFF ) = 1
L

∫︂ Ts=Ton+Toff

Ton

VL · dt = 1
L

(Vstack − Vout) · (D − 1)Ts (5.17)

The voltage VC across the capacitor can be calculated as Equation (5.20).

IC = C · dVout
dt

(5.18)

dVout
dt

= IC
C

=
IL − Vout

R

C
(5.19)

∆VC(OFF ) = 1
C

∫︂ Ts

Ton

IC · dt =
IL − Vout

R

C
· (D − 1)Ts = IL − Iout

C
· (D − 1)Ts (5.20)

When the converter is in steady state operation, the energy stored in each compo-
nent is the same at the start and at the end of each switching cycle Ts. Therefore,
the current IL through the inductor is the same at the start and at the end of each
switching cycle. By applying the inductor volt-second balance equation for the boost
converter, Equation (5.25) can be obtained.

VL = L · dIL
dt

(5.21)

⇒
∫︂ Ts

0
VL · dt =

∫︂ Ts

0
L · dIL = L [IL(Ts) − IL(0)] = 0 (5.22)

⇒ The overage voltage < VL >= 1
Ts

∫︂ Ts

0
VL · dt = 0 (5.23)

⇒ 1
L

∫︂ Ts

0
VL · dt = 1

L

∫︂ Ton

0
VL · dt+ 1

L

∫︂ Ts=Ton+Toff

Ton

VL · dt = 0 (5.24)

⇒ ∆IL(ON) + ∆IL(OFF ) = 0 (5.25)

Therefore, by replacing Equation (5.9) and Equation (5.17) in Equation (5.25), the
relationship between input and output voltage in a boost converter can be written
as Equation (5.26).

Vout =
(︃ 1

1 −D

)︃
· Vstack (5.26)
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When the converter is in steady state operation, the voltage VC through the
capacitor C is the same at the start and at the end of each switching cycle. Therefore,
by applying the capacitor charge balance equation for the boost converter, Equation
(5.31) can be obtained.

IC = C · dVC
dt

(5.27)

⇒
∫︂ Ts

0
IC · dt =

∫︂ Ts

0
C · dVC = C [VC(Ts) − VC(0)] = 0 (5.28)

⇒ The overage current < IC >= 1
Ts

∫︂ Ts

0
IC · dt = 0 (5.29)

⇒= 1
C

∫︂ Ts

0
IC · dt = 1

C

∫︂ Ton

0
IC · dt+ 1

C

∫︂ Ts=Ton+Toff

Ton

IC · dt = 0 (5.30)

⇒ ∆VC(ON) + ∆VC(OFF ) = 0 (5.31)

Therefore, by replacing Equation (5.12) and Equation (5.20) in Equation (5.31),
the relationship between input and output current in a boost converter can be written
as Equation (5.32).

IL =
(︃ 1

1 −D

)︃
· Iout (5.32)

The waveforms of the inductor voltage VL, inductor current IL, transistor current
IT , diode current ID, and capacitor current Ic during the ON and OFF state, are
presented in Figure. 5.9.

5.3.1. Inductance and capacitance Selection (L and C)

From Figure 5.9, it can be seen that the current flowing through the inductor L
has a ripple ∆IL (the ripple of the current is defined as being the difference between
the maximum value and the minimum value of the current) which can be calculated
as Equation (5.34) [211–213].

∆IL = IL,max − IL,min = Vstack
L

·DTs = Vstack
L · fs

·D (5.33)

⇒ L ≥ Vstack,min
∆IL,max · fs

·Dboost (5.34)

Where:

Vstack,min= minimum input voltage.

∆IL,max=maximum desired inductor current ripple.

fs= 1
Ts

= switch frequency.
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Figure 5.9: Waveforms of different currents and voltages under CCM operation.

Dboost = 1 − Vstack,min·η
Vout

duty cycle for the minimum input voltage since the
minimum input voltage leads to the maximum switch current.

η= efficiency of the converter.

Using Equation (5.12), the capacitance C can be calculated as Equation (5.35)
[213,214].

∆VC = Iout
C

·DTs ⇒ C = Iout
∆VC · fs

·D (5.35)

Therefore, the value of the capacitor C that allowing to have a ripple lower than
the maximum ripple ∆VC,max must satisfy Equation (5.36)

⇒ C ≥ Iout,max
∆VC,max · fs

·Dboost (5.36)

5.3.2. State-space representation

The state-space representation of the ON state circuit can be written as Equation
(5.37). ⎧⎪⎪⎨⎪⎪⎩

ẋ = A1.x+B1.v

y = C1.x+ E1.v

(5.37)
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Where:

x = [x1, x2]T = [IL, Vout]T

A1 =
[︂

0 0, 0 − 1
RC

]︂T
B1 =

[︂
1
L 0

]︂T
C1 =

[︂
0 1

]︂
E1 = 0

v = Vstack

The state-space representation of the OFF state circuit can be written as Equation
(5.38). ⎧⎪⎪⎨⎪⎪⎩

ẋ = A2 · x+B2 · v

y = C2 · x+ E2 · v
(5.38)

Where:

A2 =
[︂

0 − 1
L ,

1
C − 1

RC

]︂T
B2 =

[︂
1
L 0

]︂T
C2 =

[︂
0 1

]︂
E2 = 0

Consequently, the state-space representation of the boost converter for both ON and
OFF states can be expressed as Equation (5.39).⎧⎪⎪⎨⎪⎪⎩

ẋ = A · x+B · v

y = C · x+ E · v
(5.39)

Where A, B, C, and E are defined in Equation (5.40).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A = u ·A1 + (1 − u)A2

B = u ·B1 + (1 − u)B2

C = u · C1 + (1 − u)C2

E = u · E1 + (1 − u)E2

(5.40)
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The state-space representation of the boost converter given in Equation (5.39) also
can be written and detailed as Equation (5.41)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ẋ =

[︄
0 u−1

L
1−u
C − 1

RC

]︄
x+

[︄
1
L

0

]︄
v,

y =
[︂

0 1
]︂
x,

(5.41)

5.4. DC-DC buck converters

DC-DC buck converter is a high step down power converter which is used to
decrease and regulate an input DC voltage [215–218]. As shown in Figure 5.10, an
ideal back converter is consisted of linear (filtering capacitor C, load resistance R,
inductor L) and nonlinear (switching transistor S1, diode S2) elements.

Figure 5.10: Buck converter circuit.

The configuration of the buck converter circuit in the ON state and OFF state is
shown in Figure 5.11a and Figure 5.11b respectively.

ON state: When the switch S1 turns ON, the inductor L connects to the DC
source voltage. Therefore, the current Is moves across the inductor L, the capacitor
C and the load resistance R which results an increase in the magnitude of IL and IC ,
while VL is approximately equal to the input voltage Vstack minus the load voltage
Vout. Therefore, the voltage VL across the inductor, and the current Ic through the
capacitor are simply can be given as Equation (5.42) and (5.43).

VL = Vstack − Vout (5.42)

IC = IL − Vout
R

(5.43)

During the on state, the current IL through the inductor is rising linearly; it can
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(a) ON state.

(b) OFF state.

Figure 5.11: Configurations of the buck converter circuit.

be calculated as Equation (5.46).

VL = L · dIL
dt

(5.44)

dIL
dt

= 1
L
VL = 1

L
(Vstack − Vout) (5.45)

∆IL(ON) = 1
L

∫︂ Ton

0
VL · dt = 1

L
(Vstack − Vout) ·DTs (5.46)

The voltage VC across the capacitor can be calculated as Equation (5.49).

IC = C · dVout
dt

(5.47)

dVout
dt

= IC
C

=
IL − Vout

R

C
(5.48)

∆VC(ON) = 1
C

∫︂ Ton

0
IC · dt =

IL − Vout
R

C
·DTs = IL − Iout

C
·DTs (5.49)

OFF state: When the switch S1 turns OFF, the inductor L connects to the
capacitor C and the load R. Therefore, the current IL moves across the inductor
L, the capacitor C, the load R, and the diode S2, which results a decrease in the
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magnitude of IL and ID (discharging of the inductor L into the load R and the
capacitor C). During this state, the voltage VL across the inductor, and the current
Ic through the capacitor are simply can be given as Equation (5.50) and (5.51)

VL = −Vout (5.50)

IC = IL − Vout
R

(5.51)

During the off state, the current IL through the inductor is decreasing linearly; it
can be calculated as Equation (5.54).

VL = L · dIL
dt

(5.52)

dIL
dt

= 1
L
VL = −Vout

L
(5.53)

∆IL(OFF ) = 1
L

∫︂ Ts=Ton+Toff

Ton

VL · dt = −Vout
L

· (1 −D)Ts (5.54)

The voltage VC across the capacitor can be calculated as Equation (5.57).

IC = C · dVout
dt

(5.55)

dVout
dt

= IC
C

=
IL − Vout

R

C
(5.56)

∆VC(OFF ) = 1
C

∫︂ Ts

Ton

IC · dt =
IL − Vout

R

C
· (D − 1)Ts = IL − Iout

C
· (1 −D)Ts (5.57)

When the converter is in steady state operation, the energy stored in each compo-
nent is the same at the start and at the end of each switching cycle Ts. Therefore,
the current IL through the inductor is the same at the start and at the end of each
switching cycle. By applying the inductor volt-second balance equation for the back
converter, Equation (5.58) can be obtained.

⇒ ∆IL(ON) + ∆IL(OFF ) = 0 (5.58)

Therefore, by replacing Equation (5.46) and Equation (5.54) in Equation (5.58),
the relationship between input and output voltage in a buck converter can be written
as Equation (5.59).

Vout = D · Vstack (5.59)

When the converter is in steady state operation, the voltage VC through the
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5.4 DC-DC buck converters

capacitor C is the same at the start and at the end of each switching cycle. Therefore,
by applying the capacitor charge balance equation for the buck converter, Equation
(5.60) can be obtained.

⇒ ∆VC(ON) + ∆VC(OFF ) = 0 (5.60)

Therefore, by replacing Equation (5.49) and Equation (5.57) in Equation (5.60),
the relationship between input and output current in a back converter can be written
as Equation (5.61).

IL = Iout (5.61)

The waveforms of the inductor voltage VL, inductor current IL, transistor current
IT , diode current ID, and capacitor current Ic, during the ON and OFF state, are
presented in Figure. 5.12.

Figure 5.12: Waveforms of different currents and voltages under CCM operation.
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5.4.1. State-space representation

Using the same principle that used in the boost converter section, the state-space
representation of the buck converter for both ON and OFF states can be written
and detailed as Equation (5.62)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ẋ =

[︄
0 − 1

L
1
C − 1

RC

]︄
x+

[︄
D
L

0

]︄
v,

y =
[︂

0 1
]︂
x,

(5.62)

5.5. DC-DC buck-boost converters

DC-DC buck-boost converter is a high step up/down power converter which is
used to increase/decrease and regulate an input DC voltage [219–223]. It is a circuit
that combines the principles of the buck and the boost converters in a single circuit.
As shown in Figure 5.13, an ideal back-boost converter is consisted of linear (filtering
capacitor C, load resistance R, inductor L) and nonlinear (switching transistor S1,
diode S2) elements.

Figure 5.13: Buck-boost converter circuit.

The configuration of the buck-boost converter circuit in the ON state and OFF
state is shown in Figure 5.14a and Figure 5.14b respectively.

ON state: When the switch S1 turns ON, the inductor L connects to the DC
source voltage. Therefore, the current Is moves across the inductor L which results
an increase in the magnitude of IL and Is, while VL is approximately equal to the
input voltage Vstack. On the other hand, during this state, the capacitor C discharges
through the load R. Therefore, the voltage VL across the inductor, and the current
Ic through the capacitor are simply can be given as Equation (5.63) and (5.64).

VL = Vstack (5.63)

IC = −Vout
R

(5.64)
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5.5 DC-DC buck-boost converters

(a) ON state.

(b) OFF state.

Figure 5.14: Configurations of the buck-boost converter circuit.

During the on state, the current IL through the inductor is rising linearly; it can
be calculated as Equation (5.67).

VL = L · dIL
dt

(5.65)

dIL
dt

= 1
L
VL = 1

L
Vstack (5.66)

∆IL(ON) = 1
L

∫︂ Ton

0
VL · dt = 1

L
Vstack ·DTs (5.67)

The voltage VC across the capacitor can be calculated as Equation (5.70).

IC = C · dVout
dt

(5.68)

dVout
dt

= IC
C

= − Vout
R · C

(5.69)

∆VC(ON) = 1
C

∫︂ Ton

0
IC · dt = − Vout

R · C
·DTs = −Iout

C
·DTs (5.70)

OFF state: When the switch S1 turns OFF, the inductor L connects to the
capacitor C and the load R. Therefore, the current IL moves across the inductor
L, the capacitor C, the load R, and the diode S2, which results a decrease in the
magnitude of IL (discharging of the inductor L into the load R and the capacitor C).
During this state, the voltage VL across the inductor, and the current Ic through the
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capacitor are simply can be given as Equation (5.71) and (5.72)

VL = −Vout (5.71)

IC = IL − Vout
R

(5.72)

During the off state, the current IL through the inductor is decreasing linearly; it
can be calculated as Equation (5.75).

VL = L · dIL
dt

(5.73)

dIL
dt

= 1
L
VL = −Vout

L
(5.74)

∆IL(OFF ) = 1
L

∫︂ Ts=Ton+Toff

Ton

VL · dt = −Vout
L

· (1 −D)Ts (5.75)

The voltage VC across the capacitor can be calculated as Equation (5.78).

IC = C · dVout
dt

(5.76)

dVout
dt

= IC
C

=
IL − Vout

R

C
(5.77)

∆VC(OFF ) = 1
C

∫︂ Ts

Ton

IC · dt =
IL − Vout

R

C
· (D − 1)Ts = IL − Iout

C
· (1 −D)Ts (5.78)

When the converter is in steady state operation, the energy stored in each compo-
nent is the same at the start and at the end of each switching cycle Ts. Therefore,
the current IL through the inductor is the same at the start and at the end of
each switching cycle. By applying the inductor volt-second balance equation for the
back-boost converter, Equation (5.79) can be obtained.

⇒ ∆IL(ON) + ∆IL(OFF ) = 0 (5.79)

Therefore, by replacing Equation (5.67) and Equation (5.75) in Equation (5.79),
the relationship between input and output voltage in a buck-boost converter can be
written as Equation (5.80).

Vout = D

1 −D
· Vstack (5.80)

When the converter is in steady state operation, the voltage VC through the
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5.5 DC-DC buck-boost converters

capacitor C is the same at the start and at the end of each switching cycle. Therefore,
by applying the capacitor charge balance equation for the buck-boost converter,
Equation (5.81) can be obtained.

⇒ ∆VC(ON) + ∆VC(OFF ) = 0 (5.81)

Therefore, by replacing Equation (5.70) and Equation (5.78) in Equation (5.81),
the relationship between input and output current in a back converter can be written
as Equation (5.82).

IL = 1
1 −D

· Iout (5.82)

The waveforms of the inductor voltage VL, inductor current IL, transistor current
IT , diode current ID, and capacitor current Ic, during the ON and OFF state, are
presented in Figure. 5.15.

Figure 5.15: Waveforms of different currents and voltages under CCM operation.

5.5.1. State-space representation

Using the same principle that used in the boost converter section, the state-space
representation of the buck-boost converter for both ON and OFF states can be
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written and detailed as Equation (5.83)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ẋ =

[︄
0 1−D

L

−1−D
C − 1

RC

]︄
x+

[︄
D
L

0

]︄
v,

y =
[︂

0 1
]︂
x,

(5.83)

5.6. DC-DC SEPIC converters

The DC-DC single-ended primary-inductor converter (SEPIC) is a high step
up/down power converter which is used to increase/decrease and regulate an input
DC voltage [224–229]. The SEPIC converter is similar to the traditional buck-boost
converter, but it has advantages of having non-inverted output. Besides, another
important advantage is the continuous current at the input side; whereas its main
disadvantage is the high number of reactive components. As shown in Figure 5.16,
an ideal SEPIC converter is consisted of linear (input inductor L1, energy transfer
capacitor C1, filtering inductor L2, filtering capacitor C2, load resistance R) and
nonlinear (switching transistor S1, diode S2) elements. Since the overage voltage of
the inductor L1 and the inductor L2 is equal to zero, then the voltage across the
energy transfer capacitor C1 is equal to Vstack.

Figure 5.16: SEPIC converter circuit.

The equivalent circuits when the switching element is ON and OFF are respectively
presented in Figure 5.17a and Figure 5.17b.

When the switch is on, the current from the source IL1 provides energy to the
inductor L1, whereas the capacitor C1 is discharged via the inductor L2. In the
second part of the circuit, the capacitor C2 leads the switch S2 (diode) to open and
it is discharged via the load resistor R. When the switch is OFF, the current from
the source IL1 will flow through the switch S2 (diode). At this time, the energy
transfer capacitor C1 is charged via the input inductor L1, whereas the inductor
L2 will provide energy to the capacitor C2 and to the load resistor R. The main
waveforms of current and voltage in the converter are presented in Figure 5.18.
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5.6 DC-DC SEPIC converters

(a) ON state.

(b) OFF state.

Figure 5.17: Configurations of the SEPIC converter circuit.

Figure 5.18: Waveforms of different currents and voltages under CCM operation.
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5.7. DC-DC Zeta (dual SEPIC) converters

The DC-DC Zeta (also called duel SEPIC) is a high step up/down power converter
which is used to increase/decrease and regulate an input DC voltage [230–235].
The Zeta converter is similar to the SEPIC converter, but it has the advantage of
providing continuous output current (which is pulsed in the SEPIC topology). As
shown in Figure 5.19, an ideal Zeta converter is consisted of linear (input inductor
L1, energy transfer capacitor C1, filtering inductor L2, filtering capacitor C2, load
resistance R) and nonlinear (switching transistor S1, diode S2) elements. Since the
overage voltage of the inductor L1 and the inductor L2 is equal to zero, then the
voltage across the energy transfer capacitor C1 is equal to Vout.

Figure 5.19: Zeta converter circuit.

The equivalent circuits when the switching element is ON and OFF are respectively
presented in Figure 5.20a and Figure 5.20b.

(a) ON state.

(b) OFF state.

Figure 5.20: Configurations of the Zeta converter circuit.
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When the switch is on, the current from the source Is provides energy to the
inductor L1, whereas the capacitor C1 is discharged via the inductor L2, the capacitor
C2, and the load resistor R. When the switch is OFF, the current from the source IL1

will split up, whereas the current from the inductor IL1 will flow through the switch
S2 (diode). At this time, the energy transfer capacitor C1 is charged via the input
inductor L1. In the second part of the circuit, the inductor L2 will provide energy
to the capacitor C2 and to the load resistor R. The main waveforms of current and
voltage in the converter are presented in Figure 5.21.

Figure 5.21: Waveforms of different currents and voltages under CCM operation.

5.8. DC-DC Cuk converters

DC-DC Cuk converter is a high step up/down power converter which is used to
increase/decrease and regulate an input DC voltage [236–240]. It was discovered
by Prof. Slobodan Cuk [241], and it was obtained by sequentially connecting the
buck and boost converters. The distinctive aspect of the Cuk converter is the
use of a capacitor C1 for energy transfer [242]. As shown in Figure 5.22, an ideal
Cuk converter is consisted of linear (input inductor L1, energy transfer capacitor
C1, filtering inductor L2, filtering capacitor C2, load resistance R) and nonlinear
(switching transistor S1, diode S2) elements. Since the overage voltage of the inductor
L1 and the inductor L2 is equal to zero, then the voltage across the energy transfer
capacitor C1 is equal to Vstack + Vout.
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Figure 5.22: Cuk converter circuit.

An important advantage of the Cuk converter topology is the continuous current
at both input and output sides; whereas its main disadvantage is the high number
of reactive components. The equivalent circuits when the switching element is ON
and OFF are respectively presented in Figure 5.23a and Figure 5.23b. When the

(a) ON state.

(b) OFF state.

Figure 5.23: Configurations of the Cuk converter circuit.

switch is on, the current from the source IL1 provides energy to the inductor L1. In
the second part of the circuit, the capacitor C1 leads the switch S2 (diode) to open
and it is discharged via the capacitor C2, load resistor R and inductor L2. When
the switch is OFF, the current from the source IL1 will flow through the switch
S2 (diode). At this time, the energy transfer capacitor C1 is charged via the input
inductor L1, whereas the capacitor C2 and the inductor L2 will provide energy to
the load resistor R. The main waveforms of current and voltage in the converter are
presented in Figure 5.24 [243].
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5.9 Conclusion

Figure 5.24: Waveforms of different currents and voltages under CCM operation.

5.9. Conclusion

In this chapter, several types of DC-DC converters including buck, boost, buck-
boost,SEPIC, Zeta and Cuk, are studied. A comparison among these converters is
summarized in Table 5.1. The comparison was done using key design parameters such
as type of input and output current, efficiency, and number of components. Each one
of these topologies presents advantages and drawbacks. The boost converter is used
when the source has low voltage. It characterised by few number of components which
reduce its cost as well as resulting in high efficiency. However its pulsed output current
still represents an obstacle for many applications. The Zeta and Cuk topologies could
replace the boost converter and they provide smooth and continuous output current.
However, Zeta and Cuk are characterised by large number of components which leads
to increase their cost and lower their efficiency. Moreover, the Cuk provides reversed
output polarity. On the other hand, the buck converter is used when the source has
low voltage. As the boost converter, the buck is also characterised by few number
of components which reduce its cost, leads to simplicity and high efficiency. one
drawback of the buck topology is its pulsed input current. Other topologies that can
replace the buck converter and overcome this drawback are the SEPIC and the Cuk.
However, the SEPIC provides pulsed output current which is another drawback, and
the Cuk generates reversed reversed output polarity. Moreover, both of the SEPIC
and Cuk needs for twice inductors and a large energy transfer capacitor which leads
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to higher cost and lower efficiency. The buck-boost converter is used when the source
voltage could be high or low. As the buck and the boost topologies, the buck-boost is
characterised by few number of components, simplicity and high efficiency. However,
its reversed output voltage polarity as well as its pulsed input and output current
are its main drawbacks. The SEPIC, Zeta and the Cuk topologyies can replace the
back-boost and they can provide smooth and continuous output current. However,
as early explained the main obstacles of these topologies are the cost, the complexity
and lower efficiency.

Topology Type Input
Current

Output
Current

Output
voltage
polarity

DC
transfer
function

Vout
Vin

Number of
compo-
nents

Efficiency
η

Boost Step up Continuous Pulsed Same 1
1−D 4 91%

Buck Step
down Pulsed Continuous Same D 4 95%

Buck-
Boost

Step
up/down Pulsed Pulsed Reverse − D

1−D 4 91%

SEPIC Step
up/down Continuous Pulsed Same D

1−D 6 87%

Zeta Step
up/down Pulsed Continuous Same D

1−D 6 87%

Cuk Step
up/down Continuous Continuous Reverse − D

1−D 6 89%

Table 5.1: Comparison of dc-dc power converter
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Chapter 6

Description of the experimental system

6.1. Introduction

The experimental study presented in this chapter was developed at the laboratory
of Automatic Control and System Engineering (ACSE)/ Universidad del Pais Vasco–
Euskal Herriko Uniberstsitatea (UPV/EHU). In the first part, a Heliocentris PEM
FC50 stack system with 10 cells which generates an operating voltage between 2.5
and 9 VCC with a current rate of 0-10 A and produce more than 40 W is deeply
explained. Then, a boost converter is selected to tackle the low voltage of the fuel
cell and provide high level regulated one. The closed loop system including the boost
converter, the dSPACE DS1104 and the load are also detailed in this section. Finally,
experimental results for the characteristics of the fuel cell as well as the effect of
humidity and temperature on the fuel cell efficiency, are discussed.

6.2. PEM fuel cell

The schematic view of the overall experimental test bench system is shown in
Figure 6.1. The test bench consists of five main parts: a Heliocentris hy-ExpertTM

PEMFC Instructor system, a dedicated PC, a DC–DC boost converter, a dSPACE
DS1104, and a programmable electronic load.

The technical specifications of the PEMFC Instructor system are enlisted in Table
6.1. The used PEMFC is comprised of a stack of 10 identical cells assembled together.
Each fabricated cell has an effective membrane area of 25 cm2, a thickness equal
to 175 · 10−6 cm, and with platinum loadings of 0.3 mg·Pt/cm2. According to the
manufacturer’s specifications, the rated output power of the stack is about 40 W for
a rated current of 8 A, and a rated voltage of 5 V. The PEMFC operating voltage
ranges from 9 V (no load) to 5 V (Full load). At its maximum current condition,
where Imax = 10 A, the stack can deliver up to 50 W. The PEMFC operates in
a temperature range between 15 °C and 50 °C. It is fed directly by pure “dead-
end-mode” hydrogen (99.999 vol %) and air (oxygen) without prior humidification.
Therefore, a pressure regulator is required to feed the PEMFC with the exact rate of
hydrogen that is being consumed. Using the H2 Connection Kits [1 − 15]/0.6 bar
(Manometers Ashcraft), hydrogen can be supplied from the supply tank into the
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Figure 6.1: Experimental setup.

PEMFC at around 0.6 bar (maximum pressure at which the PEMFC could operate).
The hydrogen supply tank used in this work is Lithiumhydride Cylinder Ovonics
(LCO), Model: 25G25OB/25G555B (Heliocentris). The dimensions of this LCO
are 64 × 305 mm, and it could store 2.391 kg of hydrogen. In order to refill the
cylinder, a H2 Connection Kits 200/[1 − 15] bar is used to supply the hydrogen
from the refill tank at approximately 10 bar. The flow rate of hydrogen into the
PEMFC is measured using the Bronkhorst Gas Flow Meter (BGFM). This latter
operates in a measuring range of [10–1000] sml/min and with a precision of 0.8 %
of measured value. The required oxygen that will be used in the electrochemical
reactions is supplied to the PEMFC as air. Thus, using the cooling fans which are
attached to the stack, air is streamed into the cells at atmospheric pressure. The
cooling fans not only serve to provide air for the electrochemical reactions, but they
also serve to regulate the PEMFC operating temperature through the convective
cooling. Therefore, they result in a reduction in controlling the airflow rate and the
stack temperature independently. In addition, the implementation of the oxygen
cylinder in such systems can be avoided. The speed of the cooling fans can be either
controlled manually by the operator or automatically by an internal controller. If
the fan’s control software is adjusted in the position “AUTO” mode, the fans will be
controlled automatically according to the PEMFC stack power. In other words, the
controller sets the desired fan speed in order to ensure sufficient cooling at all times.
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6.2 PEM fuel cell

Hence, an increase in the PEMFC stack power leads to an increase in the airflow
rate (the greater the amount of air is needed for cooling and for the reaction), and
so on increasing the fan speed. Additionally, the “AUTO” mode provides enough
air in the cathode side in order to decrease as much as possible the mass transport
limitations which will result in a reduction in the concentration loss. It should be
noted that the airflow used for the convective cooling is significantly more than that
used for the electrochemical reactions. Therefore, for systems such as the Heliocentris
hy-ExpertTM PEMFC Instructor system, excess airflow is extremely important. On
the other hand, if the fan’s control software is adjusted in a position other than
“AUTO” mode, the fans will be controlled directly by the user. Hence, the fans can
be operated manually by selecting the percentage of the speed that can be in a range
between 0 % and 100 % of the maximum fan speed. According to the technical
specifications provided by the Heliocentris hy-ExpertTM instructor, at full speed (100
%) of 13, 000 rpm, each fan could pump around 276 L/min of airflow. Therefore, the
two fans pump around 552 L/min as a maximum amount of airflow that could be
supplied to the PEMFC.

A proprietary hy-ExpertTM controller board is used for real-time control of the
PEMFC system. The controller board represents the distribution center for all
data among the PEMFC’s complementary instruments including the fans, the H2

flow meter, the temperature sensor, and the software. It has been developed to
provide simple operation, ensure the safety of the PEMFC, as well as to protect
the stack from over-loads and short circuits. In addition, it allows to supervise
and control the PEMFC system through a dedicated PC using monitoring software
provided by Heliocentris. Using an integrated RS232 interface, the software allows for
initializing/closing the communications, recording and filing of all the data from the
PEMFC auxiliaries and sending power commands during the test, as well as enabling
the visualization of all of the operating parameters. Thus, parameters such as the
electrical characteristics of the PEMFC (voltage (V) and current (A)), operating
temperature (°C), H2 flow rate (L/min), and fan power (%) can be recorded and
graphically drawn on the software interactive screen.
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6.3 DC-DC boost converter

6.3. DC-DC boost converter

The DC–DC boost converter used in the test bench was manufactured by TEP-
192-Research Group/University of Huelva, Spain. Detailed information about the
utilized boost converter is enlisted in Table 6.2. It allows the operator to control the
PEMFC system via its metal-oxide-semiconductor field-effect transistor (MOSFET)
switching input (20 kHz) which comes directly from the PWM card of the dSPACE.
In addition, it is equipped with four sensors: two sensors are used to measure the
input and output current, and the others are used to measure the input and output
voltage. These sensors are calibrated in order to obtain analog signals between 0 and
±10 V as accepted by the analog-to-digital converter (ADC) block of the dSPACE.
In addition, low pass filters were utilized in the measuring units in order to remove
the undesired high-frequency noise.

Table 6.2: Technical specifications of the DC–DC boost converter.
Parameter Description
Schottky diode 2xMURF1560 GT, 10 A, 600 V, 15 A/150 °C
Capacitance C0 and C1 2xTK Series,1500 µF and 3000 µF
Inductance L 6xPCV-2-564-08 560/6 µH, 7 A, 42 mΩ
I GBT 1xHGT40N60B3, 600 V, 40 A, 1.5 V, 150 °C
Switching frequency 20 KHz
Max. input/output voltage Vinmax = 60 V, Voutmax = 200 V
Max. input/output current Iinmax = 20 A, Ioutmax = 20 A

6.4. dSPACE DS1104 real-time controller board

The dSPACE used in this work is DS1104 real-time controller board. It has
a MPC8240 processor (PowerPC 603e core; 250 MHz CPU), 64-bit floating-point
processor, internal cache of 32 MB SDRAM Global memories, slave DSP subsystem
DSP/TMS320F240 from Texas Instruments Company (Texas, TIC, United States),
8 MB Flash memories, 8 ADC channels, eight digital-to-analog converter (DAC)
channels, and five timer interrupts. The dSPACE is a powerful tool that is able to
modify the controller parameters in real time, as well as to monitor the real processes
while operating an experiment. Accordingly, using its Real-Time Interface (RTI),
it enables the linkage between the hardware system and the MATLAB/Simulink
software (R2015a-MATLAB/Simulink 8.5, MathWorks). In detail, the obtained
signals from the sensors are linked to the dSPACE via the ADC block and accordingly,
they will be read by MATLAB/Simulink using the communication library element
DS1104ADC−CX. In this work, four channels are used to read the signals from the
ADC: DS1104ADC−C5 is configured to read Vstack, DS1104ADC−C6 is configured
to read Istack, DS1104ADC − C7 is configured to read Vout, DS1104ADC − C8 is
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configured to read Iout. As shown in Figure 6.2, the RTI allows the operator to design
and implement a digital controller simply by drawing the needed block diagrams
(available in the library) on the graphical interface of MATLAB/Simulink.

By compiling the model, the RTI generates and downloads a specific real-time
C code for the dSPACE. The standard PWM pulses will be generated using the
PWM library block DS1104SL−DSP − PWM and then they will be linked to the
MOSFET of the boost converter via the digital-to-analog converter (DAC) block.
Meanwhile, the signals came from the channels will be sent to the MATLAB base
workspace using “To workspace” block. The evolution of each signal will be screened
online in the PC using “Controldesk” monitoring software which read the signals
data from the workspace.

The system is connected with a BK-Precision-1788B programmable single-output
DC power supply, which provides a programmable electronic load with a resistance in
the range of 0.1–1000 Ω. The load being made by the Fotronic Corporation Company
(Washington, FCC, USA), and it has an operating range between 0 W and 120 W,
with a maximum input voltage of 115 V/47 Hz. It can be programmed through
PV-1785B-1788 software.

6.5. Results and discussion

The characteristics of Heliocentric hy-ExpertTM PEM fuel cell 50 Instructor system
are obtained by varying the duty cycle of the boost converter; which will results in a
smooth variation of stack current (Istack) from 0.5 to 10A. The current Istack and
voltage Vout are measured via the laboratory measuring instrument “DT9205A” to
validate the theoretical work which already presented in Figure 3.14 and Figure 3.15.
It is important to know that, during the last four years, many tests have been done on
the stack which occurred a degradation in the cells. This latter caused a decreasing
in the fuel cell performances. However, a decreasing in the efficiency is a normal
behaviour for any fuel cell and it can not be a big barrier that could prevent the user
to study the performance of the fuel cell stack. The experimental polarization curve
Current–Voltage (I–V) and Current–Power (I–P) for the Heliocentric hy-ExpertTM

PEM fuel cell 50 Instructor system is presented in Figure 6.3. The open circuit
voltage of the PEM fuel cell stack is in the range of 8–10 V. The drop voltage at
the beginning and end of the curves shown in this figure are due to activation and
concentration losses, respectively. Actually, the latter does not appear very well
due to the integrated controller board which closes the system in order to protect
the stack from the damage. The voltage drop in the middle of the curves (which is
approximately linear) is due to the ohmic loss in the fuel cell.
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Chapter 6 Description of the experimental system

Figure 6.3: Experimental polarization curve I–V and I–P for the Heliocentric hy-
ExpertTM PEM fuel cell 50 Instructor system.

6.5.1. Comparison Between the Experiment and Simulation Results

The Istack-Vstack and Istack-Pstack polarization curves of the simulated and real
model are presented in Figure 6.4 - Figure 6.9 . According to these figures, it is clear
that the predicted model succeeded to provide the same results obtained by the real
fuel cell system. It should be noted that the temperature in the experiment curves
has an error around ±0.5 °C since it is difficult to make experiments at constant
temperatures. One another variable factor that also should be taken into account
is the input Hydrogen pressure which is controlled by the manufacture. However,
although these two variable factors can differ the predicted results from the real ones,
only slight deviations are occurred.

6.5.2. Effect of Temperature and Humidity on the PEM Fuel Cell
Stack Performance

The effects of the operation temperature on the polarization curves for a low,
medium and high humidification (fans power are set at 10%, 50% and 100%) are
presented in Figure 6.4 - Figure 6.9.

At low humidification (Figure 6.4 and Figure 6.5 ), by varying the temperature
from 25 °C to 43 °C the stack performance improves from T = 25 °C until T =
31 °C and then deteriorates for temperatures up to 31 °C. The improvement of the
performance from T = 25 °C until T = 31 °C can be explained by the enhancement of

84



6.5 Results and discussion

the conductivity of the membrane which leads to reduce the activation loss. However,
for temperatures above 31 °C the membrane start to dry due to the lack of water
content which leads as a consequence to decrease the performance of the stack.

Figure 6.4: Simulation and experiment results (simulation: continuous line; ex-
periment: dashed line); Istack-Vstack polarization curves when Fans
Power=10%.

Figure 6.5: Simulation and experiment results (simulation: continuous line; ex-
periment: dashed line); Istack-Pstack polarization curves when Fans
Power=10%.

At medium humidification (Figure 6.6 and Figure 6.7), the stack performance
improves with increasing temperature. However, for higher temperatures only slight
improvements are occurred since the membrane requires additional amount of water
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content.

Figure 6.6: Simulation and experiment results (simulation: continuous line; ex-
periment: dashed line); Istack-Vstack polarization curves when Fans
Power=50%.

Figure 6.7: Simulation and experiment results (simulation: continuous line; ex-
periment: dashed line); Istack-Pstack polarization curves when Fans
Power=50%.

Regarding to the last case at which the membrane is 100% humidified (Figure 6.8
and Figure 6.9), the stack performance is largely improved with increasing the
temperature from T = 25 °C until T = 39 °C. It is noticed that even for higher
temperatures the stack performance is still improving and this is due to the well
humidification provided by the fans. It should be noted that although the high
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humidification has a positive effect on the stack performance for higher temperatures,
it also has a negative effect for lower temperatures. Hence, according to Figure 6.5
and Figure 6.9 and for a low temperature equal to 25 °C, it is clear that the stack
performance for low humidification (Pmax = 33W ) is better than the one obtained
by high humidification (Pmax = 28W ).

Figure 6.8: Simulation and experiment results (simulation: continuous line; ex-
periment: dashed line); Istack-Vstack polarization curves when Fans
Power=100%.

Figure 6.9: Simulation and experiment results (simulation: continuous line; ex-
periment: dashed line); Istack-Pstack polarization curves when Fans
Power=100%.
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6.6. Conclusion

A 50-W PEMFC Instructor system feeding load resistances through step-up DC–
DC power converters has been experimentally studied in this work. The hardware
system components, including the fuel cell with its auxiliaries, the power converter,
the control system and the data acquisition, have been installed and conducted
together with the dSPACE 1104 controller board.

The effect of temperature on the PEM fuel cell stack performance was studied
for low, medium and high humidification. At low humidification, it was obtained
that the performance of the stack improves for low temperatures (from T = 25 °C
until T = 31 °C) and deteriorates for temperatures up to 31 °C. At medium and high
humidification, it was obtained that the stack performance improves with increasing
temperature. However the effect of temperature is clearly pronounced at higher
humidification since the increase of temperature results in a large increasing in the
stack performance.
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Chapter 7

Sliding Mode Control (SMC)

7.1. Introduction

Sliding mode control (SMC) is a nonlinear controller derived from the Variable
Structure System (VSS) theory [244]. This last, has been applied to nonlinear
systems [245]. The theory of the SMC applied to dc/dc converters can be found
in [246]. The need of SMC is to use a high speed switching control to drive the
system’s state trajectories onto specified surface in the state space. Thus, the
technique consists of two modes. The first is the reaching mode in which the
trajectory moves towards specified surface from any initial point. This surface known
as the switching surface or sliding surface which keep the system’s state trajectory
along the surface. During this mode, the system response is sensitive to parameter
uncertainties and disturbances. The second is the sliding mode in which, the state
trajectory sliding to the origin. Thus, once the state trajectory intercepts the sliding
surface, it remains on the switching line and sliding along it until reach the origin.
During this mode, the system is defined by the equation of the switching surface
and thus, it is independent of the system parameters. Therefore, robustness against
modeling uncertainties and disturbances can be achieved.

In this chapter, 5 robust controllers based on sliding mode including conventional
sliding mode control (CSMC), proportional integral sliding mode control (ISMC),
integral terminal sliding mode control (ITSMC), integral fast terminal sliding mode
control (IFTSMC) and integral fast terminal SMC combined with quick reaching
law (IFTSMC-QRL), are designed and implemented on a commercial PEM fuel cell
system. The main innovation of this chapter is the usage of an IFTSMC combined
with a QRL in a boost converter for a commercial PEMFC. A valid comparison
of the proposed controllers against the conventional SMC is advantageous in order
to achieve intriguing progressive results. This is an innovative comparison and
implementation since the employment of these controllers in a real boost-converter
with PEMFC have never been analysed.
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7.2. Stability Proof

To prove the convergence of the sliding mode control, the following tow theorems
will be used:

7.2.1. Lyapunov’s second method for stability

Theorem 1 Lyapunov, in his original 1892 work, proposed two methods for demon-
strating stability.[1] The first method developed the solution in a series which was
then proved convergent within limits. The second method, which is now referred to
as the Lyapunov stability criterion or the Direct Method, makes use of a Lyapunov
function V(x) which has an analogy to the potential function of classical dynamics.
It is introduced as follows: Consider an autonomous (possibly nonlinear) nonlinear
dynamical system ẋ = f(x), having a point of equilibrium at x = 0.
If a function V : Rn → R can be found such that:

V (x) > 0 if and only if x ̸= 0

V (x) = 0 if and only if x = 0

V̇ (x) = ∑︁n
i=1

∂V
∂xi
fi(x) = ∇V · f(x) ≤ 0 for all values of x ̸= 0.

Note: for asymptotic stability, V̇ (x) < 0 for x ̸= 0 is required.

Then V(x) is called a Lyapunov function and the system is stable in the sense of
Lyapunov.

7.2.2. LaSalle’s invariance principle

Theorem 2 LaSalle’s invariance principle (also known as Krasovskii-LaSalle prin-
ciple , Barbashin-Krasovskii-LaSalle principle,[2] or invariance principle,[1]) is a
criterion for the asymptotic stability of an autonomous dynamical system.
Consider the following system: ẋ = f(x), where x is the vector of variables, with
f(0) = 0
If a function V : Rn → R can be found such that:

V (x) > 0 if and only if x ̸= 0

V (x) = 0 if and only if x = 0

V̇ (x) ≤ 0 for all values of x ̸= 0.

if I contains no trajectory of the system except the trivial trajectory x(t) = 0,
for t ≥ 0 (where I is the union of complete trajectories contained entirely in
the set {x : V̇ (x) = 0})

Then the origin is asymptotically stable. Furthermore,

If V is radially unbounded, i.e. V (x) → ∞, as∥x∥ → ∞

Then the origin is globally asymptotically stable.
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7.2.3. Relation between LaSalle’s invariance principle and Lyapunov
theory

Lemma 3 If V̇ (x) is negative, the global asymptotic stability of the origin is a
consequence of Lyapunov’s second theorem. The invariance principle gives a criterion
for asymptotic stability in the case when V̇ (x) is only non-positive.

7.3. Conventional Sliding Mode Control (CSMC)

Generally, the control of dc/dc converters is used to regulate the output voltage
at a desired level. However, in this work, the controller is used to ensure the actual
current to tracks the desired current defined by the user. A first step in the design
of a SMC is to choose an adequate sliding variable; in our case, we followed the
suggestions that the authors from [244] who defined a suitable expression related
on the dynamics of the system and yields the variables to be control at a reference
value.

s =
(︃
d

dt
+ λ

)︃r−1
e (7.1)

Where

r : relative degree of the system.

λ: a positive constant that associated with the bandwidth of the control to be
designed.

e: is the error between the PEMFC current iL and the reference current iref
as given in Equation (7.2).

e = iL − iref (7.2)

Hence, the sliding variable can be expressed by equation (7.3).

s = ė+ λe (7.3)

By using equation (5.41), (7.2) and (7.3), the derivative of the sliding variable can
be expressed as equation (7.4).

Ṡ1 = Vout
L

u− Vout
L

+ Vstack
L

+ λ · e (7.4)

The control signal u for the conventional SMC is defined as equation (7.5).

u = ueq + ueq (7.5)
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According to the authors from [60], the equivalent control term can be deduced
from the statement Ṡ1 = 0 [12, 57]. The usage of (7.4) allows to obtain the following
expression.

ueq = 1 − Vstack
Vout

− λ · e · L
Vout

(7.6)

On the other hand, the switching term for this case is defined by the (7.6), based
on the references [60].

ueq = −k · sign(s) (7.7)

Where

k: is a positive constant, and its choice is very influential because a small
value can increase the response time; oppositely, strong oscillations can occur.
These effects can excite neglected dynamics (chattering phenomenon), or even
deteriorate the hardware [247].

To prove the convergence of the determined control scheme, a positive definite cost
function as given in equation (7.8) is designed according to the Lyapunov criterion.

V (s) = 1
2s

2 (7.8)

Where V̇ (s) is determined in equation (7.9)

V̇ (s) = sṡ

= s

[︃
Vout
L

u− Vout
L

+ Vstack
L

+ λ · e
]︃

= s

[︃
Vout
L

(ueq + ueq) − Vout
L

+ Vstack
L

+ λ · e
]︃

= s

[︃
Vout
L

ueq + Vout
L

ueq − Vout
L

+ Vstack
L

+ λ · e
]︃

= s

[︃
Vout
L

(︃
1 − Vstack

Vout
− λ · e · L

Vout

)︃
+ Vout

L
(−k · sign(s)) − Vout

L
+ Vstack

L
+ λ · e

]︃
= −k · Vout

L
· s · sign(s)

= −k · Vout
L

· |s|

≤ 0 (7.9)

Consequently, according to the Lyapunov theory, the system is asymptotically
converging to the sliding variable s = ė + λe. Besides, since the sliding variable
s = ė + λe tends to 0, therefore the tracking error (defined by e = c · e−λt) tends
asymptotically to 0. On he other hand, the convergence trajectory of the sliding
mode is presented in Figure 7.1
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Figure 7.1: Sliding mode control phase trajectory.

Figure 7.2 to Figure 7.5, show the capability of the conventional SMC to stabilise
the PEMFC when facing large load variation. In order to simplify and abridge this
figure, the following abbreviations “OS", “US", “SSO", “RT" are used respectively
instead of “overshoot", “undershoot", “steady-state oscillations", and “response time".

Figure 7.2 presents duty cycle signals delivered by the proposed controller. It is
clearly shown that the proposed CSMC effectively force the duty cycle to render
the voltage constant with fast response and no drift. It should be noted that the
obtained experimental results contain some noise, as it is usual due to the retard
of the control signal as well as the parasite signals which came from the system
components.

Figure 7.2: Duty cycle signal.

The PEMFC stack current and voltage curves are illustrated in Figure 7.3. These
curves explicate the controllers behavior when facing different significant load varia-
tion values at t = 25s and t = 45s. It is noteworthy that the proposed CSMC appear
robustness even for large load variations. Thus, when t = 25s, an overshoot voltage
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Figure 7.3: PEMFC stack voltage and current.

of 0.6V and undershoot current of 1.2A are shown by the CSMC, while at t = 45s,
the controller shows an undershoot voltage of 0.9V and an overshoot current of 2.6A.
Nevertheless, these behaviors are only appeared for less than 0.5s at first and second
load variations. Thereafter, they quickly disappeared by converging to the operating
point.

Figure 7.3 also shows that after reaching the steady-state value, the voltage
oscillations occurred by using the CSMC is about 0.7V which is close to 12% and
the current oscillations is about 1.4A which represents more than 35%. Therefore, it
should be noted that the results are too oscillating, which leads to slight deviations
from the functioning power point and this may cause the damage of the PEMFC.

Figure 7.4: PEMFC stack power.
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The stack power trajectory of the PEMFC for the CSMC is shown in Figure 7.4.
According to this figure, it is clear that the stack power varies in a sinusoidal form,
where the magnitude of the power varies from 20.2 to 26.8 W. Therefore, it is clear
that the imperfection of CSMC is the chattering phenomenon which occurred around
the operating power point (29%). However, high robustness while facing large load
variations as well as high converging speed are achieved.

The behavior of the Boost converter outputs under load variation are shown
in Figure 7.5. This figure manifests that for a different load values, the proposed
controller is rising gradually and smoothly to the desired value. Furthermore, excellent
performances such as robustness and low convergence time are attained.

Figure 7.5: Boost converter output power, output voltage, and output current.

7.4. Proportional Integral sliding mode control (PISMC)

Considering the following sliding variable:

s = e+ λ

∫︂
e · dt (7.10)

Where
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λ is a positive constant.

e is the error between the PEMFC current iL and the reference current iref .

The control law of the first order SMC as given by slotine et al. [244], is expressed
as:

u = ueq + ueq (7.11)

Where

ueq corresponds to the non-linear component (switching control).

ueq is the equivalent control yielded from ṡ = 0.

The switching control that ensuring the convergence of the controlled variable is
given in equation (7.12):

ueq = −kL

x2
sign(s) (7.12)

Where

k is a positive constant.

sign(.) is a usual sign function.

The derivative of the sliding variable ṡ can be calculated using equation (5.41), (7.2)
and (7.10):

ṡ = ė+ λe = 1
L

(v − x2) + λe+ x2
L
u (7.13)

Therefore, the equivalent control can be determined as equation (7.14):

ṡ = 0 =⇒ ueq = − 1
x2

(v + λLe− x2) (7.14)

The previous obtained control law can be analyzed in terms of the Lyapunov theory
of stability. Therefore, to prove the convergence of the determined control scheme, a
positive definite cost function as given in equation (7.15) is designed according to
the Lyapunov criterion.

V1 = 1
2s

2 (7.15)

To ensure that the cost function V1 is converging to zero, its derivative V̇ 1 must be
negative definite. By using equation (7.11), (7.12), (7.13) and (7.14), differentiating
equation (7.15) with respect to time yields to:

V̇ 1 = sṡ

= s

(︃ 1
L

(v − x2) + λe+ x2
L

(︃
−kL

x2
sign(s) − 1

x2
(v + λLe− x2)

)︃)︃
= −sksign(s)
= −k|s|
≤ 0 (7.16)
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Consequently, according to the Lyapunov theory, the asymptotic stability is ensured.
Besides, by using equation (7.15) and (7.16), the following demonstration can be
obtained.

1
2
d

dt
s2 = −k · |s|

1
2 ·
∫︂ treach

t0

d

dt
|s|2 dt = −k ·

∫︂ treach

t0
|s| dt

1
2 ·
∫︂ treach

t0

d

dt
|s| dt = −k ·

∫︂ treach

t0
dt

|s(treach)| − |s(t0)| = −2 · k · t
⃓⃓⃓treach

t0

treach = |s(t0)|
2 · k

(7.17)

Therefore, the system converges to the sliding variable s = e+ λ
∫︁
e · dt in the finite

time t = treach, which implies that ṡ = ė+ λe also converges to 0. From the previous
equation, the tracking error (defined by e = c · e−λt) tends asymptotically to 0.

Figure 7.6 to Figure 7.9 show respectively the duty cycle signal, the PEMFC output
signals (voltage, current, and power), and finally the boost converter output signals
(voltage, current, and power). These figures show the behaviour of the conventional
sliding mode (CSMC) and proportional integral sliding mode (ISMC) to track and
maintain the system functioning at an adequate power point. In general, both of
the controllers show global stability and satisfactory tracking results so as to keep
the system operating at the desired power point. However, it is clearly shown that
the ISMC has a high capability to decrease the chattering effect that occurs by the
conventional SMC.

Figure 7.6: Duty cycle signal.

The duty cycle signals generated by the controllers are shown in Figure 7.6. As
can be seen from this figure, the controllers effectively control the duty cycle so as to
obtain constant current with fast response time and no drift. It is important to note
that some noises are occurred in the obtained experimental signals. However, this is
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resulting from the effect of time-delay in the control signal, as well as the parasite
signals which came from hardware components.

The fuel cell output voltage and current signals are shown in Figure 7.7. This last
illustrates the behavior of the CSMC and ISMC when experiencing load variations
at t = 25 s and t = 45 s.

Figure 7.7: PEMFC stack voltage and current.

According to this figure, it is clear that both of the controllers manifest high
robustness even when large load variations is accrued (30 Ω). Thus, by varying the
load resistance from 20 Ω to 50 Ω and from 50 Ω to 20 Ω, the CSMC manifests an
overshoot and undershoot voltage of 0.6 V and 0.9 V, as well as an undershoot and
overshoot current of 1.2 A and 2.6 A, respectively. For the same variations, the
ISMC manifests an overshoot and undershoot voltage of 1.14 V and 2.04V as well as
an undershoot and overshoot current of 1.94A and 4.05A, respectively. Therefore,
despite the large load variations, only small overshoots and undershoots are accrued.
Regarding the CSMC, these overshoots only appears for a short period of time
(response time ≤ 1 s), and they swiftly converge to the steady-state value but the
chattering phenomenon still its main drawback. However, it is clearly shown that
the ISMC could eliminate this drawback. Thus, a reduction of up to 90% of the
chattering phenomenon could be attained using the integral SMC.

On the other hand, although the features of the ISMC in the chattering reduction,
it should be noted that the slow converging behaviour still an important drawback
in comparison with the CSMC. Hence, a response time of 6s is required to converge
to steady-state value, which is a considerable time for a nonlinear controller.

The fuel cell output power trajectories are presented in Figure 7.8. According to
these trajectories, it is obvious that the adequate power point is attained with swift
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speed and stability of the closed-loop system. On the other hand, it is clearly shown
that the chattering phenomenon is almost eliminated by using the ISMC. Indeed, the
chattering magnitude using the CSMC varies approximately from 20.5 W to 27W,
while it only varies from 23.3W to 23.6W using the ISMC. Accordingly, it is proven
that the proposed ISMC has succeeded at reducing up to 90% of the chattering
effect, which will improve, as a consequence, the fuel cell lifetime. However, the slow
convergence of the ISMC still an issue that should be solved.

Figure 7.8: PEMFC stack power.

The behaviour of the output power, voltage and current of the DC–DC boost
converter under load variations are presented in Figure 7.9. According to this figure,
it is clear that, despite the heavy loading conditions, both of controllers manifests
gradual and smooth movement to the desired voltage at which the system will operate
at the desired power point.

Based on these results, it is clearly manifested that this experimental work has
demonstrated the capability of the ISMC to reduce the chattering effect, while
attaining high robustness .

7.5. Integral Terminal Sliding Mode Control (ITSMC)

An integral terminal sliding variable s is proposed as the following mathematical
expression [151]

s = e+ λ

(︃∫︂
e dt

)︃p/q
(7.18)

Where

e is the error.

λ is a positive constant (λ > 0).

p and q are odd numbers and they should satisfy the relation 1 < p/q < 2.
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Figure 7.9: Boost converter output power, output voltage, and output current.

The derivation of Equation (7.18) leads to the following Equation (7.19).

ṡ = ė+ λ

(︃
p

q

)︃
· e ·

(︃∫︂
e dt

)︃p/q−1
(7.19)

Since the current reference is constant, therefore the derivative of the error is
defined as ė = İL. Thus, s is declared as:

ṡ = Vout
L

u− Vout
L

+ Vstack
L

+ λ

(︃
p

q

)︃
· e ·

(︃∫︂
e dt

)︃p/q−1
(7.20)

The embodiment of the control law through means of an ITSMC is yields to the
following expression:

u = ueq + ueq (7.21)

The equivalent term ueq is gathered by s = 0 and it is gleaned as follows:

ueq = 1 − Vstack
Vout

− λ eL

Vout

(︃
p

q

)︃
·
(︃∫︂

e dt

)︃p/q−1
(7.22)

The switching control that belongs to the ITSMC approach is given in the following
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equation.

ueq = −k · sign(s) (7.23)

To prove the convergence of the determined control scheme, a positive definite cost
function as given in equation (7.24) is designed according to the Lyapunov criterion.

V (s) = 1
2s

2 (7.24)

Where V̇ (s) is determined in equation (7.25)

V̇ (s) = sṡ

= s

[︄
ė+ λ

(︃
p

q

)︃
· e ·

(︃∫︂ t

0
e dt

)︃p/q−1]︄

= s

[︄
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·
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(−k · sign(s))

)︄]︄
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·
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)︃p/q−1]︄

= −k · Vout
L

· s · sign(s)

= −k · Vout
L

· |s|

≤ 0 (7.25)

Consequently, according to the Lyapunov theory, the asymptotic stability is ensured.
Besides, since the surface s = e+ λ (

∫︁
e dt)p/q tends to 0, therefore the tracking error

e tends to 0.
Figure 7.10 to Figure 7.13, show the capability of the integral terminal sliding

mode ITSMC to maintain the robustness of conventional SMC while reducing the
undesirable chattering phenomenon. Figure 7.10 presents the duty cycle signals
delivered by the CSMC and ITSMC. It is clearly shown that both of SMC and
ITSMC effectively force the duty cycle to render the voltage constant with fast
response and no drift. As explained before, some noise are occurred at the signals
which is a usual behaviour due to the time delay of the control signal as well as the
parasite signals which came from the system components.

The PEMFC stack voltage and current curves are illustrated in Figure 7.11
respectively. These curves explicate the controllers behavior when facing different
significant load variation values at t = 25s and t = 45s. It is noteworthy that each
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Figure 7.10: Duty cycle signal.

of ITSMC and the classical SMC show robustness even for large load variations.
Thus, when t = 25s, an overshoot voltage of 0.6V and undershoot current of 1.2A
are shown by the CSMC, while the ITSMC shows an overshoot voltage of 1.16V and
an undershoot current of 1.88A. At t = 45s, the CSMC shows an undershoot voltage
of 0.9V and an overshoot current of 2.6A, while an undershoot voltage of 2.05V and
overshoot current of 3.71A are shown by the ITSMC. Nevertheless, these behaviors
are only appeared for less than 1s for the case of the CSMC and for less than 2.2s
for the case of the ITSMC. Thereafter, they quickly disappeared by converging to
the operating point. Figure 7.11 also show that after reaching the steady-state value,
the voltage oscillations occurred by using the SMC is close to 11% and the current
oscillations is more than 35%. Therefore, it should be noted that the results are
too oscillating, which leads to slight deviations from the functioning power point
and this may cause the damage of the PEMFC. On the other hand, the voltage
oscillations using ITSMC is about 1.3% and the current oscillations is about 1.5%.
These relatively slight variations are in the acceptable range of the fuel cell operation.
Therefore, using the ITSMC, healthy operational is achieved even under large load
disturbance.

The stack power trajectories of the PEMFC for the CSMC and ITSMC are shown
in Figure 7.12. According to this figure, it is clear that using the ITSMC, the
operating desired zone is achieved with high accuracy and global system stability.
In addition, it is noticeable that the stack power varies in a sinusoidal form. With
the conventional SMC, the magnitude of the power varies from 20.2 to 26.8 W while
it varies only from 23.1 to 23.45 W using the ITSMC controller. Therefore, it is
clear that the imperfection of CSMC is the chattering phenomenon which occurred
around the operating power point. However, the ITSMC track the optimal power
with great precision and very low power fluctuations (les than 2%) which increase as
a consequence the efficiency of the operating power point. Accordingly, the ITSMC
scheme has performed successfully for set-point tracking and a chattering reduction
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Figure 7.11: PEMFC stack voltage and current.

Figure 7.12: PEMFC stack power.

of 82.7% is achieved.
The behavior of the Boost converter outputs under load variation are shown in

Figure 7.13 . This figure manifests that for a different load values, the ITSMC is rising
gradually and smoothly to the desired value. Furthermore, excellent performances
such as great precision, high efficiency, robustness, acceptable response time, and
good dynamic behavior are attained.

Based on the above results, the capability of ITSMC to counteract the chattering
phenomenon while achieving high performances and good dynamic behavior, are
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Figure 7.13: Boost converter output power, output voltage, and output current.

clearly proven.

7.6. Integral Fast Terminal Sliding Mode Control
(IFTSMC)

IFTSMC is a new type of terminal sliding mode control which was invented by
the scientist Venkataraman and Gulati [248] in the Jet Propulsion Laboratory. It is
a nonlinear and a robust control based on the concept of the conventional TSMC
and through a development of SMC. The command law u of the IFTSMC consists of
two terms, a discontinuous term ueq that remains the system on the sliding surface,
and an equivalent term ueq that brings the system to the sliding surface [244]. The
total command law can be expressed as Equation (7.26).

u = ueq + ueq (7.26)
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The discontinuous term ueq is defined in Equation (7.27). [249].

ueq = − L

Vout
· k · sign(s) (7.27)

Where

k is a positive constant.

sign(s) is the signum function.

The equivalent term ueq is obtained by setting a sliding variable s and is finally
achieved by establishing ṡ = 0 [244]. The sliding variable is proposed as Equation
(7.28) [250–252].

s = e+ α

∫︂ t

0
e.dt+ λ

(︃∫︂ t

0
e.dt

)︃p/q
(7.28)

Where

e is the error.

α is a positive constant (α > 0).

λ is a positive constant ( λ > 0).

p and q are two positive constants that satisfy the following condition: 1 <
p/q < 2

The time derivative of the sliding variable can be expressed as in Equation (7.29).

ṡ = ė+ α · e+ λ

(︃
p

q

)︃
· e ·

(︃∫︂ t

0
e.dt

)︃ p−q
q

(7.29)

Also, the error expression was already defined in the Equation (7.2). As the
reference current is constant, therefore, a derivative expression can be obtained from
(5.41) which results in the following Equation (7.30).

ė = −(1 − d)
L

iL + 1
L

· Vin (7.30)

Thus, through a combination of Equation (7.29), with the latter Equation (7.30),
a complete expression of the derivative of the sliding variable is gathered in the
following Equation (7.31).

ṡ = −(1 − d)
L

.Vout + 1
L
.Vin + α · e+ λ

(︃
p

q

)︃
· e ·

(︃∫︂ t

0
e.dt

)︃ p−q
q

ṡ = u

L
.Vout − 1

L
.Vout + α · e+ 1

L
.Vin + λ

(︃
p

q

)︃
· e ·

(︃∫︂ t

0
e.dt

)︃ p−q
q

(7.31)
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Finally, stating that that ṡ = 0, the equivalent term of the control law is achieved
as in Equation (7.32).

ueq = 1 − Vin
Vout

− α · e · L
Vout

− λ.e.L

Vout

(︃
p

q

)︃
·
(︃∫︂ t

0
e.dt

)︃ p−q
q

(7.32)

To prove the stability of the PEMFC system, a positive definite Lyapunov candidate
function is chosen as the Equation (7.15). Thus, the derivative of the latter expression
is established in the next expression such that ṡ from (7.31) is replaced as follows.

V̇ (s) = sṡ

= s

⎛⎝u
L
.Vout − 1

L
.Vout + 1

L
.Vin + α · e+ λ

(︃
p

q
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· e ·
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0
e.dt

)︃ p−q
q

⎞⎠(7.33)

The replacement of the control term u with the Equations (7.26), (7.27) and (7.32),
yields to the following expression. Further mathematical development as follows,
accomplishes with the Lyapunov stability proof since V̇ (s) is concluded to be less or
equal to zero.
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= −k · s · sign(s)
= −k · |s|
≤ 0 (7.34)

Consequently, according to the Lyapunov theory, the asymptotic stability is ensured.
Besides, since the sliding variable s = e+α

∫︁ t
0 e.dt+λ

(︂∫︁ t
0 e.dt

)︂p/q
tends to 0, therefore

the tracking error e tends to 0.
Figure 7.14 to Figure 7.17 show respectively the duty cycle signal, the PEMFC

output signals (voltage, current, and power), and finally the boost converter output
signals (voltage, current, and power). These figures express the behaviour of the
integral fast terminal sliding mode control (IFTSMC) to track and maintain the
system functioning at an adequate power point. According to these figures and as a
general note, it is clear tht both of the controllers show global stability while keeping
the system operating at the desired power point. However, it is clearly shown that
the IFTSMC has a high capability to decrease the chattering effect that occurs by
the SMC.
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Figure 7.14: Duty cycle signal.

The duty cycle signals generated by the CSMC and IFTSMC are shown in Fig-
ure 7.14. As can be seen from this figure, high chattering reduction is clearly achieved
using the proposed IFTSMC while providing fast and robust response.

The fuel cell output voltage and current signals are shown in Figure 7.15. This
last illustrates the behavior of the CSMC and IFTSMC when experiencing load
variations at t = 25 s and t = 45 s. According to this figure, it is clear that both of
the controllers manifest high robustness even when large load variations is accrued
(30 Ω). Thus, by varying the load resistance from 20 Ω to 50 Ω and from 50 Ω to 20 Ω,
the CSMC manifests an overshoot and undershoot voltage of 0.6 V and 0.9 V, as
well as an undershoot and overshoot current of 1.2 A and 2.6 A, respectively. For
the same variations, the IFTSMC manifests an overshoot and undershoot voltage of
1.06 V and 1.95 V as well as an undershoot and overshoot current of 1.9 A and 4
A, respectively. Therefore, despite the large load variations, only small overshoots
are accrued. In addition, these overshoots only appear for a short period of time
(response time ≤ 2 s), and they swiftly converge to the steady-state value.

Figure 7.15 also shows that the fuel cell output DC voltage oscillations using
IFTSMC is only about 1.4% and the oscillations of the output current is less than
2%. Therefore, compared to the CSMC (which has an oscillation voltage of 11% and
oscillation current of 35%), high accuracy, robustness, and good dynamic behavior
are obtained even with large load variations.

The fuel cell output power trajectories are presented in Figure 7.16. According to
these trajectories, it is obvious that the adequate power point is attained with swift
speed and stability of the closed-loop system. On the other hand, it is clearly shown
that the chattering phenomenon is almost eliminated by using the IFTSMC. Indeed,
the chattering magnitude using the conventional SMC varies approximately from
20.5 W to 27 W, while it only varies from 23.2 W to 23.6 W using the IFTSMC.
Accordingly, it is proven that the proposed IFTSMC has succeeded at reducing up
to more than 90% of the chattering effect, which will improve, as a consequence, the
dynamic behaviour of the PEMFC system.
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Figure 7.15: PEMFC stack voltage and current.

Figure 7.16: PEMFC stack power.

The behaviour of the output voltage, current, and power of the DC–DC boost
converter under load variations are presented in Figure 7.17. According to this figure,
it is clear that, despite the heavy loading conditions, the IFTSMC manifests gradual
and smooth movement to the desired voltage at which the system will work in the
adequate power point. Moreover, high performances such as low response time (less
than 2 s), robustness, great precision, as well as excellent dynamic behavior are
achieved.

Based on these results, it is clearly manifested that this experimental work have
demonstrated the capability of the IFTSMC to reduce the chattering effect, while
attaining high performances.
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Figure 7.17: Boost converter output power, output voltage, and output current.

7.7. Integral Fast Terminal SMC combined with Quick
Reaching Law (IFTSMC-QRL)

Similarly as previous presented, the control composition is obtained and differen-
tiated within the following expression with its sub-indexes that correspond to the
IFTSMC-QRL.

u = ueq + ueq (7.35)

The equivalent term ueq is retrieved through s = 0 and it is reached as follows:

ueq = 1 − Vin
Vout

− α · e · L
Vout

− λ.e.L

Vout

(︃
p

q

)︃
·
(︃∫︂ t

0
e.dt

)︃ p−q
q

(7.36)

In regards to the switching term ueq, the expression is similar to the mentioned
sliding controllers but, the proportional constant is now replaced with a variable
which is also known the QRL.

ueq = −ψ · sign(s) (7.37)

109



Chapter 7 Sliding Mode Control (SMC)

ψ = −
[︂
k1
(︂
b|s| − 1

)︂
+ k2|s|a + (D + η)

]︂
(7.38)

The aim of the QRL is to improve the performance of the designed control; this
comprises a similarity within the fast power reaching law and the double power
reaching law which behaviour takes into account that the approach speed is reduced
when the states are near the sliding surface so that not only enhance the rate
convergence but also the chattering is reduced [253].

The parameters given in Equation (7.38) should adhere to the following conditions:

b > 1.

η > 0.

|s|a > 1.

k1,2 > 0.

The disturbance boundary D > 0.

The stability proof of the IFTSMC-QRL is also retrieved in the same way as the
preceding sections.
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Consequently, according to the Lyapunov theory, the asymptotic stability is ensured.
Besides, since the sliding variable s = e+α

∫︁ t
0 e.dt+λ

(︂∫︁ t
0 e.dt

)︂p/q
tends to 0, therefore

the tracking error e tends to 0.
Figure 7.18 to Figure 7.21 show respectively the duty cycle signal, the PEMFC

output signals (voltage, current, and power), and finally the boost converter output
signals (voltage, current, and power). Despite the sharp variations of the load
resistance, it is clearly shown that both of controllers succeeded to converge the
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signals to the desired values; which will guarantee as a result the stability of the
system.

The duty cycle signals generated by both CSMC and IFTSMC-QRL are presented
in Figure 7.18. According to this figure, it is clearly shown that the proposed IFTSMC
generates fast response in comparison with the previous methods. Hence, it takes
only less than 1.5s to reach the equilibrium point while while providing an accurate
response.

Figure 7.18: Duty cycle signal.

Figure 7.19: PEMFC stack voltage and current.

The electric outputs of the FC-50W stack, under the application of CSMC and
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IFTSMC-QRL, are presented in Figure 7.19 and Figure 7.20; where the three graphs
shows, respectively, the stack voltage, stack current and stack power. At t = 25
s, by applying load variation from 20 Ω to 50 Ω, the CSMC shows an overshoot
of 0.6V in voltage, an undershoot of 1.2A in current, and an undershoot of 6W in
power; while the proposed IFTSMC-QRL shows an overshoot of 1.01V in voltage,
an undershoot of 1.75A in current, and an undershoot of 7.69 W in power. On the
other hand, at t = 45 s, by applying load variation from 50 Ω to 20 Ω, the CSMC
shows an undershoot of 0.9V in voltage, an overshoot of 2.6 A in current, and an
overshoot of 6.5W in power; while the proposed IFTSMC-QRL shows an undershoot
of 1.49V in voltage, an overshoot of 2.89A in current, and an overshoot of 6.66W in
power. According to these results, it is clear that both of CSMC and IFTSMC-QRL
have almost the same performance in term of overshoots and undershoots; where
the proposed IFTSMC-QRL has an improvement of 94% in the chattering reduction
over the CSMC. Hence, it is clearly shown that the feature of the proposed IFTSMC-
QRL appears in its high capability to counteract the chattering phenomenon while
converging the system to the reference value with high speed (1.5s). Thus, in spite

Figure 7.20: PEMFC stack power.

of the large load resistance variations, excellent performances such as high efficiency,
robustness, low response time, and good dynamic behavior are attained.

Figure 7.21 shows the output signals behaviour of the step-up DC-DC converter.
According to this figure, gradual and smooth movements to the correspondent voltage
value are obtained.

Based on these results, although the CSMC still has slight better convergence speed,
the proposed IFTSMC-QRL has provided excellent results in terms of chattering
reduction, high tracking accuracy, high convergence speed (in comparison with the
previous methods) and high robustness when facing unexpected external disturbance.
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Figure 7.21: Boost converter output power, output voltage, and output current.

7.8. Performance Metrics Used

To achieve the best performance, the gains of the controller were obtained through
the minimization of the integral of the absolute error (IAE), which is given in Equa-
tion (7.40). This helps to adjust the controller parameters through a decrement
in the tracking error in real-time.

IAE =
N∑︂
i=1

|ei|∆t (7.40)

Where

ei is the tracking error.

N is an observation data length time for the calculation.

Since the main objective is the tracking performance enhancement, not only was
the IAE calculated but other types of metrics were also used to gather accurate results.
These were the root-mean-square-error (RMSE) and the relative root-mean-square
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(RRMSE), which are reflected in Equations (7.41) and (7.42), respectively.

RMSE =

⌜⃓⃓⎷ 1
N

N∑︂
i=1

(ei)2 (7.41)

RRMSE =

⌜⃓⃓⎷ N∑︂
i=1

(ei)2/
N∑︂
i=1

(ri) × 100% (7.42)

Where

ri is the reference along the i-th sample.

7.9. Conclusion

In this chapter, an innovative structure for current reference following was defined
and implemented in a PEMFC. Robust controllers like conventional sliding mode
control (CSMC), proportional integral sliding mode control (ISMC), integral terminal
sliding mode control (ITSMC), integral fast terminal sliding mode control (IFTSMC)
and integral fast terminal SMC combined with quick reaching law (IFTSMC-QRL),
were also implemented and contrasted with the novel design to highlight the features
that could define the effectiveness of each in different scenarios such as constant and
dynamic change following.

An assembled test rig with a commercial PEMFC from Heliocentris with a boost
converter were used to evaluate each structure in a dSPACE DS1102. The PEMFC
can be controlled through a PWM signal generator that belongs to the converter,
and this was managed by a proper designed controller. The reference was established
as two load changes at 25 s and 45 s where in the first one, the resistance shifted
from 20 Ω to 50 Ω and in the second step regressed to 20 Ω.

The experimental results showed that during the dynamic changes, the five proposed
techniques have shown high robustness against variations of the load resistance. The
performance of these algorithms are summarised in Table 7.1. As it is clearly shown,
the IFTSMC-QRL has the superior performance in terms of accuracy (steady state
oscillation) over the other algorithms. Moreover, it shows faster response and better
robustness over the ISMC, ITSMC, and IFTSMC. On the other hand, although the
conventional SMC provides higher robustness over the terminal sliding modes, its
chattering effect is still one of its drawbacks.
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Table 7.1: Performance of the proposed SMC algorithms.
Controller Overshoot Undershoot Response

Time
Steady State
Oscillation

CSMC

ISMC

ITSMC

IFTSMC

IFTSMC-QRL

6.5W

8.1W

6.43W

9.1W

6.66W

6W

9.13W

8.25W

9.1W

7.69W

0.2s

6.2s

2.1s

1.8s

1.5s

6.5W

0.7W

0.35W

0.4W

0.25W
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Chapter 8

High order sliding mode (HOSM)

8.1. Introduction

High order sliding mode (HOSM) control is a nonlinear controller introduced by
Emel’Yanov et al. [254], aiming to attain a finite time on the sliding set of order r.
This type of control belongs to the theory of systems with variable structure. Its main
advantage over other control tools is that it provides a prompt response, robustness,
stability in undetermined environments and low computation is required [255]. This
technique gathers a control law that changes the dynamics of a system based on a
sliding surface that ensures the convergence [254].

HOSM has the same features of traditional SMC such as system robustness and
finite-time convergence. Moreover, it has an intrinsic capability to overcome the
drawback of SMC by reducing the ripples (called “chattering phenomenon" in control
literature [256–259]) even the existence of disturbances and model uncertainties.
These features lead to an improvement in the fuel cell performance and lifetime while
guaranteeing the global system stability.

Like the SMC, the control law of HOSM is composed of two parts, equivalent
and switching control. The equivalent control ueq is a continuous function proposed
by slotine in [244]. ueq was developed to drive the system without considering its
uncertainties and external disturbance, and it can be obtained by zeroing ṡ (ṡ = 0).
The switching control usw is a discontinuous function which contains the switching
element. The main purpose of this function is to ensure the convergence of the overall
system by keeping it moving onto the sliding surface. Moreover, it guarantees the
robustness against uncertainties and external disturbances.

In this chapter, HOSM based on twisting algorithm (TA), super twisting algorithm
(STA), prescribed convergence law algorithm (PCL), quasi-continuous algorithm
(QCA) and finally drift algorithm (DA) are designed to drive the boost converter
in order to improve the power quality and to remain the fuel cell functioning at an
adequate power point.
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8.2. Twisting algorithm (TA)

Twisting algorithm is one of the most popular schemes among the second order
SMC. It has been utilized to reduce the chattering in relative degree one system via
the inclusion of an integrator in the equation of the controlled variable [260]. The
main feature of this control scheme is its capability to maintain the robustness of
conventional SMC while reducing the undesirable chattering phenomenon.
Considering the following uncertain second-order system:{︄

ẏ1 = y2

ẏ2 = φ(x, t) + γ(x, t)ν
(8.1)

Where

ν represents the control derivative ν = u̇.

y1 and y2 are local coordinates and they respectively represents s and ṡ.

φ(x, t) and γ(x, t) are smooth functions and they are determined in Equation
(8.4).

The parameter u in (8.3) is used as a state variable, where, u̇ represents the
discontinuous control which drives the sliding variable s in the second order sliding
surface S2. In this way, chattering is eliminated. Differentiating equation (8.2) with
respect to time yields to equation (8.3):

ṡ = ė+ λe = 1
L

(v − x2) + λe+ x2
L
u (8.2)

ẏ2 = s̈

= 1
L

(v̇ − ẋ2) + λė+ 1
L

(ẋ2 · u+ x2 · u̇)

= 1
L

(v̇ − ẋ2) + λ

(︃ 1
L

(v − x2) + 1
L
x2 · u

)︃
+ 1
L

(ẋ2 · u+ x2 · u̇)

= 1
L

[(u− 1)ẋ2 + v̇ + λ(u− 1)x2 + λv] + 1
L
x2 · u̇

= 1
L

[(u− 1)ẋ2 + v̇ + λ(u− 1)x2 + λv] + 1
L
x2 · ν (8.3)

Therefore, φ and γ can be given as equation (8.4).{︄
φ = 1

L [(u− 1)ẋ2 + v̇ + λ(u− 1)x2 + λv]
γ = 1

Lx2
(8.4)

The control objective is to guarantee that the tracking error e is converging to
zero. ν is commuting at every axis crossing, which necessitates the presence of a sign
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8.2 Twisting algorithm (TA)

function of the derived sliding variable in the control signal. Therefore, the dynamic
control law νsw using twisting algorithm can be given as: [260]

νsw = −k1L

x2
(s+ k2 · sign(ṡ)) (8.5)

Where

k1 and k2 are two positive constants.

By annulling ẏ2, the equivalent control νeq can be expressed as:

νeq = −φ

γ
= − 1

x2
[(u− 1)ẋ2 + v̇ + λ(u− 1)x2 + λv] (8.6)

The overall control law is then defined in equation (8.7).

ν = νeq + νsw (8.7)

In order to prove the convergence of the determined control scheme, a positive
definite cost function as given in equation (8.8) is designed according to the Lyapunov
criterion.

V = 1
2k1s

2 + 1
2 ṡ

2 (8.8)

To ensure that the cost function V is converging to zero in finite time, its derivative
V̇ must be asymptotic stable. By using equation (8.1), (8.3), (8.19), (8.5), (8.6) and
(8.7), differentiating equation (8.8) with respect to time yields to:

V̇ = k1sṡ+ ṡs̈

= k1sṡ+ ṡ(φ+ γν)

= ṡ

(︃
k1s+ 1

L
[(u− 1)ẋ2 + v̇ + λ(u− 1)x2 + λv] + 1

L
x2ν

)︃
= ṡ

(︃
k1s+ 1

L
[(u− 1)ẋ2 + v̇ + λ(u− 1)x2 + λv]

)︃
+

ṡ
x2
L

(︃
−k1L

x2
(s+ k2sign(ṡ)) − 1

x2
[(u− 1)ẋ2 + v̇ + λ(u− 1)x2 + λv]

)︃
= −ṡk1k2sign(ṡ)
= −|ṡ|k1k2

≤ 0 (8.9)

Consequently, according to the Lyapunov theory and LaSalle’s invariance principle,
the asymptotic stability is ensured. Besides, since the derivative of the sliding variable
ṡ = ė+ λe tends to 0, therefore the tracking error e tends to 0.

Note: In the above case, LaSalle’s invariance principle is required to prove the
asymptotic stability because when V̇ (s, ṡ) = 0 implies that ṡ = 0, but s could be
different to 0.
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Chapter 8 High order sliding mode (HOSM)

Figure 8.1: Twisting algorithm phase trajectory.

The convergence trajectory of the twisting algorithm is presented in Figure 8.1
Figure 8.2 to Figure 8.6, show the capability of HOSM-TA to maintain the robust-

ness of conventional SMC while reducing the undesirable chattering phenomenon.
Figure 8.2 presents duty cycle signals delivered by SMC and HOSM-TA. It is clearly
shown that both of SMC and HOSM-TA effectively force the duty cycle to render
the voltage constant with fast response and no drift. It should be noted that the
obtained experimental results contain some noise, as it is usual due to the retard
of the control signal as well as the parasite signals which came from the system
components.

Figure 8.2: Duty cycle signal.

The PEMFC stack current and voltage curves are illustrated in Figure 8.3 and
Figure 8.4 respectively. These curves explicate the controllers behavior when facing
different significant load variation values at t = 25s and t = 45s. It is noteworthy
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8.2 Twisting algorithm (TA)

that each of HOSM-TA and classical SMC appear robustness even for large load
variations. Thus, when t = 25s, an overshoot voltage of 0.5V and undershoot current
of 1.2A are shown by the SMC, while the HOSM-TA shows an overshoot voltage of
0.8V and an undershoot current of 1.8A. At t = 45s, the SMC shows an undershoot
voltage of 0.7V and an overshoot current of 2.6A, while an undershoot voltage of
1.5V and overshoot current of 3.9A are shown by the HOSM-TA. Nevertheless, these
behaviors are only appeared for 1s and 1.2s at first and second load variations
respectively. Thereafter, they quickly disappeared by converging to the operating
point. Figure 8.3 and Figure 8.4 also show that after reaching the steady-state

Figure 8.3: PEMFC stack current.

Figure 8.4: PEMFC stack voltage.

value, the voltage oscillations occurred by using the SMC is close to 11% and the
current oscillations is more than 35%. Therefore, it should be noted that the results
are too oscillating, which leads to slight deviations from the functioning power point
and this may cause the damage of the PEMFC. On the other hand, the voltage
oscillations using HOSM-TA is about 4% and the current oscillations is about 6%.
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Chapter 8 High order sliding mode (HOSM)

These relatively slight variations are in the acceptable range of the fuel cell operation.
Therefore, using the HOSM-TA, healthy operational is achieved even under large
load disturbance.

The stack power trajectories of the PEMFC for SMC and HOSM-TA are shown in
Figure 8.5 According to this figure, it is clear that using the HOSM-TA, the operating
desired zone is achieved fleetly with high accuracy and global system stability. In
addition, it is noticeable that the stack power varies in a sinusoidal form. With the
traditional SMC, the magnitude of the power varies from 20.2 to 26.8 W while it varies
only from 23.1 to 24.4 W using the HOSM-TA controller. Therefore, it is clear that
the imperfection of traditional SMC is the chattering phenomenon which occurred
around the operating power point (29%). However, the HOSM-TA track the optimal
power with great precision and very low power fluctuations (5%) which increase as a
consequence the efficiency of the operating power point. Accordingly, the HOSM-TA

Figure 8.5: PEMFC stack power.

scheme has performed successfully for setpoint tracking and a chattering reduction
of 82.7% is achieved.

The behavior of the Boost converter outputs under load variation are shown
in Figure 8.6 . This figure manifests that for a differnet load values, the HOSM-
TA is rising gradually and smoothly to the desired value. Furthermore, excellent
performances such as great precision, high efficiency, robustness, low response time,
and good dynamic behavior are attained.

Based on the above results, the capability of HOSM-TA to counteract the chattering
phenomenon while achieving high performances and good dynamic behavior, are
clearly proven.

8.3. Super twisting algorithm (STA)

Super-twisting algorithm (STA) is one of the most powerful 2-order continuous
SMC, which ensures all fundamental properties of its traditional 1-order together
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8.3 Super twisting algorithm (STA)

Figure 8.6: Boost converter output power, output voltage, and output current.

with chattering reduction [261]. In other words, it is not only robust against system
uncertainties and external disturbances, but also has the ability to track the system
with high accuracy. It was proposed in 1993 by Professor Levant for systems with a
relative degree equal to 1 [260]. Unlike other 2-order SMC algorithms, STA requires
only the knowledge of the sliding variable and it does not need any information
about its time derivative. This leads to make it a relatively straightforward control
law, and, therefore, it is one of the most preferable algorithms for a wide range of
applications. In this work, the STA has been applied to drive the converter with the
purpose of keeping the PEMFC operating at an efficient power point. The control
solution directly tackles the stack current through a STA to generate the control
signal u(t) for the switch S after treating the sliding mode variable s(x) (namely,
the error between the reference current Iref and the measured inductor current I).
Since STA belongs to the 2-order sliding mode approach, therefore the control signal
u(t) can be written as:

u = ueq + usw. (8.10)

The switching control usw is designed based on STA as given in Equation 8.11 [262].
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Chapter 8 High order sliding mode (HOSM)

It is composed of two parts: a discontinuous part u1 and a continuous part u2:

usw = u1 + u2, (8.11)

u1 = −k1.|S|1/2.sign(s), (8.12)

u̇2 = −k2.sign(s), (8.13)

where

k1 and k2 are designed parameters. They can be obtained using the sufficient
conditions that are required to ensure the convergence [262]:

⎧⎪⎨⎪⎩
k2 >

Φ
Γm
,

k1 >

√︃
2

Γ2
m
. (Γm.k2+Φ)2

(Γm.k2−Φ) .
(8.14)

Accordingly, the overall command law of the STA can be obtained as given in
Equation (19). On the other hand, the implementation of this command law in
MATLAB/SimulinkTM is clearly presented in Figure 8.7:

u = Vout − Vstack
L

− k1|S|0.5sign(S) −
∫︂
k2.sign(S)dt. (8.15)

Trajectories on the 2-sliding plane are characterized by bending around the origin.
Thus, as shown in Figure 8.8, they perform an infinite number of rotations while
converging to the origin.

Figure 8.7: The synoptic diagram of the super-twisting algorithm.

In order to find out the performance of super twisting algorithm (STA) and its
features over traditional 1-order SMC, load variation from 20 Ω to 50 Ω is applied at
t = 25 s and from 50 Ω to 20 Ω is applied at t = 45 s.
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8.3 Super twisting algorithm (STA)

Figure 8.8: Super-twisting algorithm phase trajectory.

Figures 8.9–8.12 show respectively the duty cycle signal, the PEMFC output signals
(voltage, current, and power), and finally the boost converter output signals (voltage,
current, and power). These figures show the behaviour of the SMC and STA to track
and maintain the system functioning at an adequate power point. In general, both
of the controllers show global stability and satisfactory tracking results so as to keep
the system operating at the desired power point. However, it is clearly shown that
the STA has a high capability to decrease the chattering effect that occurs by the
SMC.

The duty cycle signals generated by the controllers are shown in Figure 8.9. As
can be seen from this figure, the controllers effectively control the duty cycle so as to
obtain constant current with fast response time and no drift. It is important to note
that some noises are occurred in the obtained experimental signals. However, this is
resulting from the effect of time-delay in the control signal, as well as the parasite
signals which came from hardware components.

The fuel cell output voltage and current signals are shown in Figure 8.10. This last
illustrates the behavior of the SMC and STA when experiencing load variations at t
= 25 s and t = 45 s. According to this figure, it is clear that both of the controllers
manifest high robustness even when large load variations is accrued (30 Ω). Thus,
by varying the load resistance from 20 Ω to 50 Ω and from 50 Ω to 20 Ω, the SMC
manifests an overshoot and undershoot voltage of 0.6 V and 0.9 V, as well as an
undershoot and overshoot current of 1.2 A and 2.6 A, respectively. For the same
variations, the STA manifests an overshoot and undershoot voltage of 0.9 V and 1.6
V as well as an undershoot and overshoot current of 1.8 A and 3.9 A, respectively.
Therefore, despite the large load variations, only small overshoots are accrued. In
addition, these overshoots only appear for a short period of time (response time ≤ 1
s), and they swiftly converge to the steady-state value. Figure 8.10 also shows that,
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Chapter 8 High order sliding mode (HOSM)

Figure 8.9: Duty cycle signal.

using SMC, the fuel cell output DC voltage oscillations can reach about 12% while
the oscillations of the output current is over 35%. These oscillations introduce small
deviations from the operating point and especially they may even cause irreversible
damage to the fuel cell. On the other side, the fuel cell output DC voltage oscillations
using STA is only about 0.26% and the oscillations of the output current is less than
7%. Therefore, compared to the SMC, high accuracy, robustness, and good dynamic
behavior are obtained even with large load variations.

Figure 8.10: PEMFC stack voltage and current.

The fuel cell output power trajectories are presented in Figure 8.11. According to
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8.4 Prescribed convergence law algorithm (PCL)

these trajectories, it is obvious that the adequate power point is attained with swift
speed and stability of the closed-loop system. On the other hand, it is clearly shown
that the chattering phenomenon is almost eliminated by using the STA. Indeed, the
chattering magnitude using the SMC varies approximately from 20.5 W to 27 W,
while it only varies from 23.3 W to 23.9 W using the STA. Accordingly, it is proven
that the proposed STA has succeeded at reducing about 91% of the chattering effect,
which will improve, as a consequence, the fuel cell lifetime.

Figure 8.11: PEMFC stack power.

The behaviour of the output voltage, current, and power of the DC–DC boost
converter under load variations are presented in Figure 8.12. According to this figure,
it is clear that, despite the heavy loading conditions, the STA manifests gradual
and smooth movement to the desired voltage at which the system will work in the
adequate power point. Moreover, high performances such as low response time (less
than 1 s), robustness, great precision, as well as excellent dynamic behavior are
achieved.

Based on these results, it is clearly manifested that this experimental work have
demonstrated the capability of the STA to reduce the chattering effect, while attaining
high performances.

8.4. Prescribed convergence law algorithm (PCL)

The sliding surface of the PCL algorithm could be written as Equation (8.16):

s = e+ λ

∫︂
e · dt (8.16)

Where

λ is a positive constant (λ > 0).

e is the error (e = x1 − x1mpp).
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Figure 8.12: Boost converter output power, output voltage, and output current.

Based on the state-space model given in Equation (5.41), an uncertain second-order
system could be written as Equation (8.17):{︄

ż1 = y2

ż2 = χ(x, t) + ϕ(x, t) · σ
(8.17)

Where

z1 = s.

z2 = ṡ.

σ is the derivative of the control u.

Using Equation (8.17), χ(x, t) and ϕ(x, t) can be determined as Equation (8.18)
and (8.19).

χ = 1
L

[︂
(u− 1)ẋ2 + V̇ stack + λ(u− 1)x2 + λ · Vstack

]︂
(8.18)

ϕ = 1
L
x2 (8.19)
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Assuming that χ and ϕ are bounded as:

|χ| ≤ χd, 0 < ϕmin ≤ ϕ ≤ ϕmax. (8.20)

Where

χd, ϕmin and ϕmax are positive scalars.

The general formulation of the HO-PCL control scheme is given by Equation (8.21)
[247]:

σ = −k1 · sign(z2 − gc(z1)) (8.21)

Where

gc(z1) is a continuous smooth function defined as:

gc(z1) = −k2 · |z1|1/2 · sign(z1) (8.22)

k1 and k2 are two positive designed parameters. They should be determined
according to the sufficient condition given in Equation (8.23) so as to guarantee
the convergence in finite time to the sliding variable [247]:

k1 · ϕmin − χd >
k2

2
2 (8.23)

The implementation of the HO-PCL command law in MATLAB/Simulink is shown
in Figure 8.13. Whereas the convergence trajectory of the continuous function gc(z1)
is presented in Figure 8.14

Figure 8.13: Synoptic diagram of HO-PCL algorithm.

The performance of the FC50 under the use of the proposed PCL algorithm is
presented in Figure 8.15 to Figure 8.18. These figures shows respectively the wave-
forms of the duty cycle signal, stack voltage, stack current, stack power, and fianlly
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Figure 8.14: Phase trajectories of HO-PCL algorithm.

the DC-DC output power. Aiming to find out the behavior of the PCL against the
unexpected disturbances, variation of 30 Ω in the load resistance is applied at t=25s
and t=45s. These variations are done using the programmable electronic load (PEL)
that commuting between 20 Ω and 50 Ω. Although these sharp variations, it is clearly
shown in these figures that the proposed PCL shows robustness against external
unexpected disturbances.

Figure 8.15 presents the duty cycle signals delivered by SMC and PCL. It is clearly
shown that both of SMC and PCL effectively force the duty cycle to render an
adequate value so as to obtain constant current with fast response and no drift.

Figure 8.15: Duty cycle signal.

The PEMFC stack voltage and current curves are illustrated in Figure 8.16.
These curves explicate the controllers behavior when facing different significant load
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variation values at t = 25s and t = 45s. It is noteworthy that each of PCL and
classical SMC appear robustness even for large load variations. Thus, when t = 25s,
an overshoot voltage of 0.6V and undershoot current of 1.2A are shown by the SMC,
while the PCL shows an overshoot voltage of 1.04V and an undershoot current of
1.8A. At t = 45s, the SMC shows an undershoot voltage of 0.9V and an overshoot
current of 2.6A, while an undershoot and overshoot voltage of 1.1V and 0.78V , and,
an overshoot and undershoot current of 2.25A and 1.4A are shown by the PCL.
Nevertheless, these behaviors are only appeared for less than 1.8s at first and second
load variations. Thereafter, they quickly disappeared by converging to the operating
point. Figure 8.16 also show that after reaching the steady-state value, a chattering
reduction of 93% can be attained using the proposed PCL algorithm. However, in
spite of these features, the PCL shows one drawback which is the lack of precision.
Hence, it is clearly noticed that for high resistance load (between t=25s and t=45s),
an error of 0.11A is occurred using the proposed PCL algorithm.

Figure 8.16: PEMFC stack voltage and current.

The stack power trajectories of the PEMFC for SMC and PCL are shown in
Figure 8.17. According to this figure, it is clear that using the PCA, the adequate
power point is achieved fleetly with high accuracy and global system stability. In
addition, it is noticeable that with the traditional SMC, the magnitude of the power
6.5 W while it is only 0.6 W using the proposed PCL algorithm. Therefore, it is
clear that PCL track the optimal power with great precision and very low power
fluctuations (2.6%) which increase as a consequence the efficiency of the operating
power point. Accordingly, the PCL scheme has performed successfully for set-point
tracking and a chattering reduction of 93% is achieved.
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Figure 8.17: PEMFC stack power.

The behavior of the Boost converter outputs under load variation are shown in
Figure 8.18. This figure manifests that for a different load values, the PCL is rising
gradually and smoothly to the desired value. Furthermore, although the lack of
precision for large load resistance, excellent performances such as high efficiency,
robustness, low response time, and good dynamic behavior are attained.

Figure 8.18: Boost converter output power, output voltage, and output current.
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8.5. Quasi-continuous algorithm (QCA)

The higher-order sliding mode has recently been developed by [263] according to
the principle of homogeneity [264]. This type of control belongs to the theory of
systems with variable structure. It ensures the convergence of the state towards the
origin in finite time. In this work, the QC-HOSM has been applied to drive the
step-up converter to hold the PEMFC at an optimal power point, and ensuring of
reducing the chattering phenomenon and prolong the PEMFC lifetime. In order to
design the controller, we consider the nonlinear system described by equation (8.24):

ẋ = f(t, x) + g(t, x)u (8.24)

Where

f(t, x) and g(t, x) are nonlinear functions.

u is a discontinuous and bounded signal depending on the state x and time t.

The sliding variable can be written as equation (8.25):

s = e+ λ

∫︂ t

0
edt (8.25)

Where

e is the the tracking error.

λ is a positive constant.

Using equation (5.41), (7.2), and (8.25), the derivative of the sliding variable can
be expressed as equation (8.26):

ṡ = 1
L

(Vstack − x2) + λe+ x2
L
u (8.26)

To design the QC-HOSM, the uncertain second-order system should be written as
equation (8.27)

s̈ = ψ(x, t) + ϕ(x, t)ν (8.27)

Where

ν = u̇ is the control signal.

ψ(x, t) and ϕ(x, t) are smooth functions and they were determined by equation
(8.4).

The control signal ν is the sum of two components, the equivalent component, and
the discontinuous component. It can be written as equation (8.28):

ν = νeq + νsw (8.28)
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Where, νeq is the equivalent control proposed by [244]. It is deduced from the relation
of (s̈ = 0). Therefore, the equivalent control can be expressed as equation (8.29):

νeq = −ψ

ϕ
= − 1

x2
· [(u− 1)x2̇ + Vstack̇ + λ(u− 1)x2 + λVstack] (8.29)

νsw is the switching control. Its key aim is to ensure the stability and the convergence
by holding the system on the sliding surface. In this work, we propose the switching
control as equation (8.30):

νsw = −k ṡ+ |s|1/2sign(ṡ)
|ṡ| + |s|1/2 (8.30)

In order to prove the stability, the following Lyapunov function is proposed:
Vs = 1

2 ṡ
2. The time derivative of this function is calculated in equation (8.31).

Vṡ = ṡs̈

= ṡ(ψ + ϕν)

= ṡ

(︃ 1
L

[︂
(u− 1)ẋ2 + Vstack̇ + λ(u− 1)x2 + λVstack

]︂
+ 1
L
x2ν

)︃
= ṡ

(︃ 1
L

[︂
(u− 1)ẋ2 + Vstack̇ + λ(u− 1)x2 + λVstack

]︂)︃
+

ṡ
x2
L

(︄
− 1
x2

[︂
(u− 1)ẋ2 + Vstack̇ + λ(u− 1)x2 + λVstack

]︂
− kL

x2
· ṡ+ |s|1/2sign(ṡ)

|ṡ| + |s|1/2

)︄

= −k · ṡ · ṡ+ |s|1/2sign(ṡ)
|ṡ| + |s|1/2

= −k · ṡ · sign(ṡ) · ṡ · sign(ṡ) + |s|1/2

|ṡ| + |s|1/2

= −k · |ṡ| · |ṡ| + |s|1/2

|ṡ| + |s|1/2

= −k · |ṡ|
≤ 0 (8.31)

Consequently, according to the Lyapunov theory the asymptotic stability is ensured.
Besides, since the sliding variable s = e + λ

∫︁ t
0 e.dt tends to 0, which implies that

ṡ = ė+ λe also converges to 0, therefore the tracking error e tends to 0.
Figure 8.19 to Figure 8.22 show the capability of the quasi-continuous algorithm

to maintain the robustness of conventional SMC while reducing the undesirable
chattering phenomenon. Figure 8.19 shows the duty cycle signal for both algorithms.
It is noticed that both of the algorithms show a soft and smooth rise to the desired
reference value. However, it is clearly shown that the proposed QC algorithm
effectively overcome the drawbacks of the conventional first SMC by reducing its
chattering phenomenon.

Figure 8.20 shows the FC50 current and voltage signals. The effectiveness of
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Figure 8.19: Duty cycle signal.

both algorithms when experiencing significant changes in load resistance is clearly
demonstrated at t = 25s and t = 45s. Hence, at the instant t = 25s, the SMC shows
an undershoot current of 1.2A, and an overshoot voltage of 0.6V . For the instant
t = 45s, an overshoot current of 2.6A, and an undershoot voltage of 0.9V . On the
other hand, at the instant t = 25s, the QC algorithm shows an undershoot current
of 1.9A, and an overshoot voltage of 1V . For the instant t = 45s, an overshoot
current of 4.3A, and an undershoot voltage of 1.7V . However, these undershoot
and overshoots are appeared only for short duration and then, they converge to
the reference value. Thus, at the instant t = 25s, the response time of the QC
is only 2.7s, while at t = 45s it is 3.4s. Therefore, high robustness against load
variations is achieved using both algorithms. The effectiveness of the proposed QC
over the conventional SMC appears in its capability to reduce the oscillations. Hence,
chattering reduction of 93% could be attained.

Figure 8.20: PEMFC stack voltage and current.
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Figure 8.21 shows the trajectory of the generated power. It is obvious that the
adequate power point is achieved with high robustness and global stability of the
closed-loop system. The chattering magnitude using the conventional SMC is 6.5W
while it is only about 0.6W using the proposed QC algorithm. It is therefore proven

Figure 8.21: PEMFC stack power.

Figure 8.22: Boost converter output power, output voltage, and output current.
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that the proposed algorithm succeeded in decreasing the chattering effect, which will
improve as a consequence the fuel cell efficiency, lifetime, and the dynamic system
behaviour.

Figure 8.22 shows the behaviour of the step-up DC-DC converter outputs. Ac-
cording to this figure, despite of facing sharp resistance variation, the QC shows
gradual and smooth movements to the desired voltage at which the system runs in the
adequate power point. Furthermore, high performances such as low response-time,
great robustness, high precision, as well as outstanding dynamic behaviour, are
achieved.

According to these results, it is noticed that the SMC and QC show good behaviour
against load resistance variations. However, it is clearly seen that the advantage
of the QC is its effectiveness to reduce the unwanted oscillation (chattering effect)
with significant value. Thus, a chattering reduction of 93%, which will increase as a
consequence, the accuracy and the overall system efficiency, is obtained.

8.6. Drift algorithm (DA)

The idea of the algorithm is to drive the trajectory of the 2th sliding mode s = 0
while keeping the derivative of the sliding variable ṡ relatively small, that is to cause
drift towards the origin along axis z1. When using the DA, the phase trajectories
on the 2th sliding plane are characterised by loops with constant sign of the sliding
variable z1 (Figure 8.23).

Figure 8.23: Drift algorithm phase trajectory.

Considering the sliding variable given in Equation (8.16) and the uncertain second-
order system given in Equation (8.17), the general formulation of the DA can be
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defined by the control law given in (8.32) [260,265,266]

u̇ =

⎧⎪⎪⎨⎪⎪⎩
−u if |u| > 1
−k1 · sign(∆z1) if z1∆z1 ≤ 0; |u| ≤ 1
−k2 · sign(∆z1) if z1∆z1 > 0; |u| ≤ 1

(8.32)

Where k1 and k2 are two positive constants such that k1 < k2 and k2
k1

is sufficiently
large, ∆z1 = z1(t) − z1(t− τ), and τ is the sampling period.

The range of the duty cycle supplied to the boost converter is between 0 and 1.
Therefore, (8.32) can be simplified as (8.33)

u̇ =
{︄

−k1 · sign(∆z1) if z1∆z1 ≤ 0; |u| ≤ 1
−k2 · sign(∆z1) if z1∆z1 > 0; |u| ≤ 1

(8.33)

In order to prove the stability, the following Lyapunov function is proposed:
Vs = 1

2z
2
2 . The time derivative of this function has two equations: (8.35) and (8.37).

Case 1: z1∆z1 ≤ 0

Vṡ = z2z2̇

= z2(χ(x, t) + ϕ(x, t))

= z2

(︃ 1
L

[︂
(u− 1)ẋ2 + Vstack̇ + λ(u− 1)x2 + λVstack

]︂
+ 1
L
x2ν

)︃
= z2

(︃ 1
L

[︂
(u− 1)ẋ2 + Vstack̇ + λ(u− 1)x2 + λVstack

]︂)︃
+

z2
x2
L

(︃
−k1 · sign(∆z1) − 1

x2

[︂
(u− 1)ẋ2 + Vstack̇ + λ(u− 1)x2 + λVstack

]︂)︃
= −k1z2

x2
L

· sign(∆z1) (8.34)

Since τ → 0, z2 has the same sign of ∆z1, therefore z2 could be substituted by
∆z1
τ . Consequently, (8.34) can be expressed as (8.35).

Vṡ = −k1∆z1
x2
Lτ

· sign(∆z1)

= −k1
x2
Lτ

· |∆z1|

= −k1
x2
L

· |z2|

≤ 0 (8.35)

Consequently, according to the Lyapunov theory, the asymptotic stability is
ensured. Besides, since the sliding variable s = e+ λ

∫︁ t
0 e.dt tends to 0, which

implies that ṡ = ė+ λe also converges to 0, therefore the tracking error e tends
to 0.

Vs ≥ 0 and V̇ s ≤ 0 , therefore, according to the Lyapunov theory, the stability
is ensured for z1∆z1 ≤ 0.
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Case 2: z1∆z1 > 0

Vṡ = z2z2̇

= z2(χ(x, t) + ϕ(x, t))

= z2

(︃ 1
L

[︂
(u− 1)ẋ2 + Vstack̇ + λ(u− 1)x2 + λVstack

]︂
+ 1
L
x2ν

)︃
= z2

(︃ 1
L

[︂
(u− 1)ẋ2 + Vstack̇ + λ(u− 1)x2 + λVstack

]︂)︃
+

z2
x2
L

(︃
−k2 · sign(∆z1) − 1

x2

[︂
(u− 1)ẋ2 + Vstack̇ + λ(u− 1)x2 + λVstack

]︂)︃
= −k2z2

x2
L

· sign(∆z1) (8.36)

Since τ → 0, z2 has the same sign of ∆z1, therefore z2 could be substituted by
∆z1
τ . Consequently, (8.36) can be expressed as (8.37).

Vṡ = −k2∆z1
x2
Lτ

· sign(∆z1)

= −k2
x2
Lτ

· |∆z1|

= −k2
x2
L

· |z2|

≤ 0 (8.37)

Vs ≥ 0 and V̇ s ≤ 0 , therefore, according to the Lyapunov theory, the stability
is ensured for z1∆z1 > 0.

Since the stability is ensured for both z1∆z1 ≤ 0 and z1∆z1 > 0, then the system is
stable.

The performance of the fuel cell under the use of the DA is presented in Figure 8.24
to Figure 8.27. These figures shows respectively the wave-forms of the duty cycle
signal, stack voltage, stack current, stack power, and finally the DC-DC output
power.

Figure 8.24 presents the duty cycle signals delivered by SMC and DA. It is clearly
shown that both of SMC and DA effectively force the duty cycle to render an adequate
value so as to obtain constant current with fast response and no drift.

The waveforms of the stack voltage Vstack and current Istack are presented in
Figure 8.25. The stack power Pstack is shown in Figure 8.26; whereas the boost
converter output signals (current, voltage and power) are exhibited in Figure 8.27.
According to these graphs, it is clear that both of SMC and DA have succeeded to drive
the the PEMFC operating at an adequate power point even when experiencing large
load variation. However, although the SMC track the reference, high fluctuations are
occurred during the operating process. Regarding to the overshoots and undershoots,
the SMC shows an undershoot current of 1.2A, an overshoot voltage of 0.6V and an
undershoot power of 6W for the first load variation; an overshoot current of 2.6A,
an undershoot voltage of 0.9V and an overshoot power of 6.5W for the second load
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Figure 8.24: Duty cycle signal.

Figure 8.25: PEMFC stack voltage and current.

variation. On the other hand, the application of the DA performs an undershoot
current of 1.73A, an overshoot voltage of 1.14V and an undershoot power of 6.9W
for the first load variation; an overshoot current of 3.14A, an undershoot voltage of
1.85V and an overshoot power of 5.02W for the second load variation. It should be
noted that both experiments are made at different temperature since it is difficult to
keep the fuel cell operating at a constant temperature. Since the stack current is
forced via the controllers to follow the reference then the temperature effect of each
experiment on the stack performance is appeared in the stack voltage and power.

The effectiveness of the proposed DA over the conventional SMC appears in its
capability to reduce the oscillations. Hence, it is clear that the DA provides better
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8.6 Drift algorithm (DA)

Figure 8.26: PEMFC stack power.

results in terms of accuracy since it reduces the amplitude of ripples from 1.1A
to less than 0.11A. Therefore, although the SMC shows slight lower overshoots in
comparison with the DA, this latter provides significant higher performance in terms
of chattering reduction which can obtain around 93%.

Figure 8.27: Boost converter output power, output voltage, and output current.
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Chapter 8 High order sliding mode (HOSM)

The behavior of the Boost converter outputs under load variation are shown in
Figure 8.27. This figure manifests that for a different load values, the DA is rising
gradually and smoothly to the desired value. Furthermore, although the lack of
precision for large load resistance, excellent performances such as high efficiency,
robustness, low response time, and good dynamic behavior are attained

8.7. Conclusion

In this chapter, five types of high order sliding mode control including twisting
algorithm (TA), super twisting algorithm (STA), prescribed convergence law algo-
rithm (PCL), quasi-continuous algorithm (QCA) and drift algorithm (DA) have been
designed and implemented for a Heliocentris commercial PEMFC; where the goal is
to reduce the chattering phenomenon of the conventional sliding mode (that has been
designed in the previous chapter), and obtain a robust and an accurate response.
To test the robustness of these types, two load changes at 25 s and 45 s were used.
Regarding the first change, the resistance is shifted from 20 Ω to 50 Ω, where in the
second change it regressed to 20 Ω.

The experimental results showed that during the dynamic changes, the five proposed
techniques have shown high capability to reduce the chattering phenomenon while
providing high robustness against variations of the load resistance. The performance
of the proposed algorithms that presented in this chapter are summarised in Table
8.1. As it is clearly shown, the DA has the superior performance in terms of accuracy
and robustness over the TA, PCL, QCA and STA; while this latter has the lowest
response time over the rest of algorithms.

Table 8.1: Performance of the proposed high order SMC algorithms.
Controller Overshoot Undershoot Response

Time
Steady State
Oscillation

CSMC

TA

STA

PCL

QCA

DA

6.5W

6.6W

6.7W

6.3W

8.8W

5.02W

6W

7.8W

8W

7.5W

9.7W

6.9W

0.2s

1s

0.9s

1.8s

2.7s

1.4s

6.5W

0.8W

0.7W

0.6W

0.7W

0.4W
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Chapter 9

Alternative control methods for PEM fuel
cell system

9.1. Introduction

Linear controllers can be a suitable initial option to control the fuel cell through
the DC–DC converter. Hence, a typical first and classic approach like the pro-
portional–integral (PI) is designed in this chapter. On the other hand, nonlinear
strategies design can improve the effectiveness, specially when a real-time controller
is embedded. Fuzzy-logic controller (FLC) represents a non-linear strategy which
its construction is based on the designer expertise within the system and traduced
through if-then causal rules in fuzzy sets. FLC is known for its simplicity and ro-
bustness which are the main advantages when it is employed in complex models [70].
Due to their significant benefits, predictive control methods also have attracted the
intention of many researches and they have been implemented in a wide range of
applications, including power converters, actuator faults, pharmaceuticals industry,
chemical processes, and induction motors [80–91]. Another nonlinear controller is
back-stepping (BSTP) which is a Lyapunov-based design that intents to split the
whole feedback-system into sub-systems with the aim of developing a controller that
considers the sub-parts [118]. Therefore, the mechanics of this approach through a
Lyapunov-design can ensure the stability of the entire close-loop system.

9.2. Proportional integral (PI) Control

Proportional–Integral controller (PI) is a control loop feedback system that at-
tempts as much as possible to continuously calculate the difference between the
desired and actual (measured) outputs. The control function of the PI controller
is given in Equation 9.1, while its synoptic diagram is shown in Figure 9.1. Where
e(t) is the error, Kp and Ki are respectively the proportional and integral coefficient
terms.

s = Kpe(t) +Ki

∫︂
e(t)dt (9.1)

Although the PI controller is commonly used in a wide range of applications,
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Chapter 9 Alternative control methods for PEM fuel cell system

Figure 9.1: Synoptic Diagram of PI Controller.

several drawbacks such as the difficulties of finding out the constants Kp and Ki

are causing a big issue [267–270]. Moreover, its sensibility dealing with the load
variations has caused researchers to look for another controllers which can provide
robustness against load variations. In this paper, the method used for determining
the values of Kp and Ki is known as “Ziegler–Nichols tuning method”. This last, was
found and developed by J. G. Ziegler and N. B. Nichols. It is an online method which
is usually used when there is a lack of knowledge of the model parameters [271]. In
order to apply this method, three main steps should be accomplished.

1. The first step is to switch off the integral and derivative gains (Ki = 0 and
Kd = 0).

2. The second step is to increase the kp gain from a low/zero value until the first
sustained oscillation occurs (Figure 9.2). The reached gain at the sustained
oscillation is noted as a critical value kcr, while the period of these oscillations
is measured as Pcr.

Figure 9.2: Sustained oscillation with a period Pcr.

3. Finally, taking into account the type of the used controller, Kp and Ki can be
calculated using the formula given in Table 2.

The performances of the PEMFC stack and the boost converter, under the use of
the PI controller are presented in Figures 9.3, 9.4, 9.5 and 9.6.

Figure 9.3 exposes the performance of the duty cycle signal in the first and second
load change. As it can be seen in this figure, the duty cycle of the SMC shows several
chattering behaviour in the steady reference following. Since the duty cycle is the
control action, certainly it will reflect this phenomenon in the input and output

144



9.2 Proportional integral (PI) Control

Table 9.1: Ziegler–Nichols Tuning Rules.
Type of Controller Kp Ti = Kp/Ki Td = Kd/Kp

P kcr/2 ∞ 0
PI kcr/2.2 Pcr/1.2 0

PID kcr/1.7 Pcr/2 Pcr/8

Figure 9.3: Duty cycle signal.

Figure 9.4: PEMFC stack voltage and current.

electrical measures of the boost converter. On the other hand, the duty cycle signal
of the PI controller indicates a smooth and gradual rise to the desired operating
point. However, one drawback of the PI controller is its slow response time since
it takes around 15 s for the first load change and around 13 s for the second load
change.
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Figure 9.4 shows the PEMFC generated voltage and current where the robustness
can be reflected in the overshoot and undershoot measured in the first load rise. In
comparison to the SMC (which performance was the highest one in this step), the
PI overshoot and undershoot were 1.17 V and 2.02 V respectively for voltage and
current, which entails a difference of 0.57 V and 0.82 A when compared with the
SMC. A similar trend was observed in the second load change where the SMC still
had a better demeanour than the PI since it showed same improved features as the
voltage undershoot and current overshoot decreased from 2.26 V and 4.4 A to 0.9 V
2.6 A respectively.

Figure 9.5: PEMFC stack power.

The stack power signal is displayed in figure 9.5. This latter presents a slight
similarity within each structure, the SMC accomplished an undershoot of 6 W
and and an overshoot of 6.5 W respectively for the first and second load variations,
whereas the PI got a further difference with 3.5 W and 1.4 W. Regarding the response
time for each stack analyzed variable, certainly the SMC is faster than the PI as the
integral reduces the speed; however, a reduction in the response time of the PI could
be achieved but this will lead to turn off the stack since the current overshoot will
increase to limit current of the PEMFC.

Last description takes into account Figure 9.6 which represents the analysis of the
boost converter signals (Pout, Vout and Iout) when the load increases to 50 Ω at t=
25 s and shifts back to 20 Ω at 45 s.

9.3. Fuzzy Logic Control (FLC)

An improved procedure from the last presented architecture is a type-1 fuzzy
interference, which is a non-linear controller that operates better than a conventional
PID, especially for severe nonlinearities [272]. The input to the controller consists
of the error and its derivative which are multiplied by the factors Ke and Kd; this
results in the variables E and ∆E, which represent error and its change normalized
in the range of [-1 1]. The constant Kb is intended to increase the output of the FLC
based on an incremental control action (Figure 9.7).
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Figure 9.6: Boost converter output power, output voltage, and output current.

The structure of the rules was configured as the Equation 9.2: where ∆U is the
output of the fuzzy block, Gm is the corresponding crisp set in which m goes from 1 to
the total number of rules used; k and l cover the range of membership functions that
corresponds to E and ∆E, respectively. The fuzzification process entails triangular
overlapped membership functions related to each normalized input. In this research,
the membership functions for the inputs were uniformly discretized in terms of
negative big (NB), negative medium (NM), negative small (NS), zero (Z), positive
small (PS), positive medium (PM) and positive big (PB); these values were defined
as -1, -0.66, -0.33, 0, 0.33, 0.66 and 1, respectively. Therefore, 25 fuzzy rules were
adapted where its defuzzification mechanism was configured in constants discretized
uniformly in the range of [-1 1].

Rm : If E = B1k and ∆E = B2l ⇒ ∆U = Gm (9.2)

The performance of the PEMFC stack under the use of the FLC is presented from
Figure 9.8 to Figure 9.11. These figures shows respectively the wave-forms of the
duty cycle signal, stack voltage, stack current, stack power, and finally the DC-DC
output signals.
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Figure 9.7: Type 1 fuzzy logic control structure.

E \ ∆E NB NS Z PS PB
NB NB NM NM NS Z
NS NM NM NS Z Z
Z NM NS Z PS PM

PS Z Z PS PM PM
PB Z PS PM PM PB

Table 9.2: FLC linguistic rules.

Figure 9.8: Duty cycle signal.

Figure 9.8 exposes the performance of the duty cycle signal in the first and second
load change. As it can be seen in this figure, the duty cycle of the FLC shows several
chattering behaviour in the steady reference following. Since the duty cycle is the
control action, certainly it will reflect this phenomenon in the input and output
electrical measures of the boost converter. On the other hand, the duty cycle signal
of the PI controller indicates a smooth and gradual rise to the desired operating
point. However, one drawback of the PI controller is its slow response time since
it takes around 15 s for the first load change and around 13 s for the second load
change.

Figure 9.9 shows the PEMFC generated voltage and current where the robustness
can be reflected in the overshoot and undershoot measured in the first load rise. In
comparison to the PI controller, the FLC overshoot and undershoot were 1.03 V and
1.72 A respectively for voltage and current, which entails a difference of 0.14 V and
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Figure 9.9: PEMFC stack voltage and current.

0.3 A when compared with the conventional PI. A similar trend was observed in the
second load change where the FLC still had a better demeanour than the PI since
it showed same improved features as the voltage undershoot and current overshoot
decreased from 2.26 V and 4.4 A to 2.01 V and 3.59 A respectively.

Figure 9.10: PEMFC stack power.

Figure 9.10 shows the trajectory of the generated power. It is obvious that, using
the FLC, the desired operating power point is achieved with high robustness and
global stability of the closed-loop system . The chattering magnitude using the FLC
is around 0.9 W , while it is only around 0.1 W when using the conventional PI
controller. However, the drawback of this latter is it lack of robustness when facing
load variation since it takes around 15 s to reach the desired operating power point.
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Figure 9.11 shows the output signals behaviour of the step-up DC-DC converter.
According to this figure, gradual and smooth movements to the desired value are
obtained. However, in spite of the chattering phenomenon which is caused by the
FLC during the steady state, its robustness to converge the system in a short times
which will results in a high tracking accuracy, is an important advantage over the
conventional PI.

Figure 9.11: Boost converter output power, output voltage, and output current.

9.4. Model predictive control (MPC)

The main feature of the model predictive control (MPC) is its capability to predict
the future behavior of the desired control variables [273]. In other words, it is an
optimization technique that computes the next control action by minimizing the
cost function which is the deference between the predicted variable and the specified
reference. The MPC is also characterized by a straight forward implementation,
it has no issue with the stability, and the quality of the response is depending on
the control design. In MPC, the future predicted state path is called the prediction
horizon. This latter is the number of samples Ts over which a prediction of the plant
states/outputs is evaluated. According to Figure 9.12, the future values of output
variables at the samples k + 1, k + 2.. are predicted using the dynamic model of the
process (X(k)) and current measurements. Besides, according to this figure, it is
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noticed that the control actions are based on both future predictions and current
measurements. The manipulated control variables u(k), at the k − th sampling
time are computed such that the objective function J is minimized. These control
variables will be implemented as a control signal to the process.

Figure 9.12: Basic concept for Model Predictive Control MPC.

Figure 9.13 illustrates the general scheme of the MPC approach for power electronics
converters [273], where X(k) are the measured variables which used in the model
to compute the predictions X(k + 1) of the controlled variables. The model used
for the prediction is a discrete time state-space model which can provide predictive
capability for the MPC controller [274]. The design of the MPC control for high
step-up power electronic converter (boost converter) can be done using the following
steps [273]:

Modeling the power converter and determining its state-space model.

Obtaining the discrete time state-space model that allows the prediction of the
future behaviour.

Defining the cost function J that represents the desired behaviour of the system.

Determining the MPC control law that minimizes the cost function J .

According to [275–277], and by using the sampling time Ts, the discretized equations
of the boost converter can be given as Equations (9.3) and (9.4) for the open switch
case, and (9.5), (9.6) for the close switch case.

Open switch:

IL(k + 1) = IL(k) − Ts
L
Vout(k) + Ts

L
Vstack(k) (9.3)

Vout(k + 1) = Vout(k) − Ts
RC

Vout(k) + Ts
C
IL(k) (9.4)
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Figure 9.13: MPC general scheme for power electronics converters

Closed switch:
IL(k + 1) = IL(k) + Ts

L
Vstack(k) (9.5)

Vout(k + 1) = Vout(k) − Ts
RC

Vout(k) (9.6)

Using the discretized Equations given in (9.3), (9.4), (9.5), and (9.6), or by using
the the forward Euler approximation [278] given in Equation (9.7), the discrete-time
state-space model of the boost converter can be written as Equations (9.8):

x(k + 1) = (I + TsA)x(k) + TsBd(k) (9.7)

[︄
IL(k + 1)
Vout(k + 1)

]︄
=
[︄

1 −(1 −D(k))Ts
L

(1 −D(k))Ts
C 1 − Ts

RC

]︄ [︄
IL(k)
Vout(k)

]︄
+
[︄

Ts
L

0

]︄
Vstack(k)

(9.8)
The control objective is to make the stack current IL(k) close as much as possible
to the reference current Iref (k). This could be obtained by minimizing the cost
function J which is is defined as the error between the predicted value and the desired
reference value. The expression of the cost function can be written as Equation (9.9).
Hence, if the used prediction horizon is equal to one h = 1, then, once the value of
the controlled variables are obtained at the next sample time and for both switching
states, s = 0 and s = 1, the cost function J will be evaluated. The block scheme of
the proposed MPC technique is shown in Figure 9.14.

Jn=0,1
s=n = |IL,s=n(k+1) − Iref | (9.9)

By evaluating the cost function J for both states, it selects the one at which the next
predicted value is closer to the value of the desired reference current iref . It should
be noted that the MPC approach has the capability to predict the next n-samples of
the prediction horizon, which means that the cost function at the future n-step can
be calculated. The discrete-time system that provides the n-samples of the future
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Figure 9.14: Block scheme of the proposed MPC technique.

prediction horizon can be written as Equations (9.10) and (9.11).

IL(k+ n+ 1) = IL(k+ n) − (1 −D(k+ n))Ts
L
Vout(k+ n) + Ts

L
Vstack(k+ n) (9.10)

Vout(k + n+ 1) = (1 −D(k + n))Ts
C
IL(k + n) + (1 − Ts

RC
)Vout(k + n) (9.11)

In this work, a MPC with prediction horizon equal to two h = 2 is used. To this
end, the calculation of the controlled variable IL at time tk+2 is necessary. However,
this could be an easy task by using Equations (9.10) and (9.11). The process of the
proposed MPC technique with a prediction horizon h = 2 is depicted in Figure 9.15.
According to this figure, to calculate the value of predicted controlled variable IL(k+2),
the calculation of the system variables at time tk+1 is required.

Figure 9.16 illustrates the operating principle of the proposed MPC technique.
Hence, by observing the system behaviour for the future two-step horizon and by
evaluating the cost function at each step, it will be possible to select the best switching
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Figure 9.15: Schematic diagram of the proposed MPC process with a 2-step prediction
horizon

state at which the cost function has the lowest value. The whole possible sets of
switching states that could be evaluated for h = 2 are given in Equation (9.12).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

S(k+1) = 0 and S(k+2) = 0

S(k+1) = 0 and S(k+2) = 1

S(k+1) = 1 and S(k+2) = 0

S(k+1) = 1 and S(k+2) = 1

(9.12)

Figure 9.16: Schematic diagram of the proposed MPC operating principle.

It should be noted that there are two strategies that could be used to calculate
the predicted state X(k + 2). The first one is to evaluate the cost function at each
step (sampling time). For instance, by taking the example presented in Figure 9.16
where the performed switching actions are indicated with the black bold line; at first,
when the sampling time is tk, the controller has to choose between S1 and S0, where
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the choice is based on the most preferred switching condition that leads to minimize
the cost function J . Since S1 is selected in this example, then, it means that the
predicted controlled variable IL,s=1(k+1) that corresponds to S1 is the closest to the
desired reference Iref . Following the same criterion for the two-step horizon at which
the sampling time is tk+1, the controller will decide between S11 and S10. Since S10 is
selected, then, the cost function J10 is performed and considered as the cost function
of the previous step at the sampling time tk+1. However, although the simplicity of
this strategy, it may fall in a local lower cost function since the cost functions J01

and J11 that respectively corresponding to the switching states S01 and S11 were not
evaluated. The second strategy is to evaluate the cost functions of the whole sets of
switching states that given in Equation (9.12) and finally the lowest cost function is
performed. The performed switching actions using this method are indicated with
the blue bold line. The main feature of this method is its capability to calculate the
global lower cost function for two-step horizon. Therefore, a new cost function for
the two-step prediction horizon is defined in Equation (9.13). This letter is composed
of the error at the sampling time tk+1 plus the error at the sampling time tk+2.

Jn=0,1&m=0,1
s=m = |IL,s=m(k+2) − Iref | + Js=n (9.13)

Figure 9.17: Schematic diagram of the switching condition combinations for the
2-step horizon.

The evaluation of the four cost functions J00, J01, J10 and J11, for the 2-step horizon
is presented in Figure 9.17. The combination with the lower cost function value
for the 2-step prediction horizon is represented by the the black color, where faded
colors were used for the combinations with higher cost functions value. According
to these combinations, if the first method of prediction is used then the preferred
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cost function belongs to the combination 3 since S1 < S0 and S10 < S11. If only the
evaluation of the cost function for the 1-step is considered (Equation (9.9)), then,
the preferred cost function belongs to the combination 3 or 4 since S1 < S0. If only
the evaluation of the cost function for the 2-step is considered (Jm=0,1

s=m ), then, the
preferred cost function belongs to the combination 2 since S01 lower than S00, S10

and S11. However, although this evaluation gives the same result with the proposed
method for the example presented in Figure 9.17, it may not be the most appropriate
for other examples. Therefore, a combined cost function involving the two steps, as
defined in Equation (9.13), can provide the best switching condition for tracking the
desired reference.

Figure 9.18 shows the duty cycle signal for both PI and MPC algorithms. It
is noticed that both of the algorithms show a soft and smooth rise to the desired
reference value. However, it is clearly shown that the proposed MPC algorithm is
characterised by a high convergence speed in comparison with the conventional PI.

Figure 9.18: Duty cycle signal.

Figure 9.19 and Figure 9.10 shows the stack current, voltage and power signals.
The performances of both algorithms when experiencing significant changes in load
resistance is clearly demonstrated at t=25 s and t=45 s. Hence, at the instant t=25
s, the PI shows an undershoot current of 2.02 A, an overshoot voltage of 1.17 V and
an undershoot power of 9.5 W . For the instant t=45s, an overshoot current of 4.4 A,
an undershoot voltage of 2.26 V and an overshoot power of 7.9 W .

On the other hand, at the instant t=25 s, the MPC algorithm shows an undershoot
current of 1.9 A, an overshoot voltage of 1.09 V and an undershoot power of 9.3 W .
For the instant t=45 s, an overshoot current of 3.87 A, an undershoot voltage of 1.9
V , and an overshoot power of 7.75 W . However, these undershoot and overshoots of
the MPC are appeared only for short duration and then, the signals converge to the
desired value. Thus, at both times of load variations, the response time of the MPC
is less than 2 s. Therefore, high robustness against load variations is achieved using
the MPC algorithm. The chattering magnitude of the MPC is around 0.124 V , 024
A, and 0.9 W respectively for voltage, current and power.

Figure 9.21 shows the behaviour of the step-up DC-DC converter output power,
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Figure 9.19: PEMFC stack voltage and current.

Figure 9.20: PEMFC stack power.

output voltage, and output current, while facing load resistance variation at t= 25 s
and t= 45 s. It should be noted that the two experiments of PI and MPC were done
in different temperature conditions which results in slight difference in the results.
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Figure 9.21: Boost converter output power, output voltage, and output current..

9.5. Back-stepping control (BSC)

Back-stepping technique is a recursive design methodology developed in 1990 by P.
V. Kokotovic and his coauthors for designing stabilizing controls. It becomes one
of the most important robust algorithms due to its ability to control chaos and its
flexibility in the construction of control law. Recently, it has been commonly used in
numerous applications especially for nonlinear uncertain systems (e.g., PEMFC power
systems) [121–126,279–284]. The back-stepping approach is designed as follows:

Step 1. First, we define the tracking current error as

e1 = x1 − Impp. (9.14)

In order to achieve the tracking objective, it is needed to enforce e1 to vanish.
Therefore, the dynamics of e1 must be clearly defined. By placing Equation
(5.41) into Equation (9.14), the time derivative of e1 can be written as

e1̇ = −(1 − u1)x2
L

+ VStack
L

− İref (9.15)
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where the quantity x2
L is a virtual variable. In order to stabilize the virtual

error e1, a Lyapunov function V1 is considered:

V1 = 1
2e

2
1. (9.16)

Using the equations mentioned above, the time derivative of V1 can be repre-
sented as

V̇ 1 = e1ė1 = e1

(︃
−(1 − u1)x2

L
+ VStack

L
− İref

)︃
. (9.17)

Equation (9.17) shows that e1 can be adjusted to zero (e1 = 0) if x2
L = γ1,

where the stabilizing function γ1 is defined by Equation (9.18):

γ1 = 1
1 − u1

(︃
b1e1 + VStack

L
− İref

)︃
(9.18)

where b1 is a positive constant parameter. Since x2
L is a virtual variable and

not the actual input of the controller, then a second tracking error variable e2

is given by Equation (9.19):

e2 = x2
L

− γ1. (9.19)

Using Equations (9.15) and (9.18), Equation (9.19) can be written as

ė1 = −b1e1 − (1 − u1)e2. (9.20)

Therefore, the Lyapunov function given in Equation (9.17) can also be rewritten
as

V̇ 1 = −b1e
2
1 − (1 − u1)e1e2. (9.21)

Step 2. The aim of this step is to enforce the errors (e1, e2) to vanish. For this
reason, first of all, the dynamics of e2 must be determined. Using Equations
(9.18) and (9.20), the time-derivative of e2 can be obtained as

ė2 = − u1̇
1 − u1

γ1 + Ψ (9.22)

where

Ψ = 1
1 − u1

(︄
b2

1e1 + (1 − u1)b1e2 − V̇ Stack

L
+ İref

)︄
+ 1
L

(︃1 − u1
C

x1 − x2
RC

)︃
(9.23)

In order to obtain a stabilizing control law u1 for the whole system, the following
Lyapunov function candidate is proposed:

V = V1 + 1
2e

2
2 = 1

2e
2
1 + 1

2e
2
2. (9.24)
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The time derivative of the above Lyapunov function is obtained by combining
Equations (9.21) and (9.22):

V̇ = V̇ 1 + e2ė2 (9.25)
= −b1e

2
1 + e2 (ė2 − (1 − u1)e1) . (9.26)

It can be easily determined that the global asymptotic stability of the equilib-
rium (e1, e2) = (0, 0) is achieved only if the time derivative of the error variable
e2 is chosen as

ė2 = −b2e2 + (1 − u1)e1 (9.27)

where b2 is a positive design parameter. Finally, by combining Equations (9.22)
and (9.27), the following control law can be obtained:

u1̇ = 1 − u1
γ1

(b2e2 − (1 − u1)e1 + Ψ) . (9.28)

Using the above equations, the implementation of the back-stepping algorithm in
the Matlab–SimulinkTM environment is presented by Figure 9.22.

Figure 9.22: Synoptic diagram of the back-stepping algorithm.

Figures from 9.23 to 9.25 show respectively the duty cycle signal, the PEMFC
output signals (voltage, current, and power), and finally the boost converter output
signals (voltage, current, and power). These figures show the behaviour of the
back-stepping and PI algorithms to track the desired reference current. In general,
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9.5 Back-stepping control (BSC)

both of the controllers show global stability and satisfactory tracking results so as to
keep the system operating at the desired value. However, it is clearly shown that the
back-stepping algorithm has a high capability to decrease the response time from 15
s to 7.5 s which represents a reduction of 50 %, when facing sharp load resistance
variation at t=25 s and t=45 s.

The duty cycle signals generated by the controllers are shown in Figure 9.23. As
can be seen from this figure, the controllers effectively control the duty cycle so as to
obtain constant current with global system stability. It is important to note that, one
advantage of the back-stepping over the previous studied algorithm is its robustness
while providing smooth response with almost zero chattering.

Figure 9.23: Duty cycle signal.

Figure 9.24: PEMFC stack voltage and current.
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Chapter 9 Alternative control methods for PEM fuel cell system

The behaviour of the fuel cell output voltage and current signals when facing load
resistance change is shown in Figure 9.24. According to this figure, it is clear that
both of the controllers manifest almost zero ripples in the steady-state response zone.
However, the advantage of the back-stepping over the conventional PI is its high
robustness. Hence, by varying the load resistance from 20 Ω to 50 Ω and from 50 Ω
to 20 Ω, the back-stepping manifests an improved overshoot and undershoot voltage
of 0.02 V and 0.049 V. Moreover, when using the back-stepping, the signals swiftly
converge to the steady-state value with an improvement of 50 % when comparing to
PI scheme.

The fuel cell output power trajectories are presented in Figure 9.25. According to
these latter, it is obvious that using the back-stepping, the desired operating power
point is attained with swift speed and stability of the closed-loop system. Besides,
smooth response with almost zero steady-state ripples is obtained. It should be noted
that although the overshoot and undershoot voltage of the back-stepping were better
than the PI’s one, the power overshoot and undershoot shown in in Figure 9.25
displays opposite results. However, it is clearly proven that the back-stepping has
succeeded at reducing about 50 % of the convergence time when comparing to the
conventional PI.

Figure 9.25: PEMFC stack power.

9.6. Conclusions

In this chapter, five alternative algorithms including proportional integral (PI),
fuzzy logic control (FLC), module predictive control (MPC) and back-stepping
control (BSC) have been designed and implemented for a Heliocentris commercial
PEMF; where the goal is to obtain fast, robust and an accurate response. To test
the robustness of these types, two load changes at 25 s and 45 s where in the first
one, the resistance shifted from 20 Ω to 50 Ω and in the second step regressed to 20
Ω, were used.

Results presented in this chapter have shown that when comparing to the conven-
tional PI controller, the proposed techniques have shown high capability to reduce
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the response time while providing high robustness against variations of the load
resistance. The performance of the proposed algorithms that presented in this chapter
are summarised in Table 9.3.

As it is shown, the advantages and drawbacks are varied from one algorithm
to another. In terms of overshoots and undershoots, the FLC shows the highest
performance but the response time and the steady state oscillation are not the best
when comparing to other algorithms.

The performance of the MPC are quite near to the the FLC one. It has better
convergence speed but the overshoots and undershoots are higher.

Regarding the BSC, it has the best results in terms of steady state oscillation since
it shows the lowest value with the PI controller over the rest of algorithms. However,
in spite of reducing the response time of the PI by 50 %, this value still higher when
comparing to the other algorithms.

Table 9.3: Performance of the proposed high order SMC algorithms.
Controller Overshoot Undershoot Response

Time
Steady State
Oscillation

PI

FLC

MPC

BSC

7.9W

5.62W

7.75W

9.36W

9.5W

6.83W

9.3W

9.6W

15s

3s

1.2s

7.5s

0.2W

0.9W

0.9W

0.2W
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Chapter 10

Application of maximum power point
tracking algorithms (MPPT) for real
systems

10.1. Introduction

In the literature, a great number of classical MPPT methods have been re-
ported [285–313]. However, the commonly used are: fractional short or open-
circuit (FSC, FOC) [285,286], perturb and Observe (P&O) [287,288], voltage and
current based MPPT [289], incremental conductance (Inc-Cond) [290], extremum
seeking control (ESC) [291–294], proportional-integral-derivative (PID) [295], linear
quadratic regulator (LQR) [296], sliding mode control (SMC) [297–301], current
sweep (CS) [302], fuzzy logic control (FLC) [303–309]. Each method of these existing
algorithms characterized by its complexity in hardware implementation, convergence
speed, sensors required, sensed parameters and cost.

This chapter presents a real time application of different MPPT methods including
P&O, INC, SMC, FLC, MPC and high order sliding mode control based prescribed
convergence law (HOSMC-PCL). This latter was used for a commercial fuel cell
system FC-42 Evaluation Kit 360W, where the other algorithms were applied for a
commercial PV system PEIMAR SG340P.

10.2. Hardware Description

10.2.1. Fuel cell system

The experimental system presented in Figure 10.1 consist of: FC-42 Evaluation
Kit 360W, FC-42 Control unit, DC/DC converter, slide adjustable power resistor,
programmable DC power supplies (BK Precision 1788), MicroLabBox dSPACE
DS1202, and a host computer.

The FC-42 Evaluation Kit is a system that operates fuel cell stacks. It provides
reliable and easy operation for FC-42/HLC stack series module which manufactured
by Schunk Bahn industry. The technical data of this system are shown in Table
10.1. The FC-42/HLC stack is composed of 42 cells supplied by hydrogen and cooled
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Figure 10.1: Experimental setup.

with water. It delivers 360 W as a rated power with current 15 A and voltage 24
V. The FC-42 360 W Evaluation Kit is equipped with complex hydrogen and air
supply system, cooling system, as well as protection and regulation system. The
main role of the protection system is allowing low range variations in quantities of
temperature and supplied air. One of the most important factors which influence the
stack effectiveness is moistening the membrane. This latter is required for assuring
the conductivity of protons in the membrane and prevent the dryness. On the
other hand, high humidity results in water condensation in the membrane surface
which leads to limit the bonding between oxygen and hydrogen. However, proper
moistening could be done by supplying an adequate amount of air via the cathode
side. Since the supplied air is dependent on the stack temperature, then, a proper
setting of temperature leads to proper moistening which will result in an increase in
the overall stack efficiency. To obtain proper humidity of supplied air (RH ≈ 95%), it
must go through the cooling tank, where a properly moistened is realized. Hydrogen
inlet pressure P1 is supplied at the anode side with a constant level (P1 ≈ 28 kPa).
The outlet of the anode is kept closed using a valve. This latter opens periodically in
pulses so as to perform the purging of the anode. Regulation and protection systems
also have the role of avoiding the destruction of the stack by preventing the exceeding
values of temperature, current, and voltage. Thus, at cooling water temperatures
more than 55 °C, voltages below 20 V, and currents above 35 A, the disconnection of
the load is done automatically.
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Chapter 10 Application of maximum power point tracking algorithms (MPPT) for real systems

The FC-42 360 W Evaluation Kit is also equipped with measuring and control
system as shown in Figure 10.2. It is used to determine the following quantities:

Stack current (with an accuracy of 0.8 A)

Stack voltage (with an accuracy of 0.1 A)

Stack power (calculated)

Cooling temperature T1 (with an accuracy of 0.7 °C)

Exhaust air temperature T2 (with an accuracy of 0.7 °C)

hydrogen inlet pressure P1

hydrogen operating pressure P2

Excess air (calculated)

It should be noted that the authors also have used external devices for current and
voltage measurements so as to avoid the low accuracy of the measuring system.

Figure 10.2: PEM fuel cell measuring system.

The host computer has an important role in the experimental system. It orga-
nizes and exchanges the data between the software (simulink, controldesk..)and the
hardware (dSPACE, FC-42 Control unit..). The characteristics of the host computer
used in the experiments are as follows; operating system: windows 10; processor:
Intel(R) CoreTM i7 CPU; RAM:16 GB; Hard disk space: 500 GB; ports: 6 free USB
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ports; graphical user interface with resolution of 1920×1200 pixels; and I/O boards
interface for physical interactions with the DS1202.

The dSpace used in this experiment is MicroLabBox dSPACE-DS1202. It is a
new laboratory’s compact system that offers excellent performance and versatility.
It helps the user to turn the theoretical concepts into reality, as well as it enables
the user to setup the experiments quickly and easily. MicroLabBox has more than
100 channels with different I/O types which make it a versatile development system
that could be utilized in many fields such as development areas and mechatronic
applications. Besides, it has a dual-core processor with 2 GHz and a programmable
FPGA which allow the user to test even exceedingly fast control loops. It is supported
by Real-Time Interface (RTI) and ControlDesk software packages so as to enable
the linkage with the Simulink(R) and ConrolDesk software. The integration of the
MicroLabBos with the host computer and the power converter is shown in Figure 10.3.
Once the Simulink model is compiled, the RTI sends the generated C code to the

Figure 10.3: System implementation.

MicroLabBox. This latter will convert this code to PWM pulses and they will be sent
to the power converter so as to track the desired operating power point. The power
converter signals are supplied to the MicroLabBox via its analog-to-digital converter
(ADC), and they will be linked with the Simulink model using the RTI library. The
evolution of all the obtained signals are recorded and visualized online using the
Controldesk monitoring software. This latter has the ability to measure and adjust
all the model parameters at run time. Besides, it provides different graphical tools
which help the user to obtain clear results. Therefore, the observation and evaluation
of the parameters changes can be easily done at run time.

The experimental power and potential Vs current characteristic curves of the
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FC-42 Evaluation Kit are shown in Figure 10.4. According to this figure, it is clear
that the potential characteristic curves validate the theoretical results which already
presented in Figure 3.14 and Figure 3.15. Besides, it is notable that the performances
of the FC-42 are enhanced by boosting the operating temperature from 42 °C to
45 °C, while they are dropped for temperatures above than 53 °C . The increase
of the performances could be explicated by the rise in membrane conductivity and
the exchange current density which leads as a consequence to reduce the activation
losses. However, for higher temperatures, the conductivity of the membrane reduces
because of the diminishing of the relative humidity in the cell membrane. It is also
observed from the characteristic curves that the appearance of the activation and the
concentration zones is inconspicuous and this is due to the measurement sensitivity
at low and high currents.

Figure 10.4: Experimental power and potential Vs current characteristic curves of
the FC-42 Evaluation Kit.

10.2.2. PV system

The Figure 10.5 shows the workflow through the hardware involved in the experi-
ments. The PV module used is a PEIMAR SG340P made of polycrystalline silicon
which represents a suitable versatility and efficiency. These are commonly employed
in commercial, residential and industrial installations. Since the structure design was
focused in the lightness and robustness it has high stiffness and feasible installation.
Extra technical information of this devices is detailed in the Table 10.2.

The temperature and irradiation were measured with a silicon external sensor from
the manufacturer Ingenieurbüro Si-V-10TC-T, which is reliable for PV variables
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Figure 10.5: Software-hardware workflow diagram.

Table 10.2: Peimar SG340P Specifications
Properties Values Units
Dimensions 156x156 mm

Maximum power 340 W
Open circuit voltage 45.2 V
Max power voltage 36.7 V
Max power current 9.28 A

Number of cells in series 6 unit
Number of cells in parallel 12 units

Isc 9.9 A

related monitoring. This module is made of a monocrystalline silicon solar cell that is
connected to a shunt. Also it is capable to compensate the measurements since it has
an active temperature compensator through a sensor that is laminated to the back
surface of the module. As a consequence of this action, it provides a temperature
lecture for additional information. Both measured signals are transmitted as voltage
variations in the range of 0-10V. Further concerning details are provided in the
Table 10.3.

Table 10.3: Ingenieurbüro Si-V-10TC-T Specifications
Properties Values Units

Voltage supply 12 to 28 VDC
Irradiance measurement range Up to 1500 W/m2

Temperature measurement range -40 to 90 ºC
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The characteristics curves shown in Figure 10.6 were obtained by a considerable
value of resistance linked to the PV system; this value was decreased gradually while
the data were being recorded. Simultaneously, the environment temperature and
irradiation were gathered, which varied, respectively, between 14.6 ◦C and 36.6 ◦C
and from 64 W/m2 to 808 W/m2.

Figure 10.6a indicates the relation between the voltage and the current where
three sections are distinguished and were labeled in the research conducted by the
authors of [314]. The first is called the current source part, where this feature tends
to stay constant; the second one, known as the knee of the I-V curve, is the section
where the MPP is achieved; and finally, the voltage source part is where the current–
voltage is linearly related. Along the current source section, this tends to stay almost
constant between 0 V and 35 V. However, this section is highly dependent on the
irradiation, which, ideally, lean these curves upwards, whereas the temperature shifts
in a horizontal movement [315]. The knee and the voltage source part are mostly
conditioned by the temperature, which moves the curves to the right hand side of
the graph [316].

Figure 10.6b shows the voltage–power curve where, in this case, the irradiation leans
the curves upwards and the slope of the initial linear behaviour ascends. Nevertheless,
the temperature influences a diagonal drive of the curves. Therefore, this means that
the irradiation moves the MPP on a vertical axis, whereas the temperature moves
the curves on an slanted axis.

Figure 10.6: PV panel characteristic curves, where: (a) voltage-current; (b) voltage–
power.

10.3. Perturb and observation P&O Algorithm

This algorithm is based on an intentional and periodical perturbation on the control
command with a following observation and evaluation of the system output [317].
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Applied to PV systems, the perturbation is generated through a change in the voltage
Vpv(k) and current Ipv(k), such that the power of the PV is measured. This implies
that the slope ∆P/∆V can be calculated, which helps with knowing whether the
MPP is achieved, as Figure 10.8 shows.

Figure 10.7: Power–Voltage curve with the P&O mechanism to reach the MPP.

Based on the previous description and on the detailed logic of Figure 10.8, the knowl-
edge of Ppv(k) and Vpv(k) and its delay in k − 1 allows for the calculation of the
slope. Therefore, if the latter mentioned value is positive, the duty cycle d will
increase such that the algorithm output u = d+ δd and aims to reach the MPP; on
the contrary, when the position is at the right side of the MPP, the control signal
decreases through u = d+ δd.

An interesting example of simulated implementation of P&O was carried out by
Murtaza et al. [318], where they used this algorithm for a two-stage coordinated PV
system. Despite that this study lacks of experimental results, the authors showed
that it is also effective in distributed systems. Another case where experiments were
involved in a PV system, had shown that conventional P&O techniques are very
sensitive to step size (which is related to the disadvantages of this method) [319].

The results of the P&O tracking method applied for the SG340P panel are presented
in Figure 10.9 and Figure 10.10, where the irradiation, temperature, load resistance,
duty cycle and current signal are respectively displayed from (a) to (e) in Figure 10.9;
while the PV voltage signal, PV power, boost converter current, voltage and power,
are respectively unveiled from (a) to (e) in Figure 10.10. A resistance load change
was configured with a period of 120s Figure 10.9(c) shows. The amplitude was
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Figure 10.8: Flowchart of P&O algorithm.

Figure 10.9: MPPT based on P&O: (a) Irradiation (W/m2); (b) Temperature (◦C);
(c) Load resistance (Vout/Iout); (d) Duty cycle; (e) PV current.

configured in a square change from 30 Ω to 35 Ω that stayed constant for a certain
time. Later, during the decrease, the change was from 35 Ω to 30 Ω. The schedule
was configured with the aim of testing the algorithm performance at unexpected and
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Figure 10.10: MPPT based on P&O: (a) PV voltage; (b) PV power; (c) Boost
converter output current; (d) Boost converter output voltage; (e)
Boost converter output power.

complex disturbances. Several other unexpected effects such as sudden variation of
the sun irradiation, which is resulting from the transitory cloud, are presented in
Figure 10.9 as well. This variation directly affects the PV performance as can be
seen at t = 570s of Figure 10.9(e) and Figure 10.10(b), (d) and (e).

Figure 10.9 and Figure 10.10 also reveals the behaviour of the P&O when facing
unexpected load variation. Hence, it is clearly that the controller shows robustness
for both load variations. However, chattering phenomenon with an amplitude of 0.3
A is also noticed in Figure 10.9(e). This implies that some amount of the extracted
power will be lost. Regarding to the performance of the boost converter, it is noticed
that the output power (shown in Figure 10.10(e)) was reduced in comparison with
the PV extracted power (displayed in Figure 10.10(b)). Actually, this is a usual
behaviour since the converter was designed to deliver higher power, which implies
that it will not be efficient at low power operation.

10.4. Reference current estimator for tracking the MPP of
a FC-42 Evaluation Kit

The reference current estimator (RCE) has the objective of researching the highest
power point provided by the fuel cell. The corresponding current of this maximum
power point is taken by the controller as a reference current and it generates the
adequate command signal so as to drive the power converter device. In order to
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determine Impp which will be used as a reference current (Iref ), the performance
of the fuel cell at different operating conditions must be studied. In any fuel cell,
variation in temperature, oxygen, or hydrogen has an influence in its performances.
However, the fuel cell used in this work is FC-42 Evaluation Kit 360W, and is
equipped with an internal control system which provides the required quantities of
hydrogen and air (oxygen) for each operating condition. In other words, variations in
the ambient temperature will automatically results in variation in supplied hydrogen
and air. Therefore, to study the performance of the fuel cell at different operating
conditions, experiment tests are occurred at several temperature values as presented
in figure 10.11. The MPP bold red curve depicted in this figure is constructed using
Matlab Curve Fitting ToolboxT M (CFT) which provides functions and applications
for fitting curves and surfaces to data. The CFT bolsters non-parametric modeling
techniques like smoothing, splines, and interpolation. It also provides optimized
solver parameters so as to improve the quality of the fit. In order to construct the
MPP curve, the following steps should be performed:

Gather the data of Pmax and Imax for each P-I polarization curve in two vectors
and load this data at the MATLAB command line. The experimental data
obtained from the FC-42 Evaluation Kit is enlisted in Table 10.4.

Table 10.4: Data of Pmax and Imax

. Pmax 363 362.6 367.2 361 336 357.8 346
Imax 16.89 16.88 16.92 16.86 16.77 16.83 16.80

Execute CFT by entering the function “sftool" or “cftool" in the Command
Window.

Select Imax as X data, and Pmax as Y data so as to import the database. The
CFT will create a default interpolation to fit the loaded data.

Using the fit category drop-down list (Interpolant, Polynomial, Fourier, Gaus-
sian, Weibull..), select various types and try to find the best curve by comparing
the graphical and numerical fit results including fitted coefficients and the good-
ness of fit (GOF). Regarding to the latter mentioned, it includes the sum of
squared due to error (SSE), the R-square, the adjusted R-square and the root
mean squared error (RMSE); these metrics are tools that contribute to find the
best curve that fits the data, for instance, a small SSE indicates a good fitting.

Export the best fit to the Matlab workspace.

In this work, many tests were performed in order to achieve excellent statistics of
the GOF. Hence, the MPP fitting curve constructed using the CFT is presented in
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Figure 10.11: P-I polarization curves at different operating temperatures.

Equation (10.1).

f(x) = P1∗x9+P2∗x8+P3∗x7+P4∗x6+P5∗x5+P6∗x4+P7∗x3+P8∗x2+P9∗x+P10

(10.1)
Were the coefficients Pi (i=1..10) and the goodness of the function are given in

Table 10.5.

Table 10.5: Goodness and coefficient parameters of the fitting function.
Goodness of the fit

SSE: 6873e−2 R-square: 9998e−4 Adjusted R-square: 9996e−4 RMSE: 3708e−3

Coefficients with 95% confidence bounds
P1 = −1514e−9 P2 = 1034e−7 P3 = −2898e−6 P4 = 433e−4 P5 = −3741e−4

P6 = 1887e−3 P7 = −5321e−3 P8 = 7463e−3 P9 = −3863e−3 P10 = 2661e−5

Figure 10.12 explains the operation of the RCE. Thus, by occurring several
projections on MPPT curve (red curve), the PEMFC will be brought from the
operating power point to the desired point at which the stack will deliver its maximum
power. In other words, assuming that the stack is operating at P01 with an operating
current I01. The tracking control will force P01 to be projected onto the MPPT curve
which results in changing its operating current from I01 to I02 and as a consequence,
the operating power point will be P02. The same process is occurred with P02 and
P03 and many other power operating points until the stack achieves the point at
which the MPPT curve crossed the P vs I curve. This intersection point is called the
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Figure 10.12: Principle of the RCE.

MPP and its current “Impp" is used as a reference current for the control algorithm.
Any algorithm of the previous studied ones can be used to drive the actual current to
the desired Impp. However, in this work we used the high order sliding mode based
prescribed converge law (HO-PCL) which is already designed previously.

The performances of the FC-42 under the use of the proposed MPPT control
method are presented in Figure 10.13. It shows respectively the waveforms of stack
current, stack voltage, and stack power. It should be noticed that the noise occurred
in the obtained signals is due to the impact of the control signal time-delay. The
noise also could be resulting from the parasite signals that come from the hardware
system components. Therefore, according to these results, it is clearly demonstrated
that the proposed control method succeeded to extract the maximum power from
the fuel cell. Thus, by running the fuel cell for up to more than 200 seconds, the
MPP can be extracted for temperature variation in a range of [42-55 °C]. Before
starting the control process and aiming to find out the influence of the temperature
on the MPPT control method, the fuel cell was heated manually until 54 °C using
the FC-40 control unit which shown in Figure 10.1. Then, by applying the controller,
the FC-42 power could reach about 375W as shown in Figure 10.13.C. However,
with temperature variations, this amount decreases until 355W or less. This validates
that the proposed control method tracks the MPP curve which already presented in
Figure 10.11.

On the other hand, aiming to find out the behavior of the HO-PCL against the
unexpected disturbances, variation of 20 Ω in the load resistance is applied each 25s.
These variations, as shown in Figure 10.14.A, are done using the programmable
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Figure 10.13: Control results: (A) stack current; (B) stack voltage; (C) stack power;

Figure 10.14: Control results: (A) load variations; (B) duty cycle ; (C) error signal;
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electronic load (PEL) that commuting between 30 Ω and 50 Ω. Although these
sharp variations, it is clearly shown in Figure 10.13, Figure 10.14.B, Figure 10.14.C,
and Figure 10.15, that the proposed HO-PCL shows robustness against external
unexpected disturbances. Thus, soft signals with high accuracy and with small
overshoots are obtained. Besides, a smooth and fast rise to the desired value also
can be seen in Figure 10.15.A and Figure 10.15.B. Consequently, high tracking
performance with good dynamic behavior and global system stability are obtained.

Figure 10.15: Control results: (A) the converter output current; (B) the converter
output voltage; (C) the converter output power;

10.5. Reference voltage estimator for tracking the MPP of
a PV SG340P module

In this case, a RVE was developed by highlighting the MPP points from 790
curves like those in Figure 10.6b, which varied with the radiation, and then a
surface Vref_MPP = f(P, T ) was constructed. This function was attained with
the Matlab Curve Fitting Toolbox since it employs an optimized solver to achieve
suitable parameters that could reach the best fit quality for curves and surfaces.
The framework provided a polynomial surface represented by Equation (10.2); these
parameters were obtained through an optimization of performance metrics to acquire
a suitable goodness of fitting (GOF); these are the sum of squared errors (SSE),
R-square, adjusted R-square and root mean square of the errors (RMSE).
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Table 10.6 provides the obtained metric values, which are appropriate because
the SSE and the RMSE should be minimum whereas the R-square and its adjusted
version should be near the unit [320–322]. Furthermore, the coefficients of Equation
(10.2) are also exhibited with 95% confidence bounds. The representation of the
surface is shown in Figure 10.16 based on voltage, power and temperature.

f(x, y) = p00 + p10 · x+ p01 · y + p20 · x2 + p11 · x · y + p30 · x3 + p21 · x2 · y. (10.2)

Table 10.6: Goodness and coefficient parameters of the fitting function.
Goodness of the fit

SSE: 107.7 R-square: 0.97 Adjusted R-square: 0.97 RMSE: 0.36
Coefficients with 95% confidence bounds

P00 = 38.18 P10 = 0.067 P20 = −0.00057 P30 = 1.389−6

P01 = −0.088 P11 = −7.207−5 P21 = −7.86−7

Figure 10.16: Reference voltage representation.

To verify the performance of the designed and explained RVE, two experiments were
conducted in different conditions, the outcomes of which are shown in Figures 10.17
and 10.18. For each figure, (d) is the output of the RVE, whereas the data of (b)
and (e) are the inputs. Based on both figures, the values of temperature and the
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irradiation match with each curve where the MPP voltage is around 36 V and 32 V,
respectively, for each condition; this is verified with the obtained results where the
voltages are around the mentioned values. Surely, these are inconstant as the power
fluctuates as well as being mainly affected by the irradiation and temperature; this
effect is seen as a correlation between sub-figures (a) and (e).

Figure 10.17: RVE experiment used for the SMC: (a) Irradiation (W/m2); (b) Tem-
perature (◦C); (c) PV current; (d) PV voltage; (e); (f) PV power.

10.5.1. SMC based RVE

The results of the MPPT tracking method based on a combination of SMC and
RVE are presented in Figure 10.19 and Figure 10.20. Certainly, the irradiation and
temperature are different to the previous weather condition since the experiment
was performed in diverse surroundings. The load resistance variation values which
exhibited in Figure 10.19(a) were set the same as the previous P&O experiment.
One advantage of the SMC is its implementation simplicity since it does not need
high human skills.

With regards to the PV controlled outputs which presented in Figure 10.19(b),
Figure 10.19(c) and Figure 10.19(d), the first feature that can be highlighted over the
P&O algorithm is the chattering reduction. This is clearly visible in Figure 10.19(c)
where the amplitude is almost 1 V and it is almost 2 V with the case of the P&O
algorithm. This phenomenon cutback is also clearly presented in the duty cycle signal
which is depicted in Figure 10.20(a), where the reduction is up to 70 % in comparison
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Figure 10.18: RVE experiment used for the FLC: (a) Irradiation (W/m2); (b) Tem-
perature (◦C); (c) PV current; (d) PV voltage; (e); (f) PV power.

Figure 10.19: MPPT based on RVE and SMC: (a) Load Resistance (Vout/Iout); (b)
PV current; (c) PV voltage; (d) PV power.
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Figure 10.20: MPPT based on RVE and SMC: (a) Duty cycle; (b) Error; (c) Boost
converter output current (Iout); (d) Boost converter output voltage
(Vout).

with the the duty cycle signal of the P&O which presented in Figure 10.9(d). In
reality, the SMC shows less chattering than the presented amplitudes because part
of these amplitudes came from the chattering in the reference that generated by the
RVE model. Another feature that should be highlighted is the robustness of the
SMC. This latter faces the sharp load variations with high robustness since it forces
the controlled signal to converge to the desired values with less than 1 s. Finally,
it is important to mention that the SMC designed in this work is an error-based
controller whereas the P&O is perturbation-based. The acquired error values of the
SMC algorithm are displayed in Figure 10.20(b), where the chattering amplitude of
this scheme still its main drawback.

10.5.2. FLC based RVE

The results of the implementation of FLC and RVE for MPPT are presented
in Figure 10.21 and Figure 10.22. The atmospheric conditions (irradiation and
temperature) that supplied the RVE model are reflected in Figure 10.18(a) and
Figure 10.18(b). The predicted MPP current Impp, MPPT voltage Vmpp and the
maximum power Pmax are, respectively, displayed in Figure 10.18(c), Figure 10.18(d)
and Figure 10.18(e).

The performance of the FLC for tracking the Impp, generated by the RVE model, is
exhibited in Figure 10.21 and Figure 10.22. Initially, in comparison with the previous
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Figure 10.21: MPPT based on RVE and FLC: (a) Load Resistance (Vout/Iout); (b)
PV current; (c) PV voltage; (d) PV power.

Figure 10.22: MPPT based on RNN and FLC: (a) Duty cycle; (b) Error; (c) Boost
converter output current (Iout); (d) Boost converter output voltage
(Vout).
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MPP tracking controllers, FLC performs better in terms of chattering reduction since
the current ripple amplitude is less than 0.1 A as displayed in Figure 10.21(b). This is
also clearly presented in the voltage signal of Figure 10.21(c) which is almost vanished
in comparison with the chattering voltage of the previous controllers. The ripples
that appears in the load resistance of Figure 10.21(a) are consequence of an electrical
relation of the output current and voltage (Figure 10.22(c) and Figure 10.22(d)) since
the programmable resistance lacks direct measurement. One disadvantage of the FLC
found in the experiments when compared to the previous tracking controllers was
its lack of robustness when facing sharp load variations. Hence, for both increasing
and decreasing the load resistance, it takes around 10 s to reach the desired tracking
value.

10.6. Recurrent neural networks (RNN) for tracking the
MPP

The implementation of the MPPT based RNN is shown in Figure 10.23. A
MicroLabBox dSPACE DS1202 also was used for the acquisition and control signal
generation. This device has various channels for the communication with the host PC
and the converter. The configuration of these channels can be made via its real-time-
interface libraries. Additional equipment such as the irradiation and temperature
sensors, as well as the ControlDesk software for the visualisation, were also used in
the experiments.

Figure 10.23: Implementation architecture of the MPPT controller.

The RNN is a class of artificial neural networks that uses information from the
previous iteration to ameliorate the performance of the NN in current and future
inputs. In comparison with other networks, it can be said that RNN is unique
because is the only network that contains a hidden state (memory) and loops. This
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structure allows the RNN to store past information in the hidden state and operate
on sequences. In other words, it gets part of its output as an input for the next time
step. These features are well suited for solving different problems with sequential
data of varying length. Different RNN architectures such as, fully recurrent (FRNN),
long short-term memory (LSTM), gated recurrent units (GRUs), etc., have been
introduced in the last decades. Due to its simplicity, RNN configuration have been
used in many filtering and modeling applications. The hidden layer and the output
of the RNN can be calculated using Equation (10.3).

ht = σh(Whxt + Uhht−1 + bh) (10.3)

yt = σy(Wyht + by) (10.4)

Where xt, ht, yt, are respectively, the input vector, the hidden layer vector, and
the output vector; W , U , and b, are parameter matrices and vector; σh and σy are
activation functions, respectively, given in Equation (10.5) and (10.6) .

σh(x) = 2
1 + e−2x − 1 (10.5)

σy(x) = x (10.6)

To train the RNN model, we selected the temperature and irradiation as two input
feature vectors while the output is the reference current vector Impp that corresponds
to the ongoing of the MPP. The dataset used in this work contains 796 normalized
samples where 70% was used for the training, 15% for the validation and 15% for the
test. Different training algorithms were checked so as to obtain an accurate model.
Finally, we set the configuration of the LRN with the following parameters: training
algorithm = Levenberg-Marquardt (LM), learning rate = 0.1, hidden layers = 2,
neurons = 41, maximum epochs = 5000. The training performance was measured
using mean square error (MSE, defined in Equation (10.7)), where the error is the
difference between the predicted output and the the target, and N is the number
of training data. The predicted output, the target and the error are presented in
Figure 10.24.

MSE = 1
N

N∑︂
i=0

(ei)2 (10.7)

The performance of the trained model can be analysed using the regression values
presented in Figure 10.25; where R represents the output-target relationship, which
is ranged between 0 and 1 (0: low accuracy, 1: ideal accuracy). According to
Figure 10.25, it is clear that the obtained RNN model is characterised by high
prediction accuracy since the R values for training, validation and test are, respectively
equal to 0.99566, 0.99521 and 0.9936.
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Figure 10.24: Predicted outputs results.

Figure 10.25: Performance analysis of the predicted LRN model.

The characteristics of the current corresponds to the MPP for each temperature
and irradiation, that are plotted in Figure 10.26. According to this figure, it is
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noticeable that the highest currents (yellow area) are found at high irradiation and
low temperature, a reduction in the current can be occurred via an increase in
temperature or via a decrease in irradiation. Besides, the results from this figure
show that the current is hardly affected by the irradiation in comparison with the
temperature. Hence, for a constant irradiation and by increasing the temperature
from 0 ◦C to 50 ◦C, the current of the maximum power is decreased around 2 A. On
the other hand, for a constant temperature and by decreasing the irradiation from
900 W/m2 to 100 W/m2, the current of the maximum power is decreased around 7
A.

Figure 10.26: Irradiation − Temperature − Current characteristic surface of the
MPP.

The results of the MPC tracking method are presented in Figure 10.27, Figure 10.28
and Figure 10.29. Figure 10.27 exhibits the irradiation, temperature, predicted
current, voltage and power that corresponding to the MPP, while the performance
of the MPC for tracking the Impp are exhibited in Figure 10.28 and Figure 10.29.
Despite that the experiments of the MPC was conducted under wide variation of
irradiation, Figures 10.27 proves the effectiveness of the RNN model to track Impp.
Hence, it is clearly presented in Figure 10.27(c) that the predicted current fluctuates
in the same way as the irradiation signal (displayed in Figure 10.27(a)). Moreover,
the characteristic of the predicted power shown in Figure 10.27(d) is equivalent with
the characteristic of the MPP previously shown in Figure 10.6. For instance, at
t = 50 s, the values extracted from Figure 10.27 for irradiation, temperature, current,
voltage and power, are almost equal to the MPP characteristic values of the orange
curve of Figure 10.6.
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Figure 10.27: MPPT based on RNN and MPC: (a) Irradiation (W/m2); (b) Tem-
perature (◦C); (c) PV current; (d) PV voltage; (e); (f) PV power.

Figure 10.28: MPPT based on RNN and MPC: (a) Load Resistance (Vout/Iout); (b)
PV current; (c) PV voltage; (d) PV power.
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Figure 10.29: MPPT based on RNN and MPC: (a) Duty cycle; (b) Error; (c) Boost
converter output current (Iout); (d) Boost converter output voltage
(Vout).

10.7. Conclusion

This chapter presented an analysis of a real PEMFC and PV systems, the objective
of which was to track the MPP for performance improvement. Because the variation of
the inputs, such as stack temperature, PV temperature and radiation, non-linearities
were reflected within the surroundings.

For the case of the PV system, four controllers were designed and tested. The tests
were carried with variable load to check each controller capabilities. The P&O
algorithm, commonly used in MPPT, was chosen and implemented despite exhibiting
several problems that were pinpointed, such as falling in a local MPP, which is
linked to chattering, which in turn leads to an increase of the energy consumption
of the system. As a consequence, if the amplitude is sufficiently large (like in the
experiments), over–undershoots due to external resistance changes are faded. In a
second step, an SMC was embedded with the proposed RVE, where the overshoots
were fairly visible and the chattering amplitude was three times lower in comparison
to that of P&O. However, to improve the chattering reduction, an advanced FLC
type-1 was developed and embedded, which produced a significant improvement in
comparison to P&O and FLC. The chattering of the controlled voltage decreased by
several orders of magnitude and, as a consequence, over–undershoots were unveiled.
The contrast in terms of the error with SMC showed that the FLC has a slower
correction, although the ripple amplitude is reduced significantly. The last tested

191



Chapter 10 Application of maximum power point tracking algorithms (MPPT) for real systems

controller was MPC which was embedded with the proposed RNN. In this sense,
the results showed outstanding performance in resemblance to the former structures.
With a simple configuration that could avoid the computational saturation of the
hardware, the outcomes displayed high accuracy and robustness.

For the case of the PEM fuel cell, a high order sliding mode based RCE was
designed and tested on a FC-42 Evaluation Kit 360W. The obtained results have
proven the success of the proposed method in extracting the maximum power from
the FC-42 with high tracking performance. Robustness, high tracking accuracy, good
dynamic behavior, and global system stability are obtained even under large load
variation.

Finally, since the MPPT methods are significantly important for clean energy
sources such as PEIMAR SG340 and Heliocentric FC-42 Evaluation Kit, this chapter
may pave the way for more progressing and sophisticated research on this topic.
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Chapter 11

Conclusions and future perspectives

11.1. Conclusions and contributions

The main achievements and conclusions reached in this thesis are summarized
below:

The thesis starts with reviewing the state of the art of controllers applied for PEM
fuel cell systems. The review was mainly divided into two parts including the linear
and nonlinear controllers. The features and drawbacks of each of these two types
also has been briefly illustrated.

As a second step, The proton exchange membrane fuel cell system has been studied
in depth. Subjects like the basics, advantages, drawbacks etc., have been clearly
explained. After these explanations, the fuel cell was meddled based on mathematical
equations. Two parts were studied, the static and the dynamic model. It was found
that suffer from three main loses which are the activation, ohmic and concentration
loss. The first mentioned is due to the reaction kinetics at the electrode of the
PEMFC and its amount is important at low current densities. The second loss is
derived from the impedance of the membrane and the resistance of the construction
materials such the collecting plates and the carbon electrodes. The third loss is
occurred due to the propagation of ions through the electrolyte membrane which
leads to the lack of reactants mass transfer at the electrode. However, these losses
can be reduced by selecting an appropriate operating power point.

By studying the efficiency of the fuel cell 50W which constructed by Heliocentric,
it was found that the operating power point that keeps the fuel cell working at its
maximum efficiency is the the power point at which the stack current between 1
and 2A. On the other hand, the effect of temperature and hydrogen on the fuel cell
efficiency are studied based on the mathematical model and it has been proven that
the efficiency can improve by increasing the cell temperature and input fuel

To obtain high accurate model, artificial neural networks ANNs have been used
for modeling the fuel cell. Due to the several input variations of the PEMFC, such
as stack temperature, humidity and oxygen, which results in nonlinearities and high
model complexity, extensive tests with various ANN parameters were required to
predict an efficient model. Since the ANN model requires a large data-set, an efficient
automatic method was designed to simplify and facilitate the data collection. This

193



Chapter 11 Conclusions and future perspectives

was obtained by generating a triangular signal which varies the duty cycle of the
power converter that was inserted between the stack and the load. An experimental
data-set composed of 20,512 samples over a wide operating range (different operating
current, temperature and fan power) of a commercial stack was recorded and saved
for the training process.

Different structures of feed-forward neural network perceptron with backpropaga-
tion learning rule were tested to predict the performance of the Heliocentric FC50
fuel cell system. A comparison study including various ANN parameters such as the
training algorithm, the number of hidden layers and the number of neurons at each
layer was made to obtain the highest accurate model. Finally, an accurate model
composed of 3 hidden layers and 90 neurons trained by BR algorithm was used for a
comparison study with the real results.

The next step of the thesis was focused on studying the power converter since
it is required for the experimental system. Hence, one chapter was focused on the
power converter where the most used types including buck, boost, buck-boost,SEPIC,
Zeta and Cuk, were introduced and studied mathematically. A comparison was done
using key design parameters such as type of input and output current, efficiency,
and number of components. It was found that each type of the studied topologies
presents advantages and drawbacks. The boost converter is used when the source
has low voltage. It characterised by few number of components which reduce its
cost as well as resulting in high efficiency. However its pulsed output current still
represents an obstacle for many applications. The Zeta and Cuk topologies could
replace the boost converter and they provide smooth and continuous output current.
However, Zeta and Cuk are characterised by large number of components which leads
to increase their cost and lower their efficiency. Moreover, the Cuk provides reversed
output polarity. On the other hand, the buck converter is used when the source has
low voltage. As the boost converter, the buck is also characterised by few number
of components which reduce its cost, leads to simplicity and high efficiency. one
drawback of the buck topology is its pulsed input current. Other topologies that can
replace the buck converter and overcome this drawback are the SEPIC and the Cuk.
However, the SEPIC provides pulsed output current which is another drawback, and
the Cuk generates reversed reversed output polarity. Moreover, both of the SEPIC
and Cuk needs for twice inductors and a large energy transfer capacitor which leads
to higher cost and lower efficiency. The buck-boost converter is used when the source
voltage could be high or low. As the buck and the boost topologies, the buck-boost is
characterised by few number of components, simplicity and high efficiency. However,
its reversed output voltage polarity as well as its pulsed input and output current
are its main drawbacks. The SEPIC, Zeta and the Cuk topologyies can replace the
back-boost and they can provide smooth and continuous output current. However,
as early explained the main obstacles of these topologies are the cost, the complexity
and lower efficiency.

To study the performance of the PEMFC, An experimental 50-W PEMFC Instruc-
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tor system feeding load resistances through step-up DC–DC power converters has
been used in this research. The effect of temperature on the PEM fuel cell stack
performance was studied for for both, simulation and experimental work, and for
low, medium and high humidification. At low humidification, it was obtained that
the performance of the stack improves for low temperatures (from T = 25 °C until
T = 31 °C) and deteriorates for temperatures up to 31 °C. At medium and high
humidification, it was obtained that the stack performance improves with increasing
temperature. However the effect of temperature is clearly pronounced at higher
humidification since the increase of temperature results in a large increasing in the
stack performance.

The second part of this thesis was focused in the control methods that can be
used for tracking improvements in a fuel cell system. Robust sliding mode controllers
like conventional sliding mode control (CSMC), proportional integral sliding mode
control (ISMC), integral terminal sliding mode control (ITSMC), integral fast terminal
sliding mode control (IFTSMC) and integral fast terminal SMC combined with quick
reaching law (IFTSMC-QRL), were used as a first attempt to improve the tracking
performance. These algorithms were implemented and contrasted with novel designs
to highlight the features that could define the effectiveness of each in different
scenarios such as constant and dynamic change following. An assembled test rig with
a commercial PEMFC from Heliocentric with a boost converter were used to evaluate
each structure in a dSpace DS1102. The PEMFC can be controlled through a PWM
signal generator that belongs to the converter, and this was managed by a proper
designed controller. To test the performance of the controllers, the reference was
established as two load changes at 25 s and 45 s where in the first one, the resistance
shifted from 20 Ω to 50 Ω and in the second step regressed to 20 Ω. The experimental
results showed that during the dynamic changes, the five proposed techniques have
shown high robustness against variations of the load resistance. It was found that
the IFTSMC-QRL has the superior performance in terms of accuracy (steady state
oscillation) over the other algorithms. Moreover, it shows faster response and better
robustness over the ISMC, ITSMC, and IFTSMC. On the other hand, although the
conventional SMC provides higher robustness over the terminal sliding modes, its
chattering effect is still one of its drawbacks.

High order sliding mode controllers also have been used in this thesis since thy
keeps the same advantages of the conventional SMC while they reduces its main
drawbacks which is the chattering phenomenon. Hence, five types of high order sliding
mode control including twisting algorithm (TA), super twisting algorithm (STA),
prescribed convergence law algorithm (PCL), quasi-continuous algorithm (QCA)
and drift algorithm (DA) have been designed and implemented for a Heliocentric
commercial PEMF. The same load variations as with the conventional SMC were
used. The experimental results showed that during the dynamic changes, the five
proposed techniques have shown high capability to reduce the chattering phenomenon
while providing high robustness against variations of the load resistance. It was
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found that the DA has the superior performance in terms of accuracy and robustness
over the TA, PCL, QCA and STA; while this latter has the lowest response time
over the rest of algorithms.

Alternative algorithms like proportional integral (PI), fuzzy logic control (FLC),
module predictive control (MPC) and back-stepping control (BSC) also have been
designed and implemented for the Heliocentric commercial PEMF. It was found
that when comparing to the conventional PI controller, the other techniques have
shown high capability to reduce the response time while providing high robustness
against variations of the load resistance. However, the advantages and drawbacks
are varied from one algorithm to another. In terms of overshoots and undershoots,
the FLC showed the highest performance but the response time and the steady state
oscillation are not the best when comparing to other algorithms. The performance of
the MPC are quite near to the the FLC one. It has better convergence speed but the
overshoots and undershoots are higher. Regarding the BSC, it has the best results in
terms of steady state oscillation since it shows the lowest value with the PI controller
over the rest of algorithms. However, in spite of reducing the response time of the
PI by 50 %, this value still higher when comparing to the other algorithms.

Finally, the thesis ends with different maximum power point tracking methods
applied on PEM fuel cell and PV system. Novel MPPT techniques such as reference
voltage estimator, reference current estimator and recurrent neural networks were
designed and implemented in real time. For the PV case, and under the weather
conditions available during experiments and available hardware, it was shown that
MPC under a simple settle, can provide the best results in comparison with P&O,
FLC, and SMC. Regarding the case of PEM fuel cell, the obtained results of the
HO-PCL based RCE have proven the success of the proposed method in extracting
the maximum power from the FC-42 with high tracking performance.

11.2. Future perspectives

After the contribution made in this thesis, the following are proposed as future
perspectives of work:

Analyze other types of neural networks, with special attention to the new
paradigms, to analyze if they could have a better behavior.

Develop new models that allow predicting the fuel cell electrical characteristics
when the input hydrogen is not controlled by the manufacture.

Analyse and study the effect of the hydrogen on the performance of the
membrane.

Within the section of sliding mode control, an optimised SMC based neural
networks or fuzzy logic can be performed.
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Within the section of high order SMC, third order sliding mode can be a good
option to obtain high performance in terms of chattering reduction.

Although their high computational resources, intelligent techniques are very
encouraged as alternatives control methods.

The application of the studied algorithms in a complete hybrid system also can
be expected.
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Chapter 12

Conclusiones y perspectivas de futuro

12.1. Conclusiones y aportes

Los principales logros y conclusiones alcanzados en esta tesis se resumen a contin-
uación:

La tesis comienza con la revisión del estado del arte de los controladores aplicados
a los sistemas de pilas de combustible PEM. La revisión se dividió principalmente en
dos partes, incluidos los controladores lineales y no lineales. Las características y
desventajas de cada uno de estos dos tipos también se han ilustrado brevemente.

Como segundo paso, se ha estudiado en profundidad el sistema de pila de com-
bustible de membrana de intercambio de protones. Temas como los conceptos básicos,
ventajas, inconvenientes, etc., se han explicado claramente. Después de estas explica-
ciones, la celda de combustible se modelizó en base a ecuaciones matemáticas. Se
estudiaron dos partes, el modelo estático y el dinámico. Se encontró que sufren tres
pérdidas principales que son pérdida de activación, óhmica y de concentración. La
primera mencionada se debe a la cinética de reacción en el electrodo de la PEMFC
y su cantidad es importante a bajas densidades de corriente. La segunda pérdida
se deriva de la impedancia de la membrana y la resistencia de los materiales de
construcción, como las placas colectoras y los electrodos de carbón. La tercera
pérdida se produce debido a la propagación de iones a través de la membrana del
electrolito, lo que conduce a la falta de transferencia de masa de los reactivos en el
electrodo. Sin embargo, estas pérdidas se pueden reducir seleccionando un punto de
alimentación operativo adecuado.

Al estudiar la eficiencia de la pila de combustible de 50 W construida por He-
liocentris, se descubrió que el punto de potencia operativo que mantiene la pila de
combustible funcionando con su máxima eficiencia es el punto de potencia en el que
la corriente de pila está entre 1 y 2 A. Por otro lado, se ha estudiado el efecto de la
temperatura y el hidrógeno en la eficiencia de la celda de combustible con base en el
modelo matemático y se ha probado que la eficiencia puede mejorar aumentando la
temperatura de la celda y el combustible de entrada.

Para obtener un modelo de alta precisión, se han utilizado redes neuronales
artificiales ANN para modelar la celda de combustible. Debido a las diversas
variaciones de entrada del PEMFC, como la temperatura , la humedad y el oxígeno,
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lo que da como resultado no linealidades y una alta complejidad del modelo, se
requirieron pruebas exhaustivas con varios parámetros ANN para predecir un modelo
adecuado. Dado que el modelo ANN requiere un gran conjunto de datos, se diseñó
un método automático para simplificar y facilitar la recopilación de datos de forma
eficiente. Esto se obtuvo generando una señal triangular que varía el ciclo de trabajo
del convertidor de potencia que se insertó entre la pila y la carga. Se registró y guardó
para el proceso de entrenamiento un conjunto de datos experimentales compuesto
por 20.512 muestras en un amplio rango operativo (diferentes corrientes operativas,
temperatura y potencia del ventilador) de una pila comercial.

Se probaron diferentes estructuras de perceptrón de red neuronal de avance con
regla de aprendizaje de retropropagación para predecir el rendimiento del sistema de
la celda de combustible Heliocentric FC50. Se realizó un estudio de comparación que
incluyó varios parámetros ANN, como el algoritmo de entrenamiento, la cantidad de
capas ocultas y la cantidad de neuronas en cada capa para obtener el modelo más
preciso. Finalmente, se utilizó un modelo preciso compuesto por 3 capas ocultas y
90 neuronas entrenadas por el algoritmo BR para un estudio de comparación con los
resultados reales.

El siguiente paso de la tesis se centró en estudiar el convertidor de potencia que
se requiere para el sistema experimental. Por lo tanto, un capítulo se centró en el
convertidor de potencia donde se introdujeron y estudiaron matemáticamente los
tipos más utilizados, incluidos buck, boost, buck-boost, SEPIC, Zeta y Cuk. Se realizó
una comparación utilizando parámetros clave de diseño, como el tipo de corriente de
entrada y salida, la eficiencia y la cantidad de componentes. Se encontró que cada tipo
de topología estudiada presenta ventajas e inconvenientes. El convertidor elevador
se usa cuando la fuente tiene bajo voltaje. Se caracteriza por un número reducido
de componentes que reducen su costo además de resultar en una alta eficiencia. Sin
embargo, su corriente de salida pulsada todavía representa un obstáculo para muchas
aplicaciones. Las topologías Zeta y Cuk podrían reemplazar el convertidor elevador
y proporcionan una corriente de salida suave y continua. Sin embargo, Zeta y Cuk
se caracterizan por tener una gran cantidad de componentes, lo que conduce a un
aumento de su costo y a una disminución de su eficiencia. Además, el Cuk proporciona
polaridad de salida invertida. Por otro lado, el convertidor reductor se usa cuando la
fuente tiene bajo voltaje. Como convertidor boost, el buck también se caracteriza
por unos pocos componentes que reducen su costo, conducen a la simplicidad y alta
eficiencia. un inconveniente de la topología reductora es su corriente de entrada
pulsada. Otras topologías que pueden sustituir al convertidor reductor y superar este
inconveniente son el SEPIC y el Cuk. Sin embargo, el SEPIC proporciona corriente
de salida pulsada, que es otro inconveniente, y el Cuk genera una polaridad de salida
invertida. Además, tanto SEPIC como Cuk necesitan el doble de inductores y un
gran condensador de transferencia de energía, lo que conduce a un mayor costo y
una menor eficiencia. El convertidor reductor-elevador se usa cuando el voltaje de la
fuente puede ser alto o bajo. Al igual que las topologías buck y boost, la buck-boost
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se caracteriza por un número reducido de componentes, simplicidad y alta eficiencia.
Sin embargo, su polaridad de voltaje de salida invertida, así como su corriente de
entrada y salida pulsada, son sus principales inconvenientes. Las topologías SEPIC,
Zeta y Cuk pueden reemplazar el buck-boost y pueden proporcionar una corriente de
salida suave y continua. Sin embargo, como se explicó anteriormente, los principales
obstáculos de estas topologías son el costo, la complejidad y la menor eficiencia.

Para estudiar el rendimiento del PEMFC, en esta investigación se ha utilizado
un sistema de Instructor PEMFC experimental de 50 W que alimenta resistencias
de carga a través de convertidores de potencia CC-CC elevadores. Se estudió el
efecto de la temperatura en el rendimiento de la pila de celdas de combustible PEM
tanto para simulación como para trabajo experimental, y para humidificación baja,
media y alta. A baja humidificación se obtuvo que el desempeño de la pila de
combustible mejora para bajas temperaturas (desde T=25 °C hasta T=31 °C) y se
deteriora para temperaturas de hasta 31 °C. A media y alta humidificación se obtuvo
que el rendimiento de la pila mejora con el aumento de la temperatura. Sin embargo,
el efecto de la temperatura es claramente pronunciado a mayor humidificación ya que
el aumento de la temperatura da como resultado un gran aumento en el rendimiento
de la pila de combustible.

La segunda parte de esta tesis se centró en los métodos de control que se pueden
utilizar para realizar un buen seguimiento en un sistema de pila de combustible. Con-
troladores de modo deslizante robustos como control de modo deslizante convencional
(CSMC), control de modo deslizante integral proporcional (ISMC), control de modo
deslizante de terminal integral (ITSMC), control de modo deslizante de terminal
rápido integral (IFTSMC) y SMC de terminal rápido integral combinado con ley de
alcance rápido (IFTSMC-QRL), se utilizaron como un primer intento de mejorar el
rendimiento del seguimiento. Estos algoritmos se implementaron y contrastaron con
diseños novedosos para resaltar las características que podrían definir la efectividad
de cada uno en diferentes escenarios, como el seguimiento de cambios constantes y
dinámicos. Se utilizó un equipo de prueba ensamblado con un PEMFC comercial de
Heliocentric con un convertidor elevador junto a un sistema de control en tiempo
real dSPACE DS1102. El PEMFC se puede controlar a través de una señal PWM
que alimenta al convertidor, y está señal PWM se genera en el dSPACE DS1102
mediante una estrategia de control adecuada. . Para probar el desempeño de los
controladores, la referencia se establecieron dos cambios de carga a los 25 s y 45
s, donde en el primero, la resistencia pasó de 20 Ohm a 50 Ohm y en el segundo
paso retrocedió a 20 Ohm. Los resultados experimentales mostraron que durante
los cambios dinámicos, las cinco técnicas propuestas han mostrado alta robustez
frente a variaciones de la resistencia de carga. Se encontró que el IFTSMC-QRL
tiene un rendimiento superior en términos de precisión (oscilación de estado estable)
sobre los otros algoritmos. Además, muestra una respuesta más rápida y una mejor
robustez sobre ISMC, ITSMC e IFTSMC. Por otro lado, aunque el SMC convencional
proporciona una mayor robustez sobre los modos deslizantes del terminal, su efecto
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de oscilación sigue siendo uno de sus inconvenientes.

Los controladores de modo deslizante de alto orden también se han utilizado en esta
tesis ya que mantienen las mismas ventajas del SMC convencional mientras reducen
su principal inconveniente, que es el fenómeno de oscilación. Por lo tanto, se han
diseñado e implementado cinco tipos de controles deslizantes de alto orden, incluido el
algoritmo twisting (TA), el algoritmo de súper twisting (STA), el algoritmo de ley de
convergencia prescrita (PCL), el algoritmo cuasi continuo (QCA) y el algoritmo drift
(DA). Se utilizaron las mismas variaciones de carga que con el SMC convencional. Los
resultados experimentales mostraron que durante los cambios dinámicos, las cinco
técnicas propuestas han demostrado una gran capacidad para reducir el fenómeno
de oscilación al tiempo que proporcionan una gran robustez frente a las variaciones
de la resistencia de carga. Se encontró que el DA tiene un rendimiento superior en
términos de precisión y robustez sobre el TA, PCL, QCA y STA; mientras que este
último tiene el tiempo de respuesta más bajo sobre el resto de algoritmos.

También se han diseñado e implementado algoritmos alternativos como proporcional-
integral (PI), control de lógica difusa (FLC), control predictivo (MPC) y control
backstepping (BSC) para la PEMFC. Se encontró que, en comparación con el contro-
lador PI convencional, las otras técnicas han demostrado una gran capacidad para
reducir el tiempo de respuesta, al tiempo que proporcionan una gran robustez frente
a las variaciones de la resistencia de carga. Sin embargo, las ventajas y desventajas
varían de un algoritmo a otro. En términos de sobreimpulsos y subimpulsos, el FLC
mostró el rendimiento más alto, pero el tiempo de respuesta y la oscilación de estado
estable no son los mejores en comparación con otros algoritmos. El rendimiento
del MPC está bastante cerca del FLC. Tiene una mejor velocidad de convergencia,
pero los sobreimpulsos y los subimpulsos son mayores. En cuanto al BSC, es el que
mejores resultados tiene en términos de oscilación en estado estacionario ya que
muestra el valor más bajo con el controlador PI sobre el resto de algoritmos. Sin
embargo, a pesar de reducir el tiempo de respuesta del PI en un 50 %, este valor aún
es mayor al compararlo con los demás algoritmos.

Finalmente, en esta tesis también se proponen diferentes métodos de seguimiento
del punto de máxima potencia aplicados a celdas de combustible PEM y a sistemas
fotovoltaicos. Se diseñaron e implementaron en los sistemas experimentales métodos
MPPT modernos y avanzados, como el estimador de voltaje de referencia (RVE),
el estimador de corriente de referencia (RCE) y las redes neuronales recurrentes
(RNN). Para el caso de PV, y bajo las condiciones climáticas disponibles durante
los experimentos y el hardware disponible, se demostró que MPC empleando una
predicción de un paso es capaz de proporcionar los mejores resultados en comparación
con P&O, FLC y SMC. En cuanto al caso de la pila de combustible PEM, los
resultados obtenidos del RCE basado en HO-PCL han demostrado el éxito del método
propuesto para extraer la máxima potencia del FC-42 con un alto rendimiento de
seguimiento.
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12.2. Perspectivas de futuro

Tras el aporte realizado en esta tesis, se proponen como futuras perspectivas de
trabajo las siguientes:

Analizar otro tipo de redes neuronales, con especial atención a los nuevos paradig-
mas, para analizar si podrían tener un mejor comportamiento.

Desarrollar nuevos modelos que permitan predecir las características eléctricas de
las pilas de combustible cuando el hidrógeno de entrada no está controlado por el
fabricante.

Analizar y estudiar el efecto del hidrógeno en el rendimiento de la membrana.
Dentro de la sección de control de modo deslizante, se pueden realizar redes

neuronales basadas en SMC optimizadas o lógica difusa. Dentro del apartado de
SMC de alto orden, el modo deslizante de tercer orden puede ser una buena opción
para obtener un alto rendimiento en términos de reducción de vibraciones.

Por otro lado, a pesar de sus altas necesidades computacionales, las técnicas
inteligentes son muy recomendadas como métodos alternativos de control.

También se podría validar la aplicación de los algoritmos estudiados en un sistema
híbrido completo.
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