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Abstract: When training a feedforward stochastic gradient descendent trained neural network, there
is a possibility of not learning a batch of patterns correctly that causes the network to fail in the
predictions in the areas adjacent to those patterns. This problem has usually been resolved by directly
adding more complexity to the network, normally by increasing the number of learning layers, which
means it will be heavier to run on the workstation. In this paper, the properties and the effect of
the patterns on the network are analysed and two main reasons why the patterns are not learned
correctly are distinguished: the disappearance of the Jacobian gradient on the processing layers of
the network and the opposite direction of the gradient of those patterns. A simplified experiment has
been carried out on a simple neural network and the errors appearing during and after training have
been monitored. Taking into account the data obtained, the initial hypothesis of causes seems to be
correct. Finally, some corrections to the network are proposed with the aim of solving those training
issues and to be able to offer a sufficiently correct prediction, in order to increase the complexity of
the network as little as possible.

Keywords: machine learning; neural network training; training algorithms

MSC: 93B45

1. Introduction: Feedforward Networks and Their Gradient Descendent Based
Training Algorithm

Feedforward networks are a kind of deep neural network (DNN) that process the
input through a certain number of processing layers, one of the most common being the
multi-layer perceptron. For this reason, the authors of the current work have studied this
architecture and the stochastic gradient descendent (SGD) based training algorithms. A
widely used process to train any kind of DNN is the supervised learning process. In this
process, a set of training data inputs from the current DNN is labelled with the correct
answer the network predicts; the training process consists of passing each of the inputs,
called patterns, through the net and measuring the difference between the expected output
and the real one. The function that measures this difference is known as the Loss function
and there are different functions that can be applied for it. Once the Loss on the current
pattern has been obtained, it is back propagated from the output of the DNN to the input,
correcting the weights of the different Layers in the net accordingly. There are different
methods to back propagate this Loss into the synaptic weights of the layers; the one taken
as the study objective for the current article is the SGD method, which is widely used
and adapted to different necessities by different authors [1–8]. Its objective is to find the
minimum of the Loss function by correcting the synaptic weight of the network layers
pattern by pattern. To do so, the partial derivative of the current Loss, with reference to the
current modifying layer, is applied. The process can be represented as a series of partial
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derivatives, starting from that of the Loss according to the output layer of the DNN and
subsequently multiplying the partial derivative of the layers according to their previous
partner until the current modifying layer is reached,

∂Loss
∂Xn 1xNn

= ∂Loss
∂X1 1xN1

.
(

n−1
∏
i=1

∂Xi
∂Xi+1

)
N1xNn

∂Loss
∂Wn NnxNn+1

=
(

∂Loss
∂Xn

)T

Nnx1

(
∂Xn
∂Wn

)T

1xNn+1

∂Xn
∂Wn Nn+1x1

=
(

Xµ
n+1

)
Nn+1x1

(1)

where µ is the current pattern, Wn is the synaptic weights matrix of the current layer n, Xn
is the current layer and the output layer is considered as the layer “1”. The dimensions of
each of the matrices and vectors are attached as sub-indices of them. Nn is the number of
output connections of the nth layer and µ represents the fact that the associated element is
related to the current pattern being analysed.

As applying the direct result of the derivative to the synaptic weights can be very unstable,
a learning ratio α is applied to it, whose value is defined inside (0, 1]. Additionally, an inertia
momentum β is added to the learning equation, allowing the learning process to aim for the
Loss function absolute minimum value, instead of being trapped in a local minimum that can
result in training which is not efficient enough. Otherwise, the wrong perception of a more
complex network needs to be designed to solve the current problem [9–11]; this parameter is
also defined inside (0, 1]. After these two considerations are taken into account, the learning
equation is as follows:

∇Wn = −α

(
∂Loss
∂Wn

)
+ βMt

n; M(t+1)
n = Mt

n +∇Wn (2)

where Mt
n is the momentum matrix of the current learning step that will be updated

in each of the learning steps. The over-parametrisation of a neuronal network makes it
insufficiently flexible to correctly predict inputs outside the training bundle. This appears
after having trained the network over several epochs, thus enabling it to achieve a low
training error. However, with the test data, the error prediction obtained by the network
is high and continues to grow along with the number of training epochs. To avoid this,
there are some techniques that can be applied. The first is called Batch or Mini-Batch [12,13]
and, as its name implies, it splits the training patterns bundle into a number of smaller
batches. They are then passed through the DNN, calculated, the Loss function is averaged
out of them and the network is trained through this Loss function averaging. This method,
depending on the batch size chosen, can not only reduce the computational time needed for
an epoch of training network, but also affect the performance results of the network itself.
Another possible method is Dropout [12–14]; here, in the process of learning a pattern, or a
batch of them, some of randomly chosen synaptic weights in the current layer are not going
to suffer any modification, only partially learning the pattern and thus making the network
learn in a more generalist way, avoiding having to learn the finest details of the pattern.
Finally, for this study case, randomizing the pattern order for entering the DNN learning
process is also contemplated. Thus, by avoiding learning with a fixed, predetermined order
of patterns, this overtraining can be avoided and corrected, as the network does not learn
any kind of order logic from the input patterns, and this can be unprofitable for the final
prediction results.

The rest of the paper is organised as follows: in Section 2, the background of the neural
network analysis is shown, including what other authors have done to solve the different
training algorithm problems; in Section 3, the issues that have been found in the SGD
algorithm by this paper’s authors and the possible solutions proposals for them are set out;
in Section 4, the experiments performed are displayed; in Section 5, the possible future
works are commented and in Section 6, the conclusion obtained after executing them.
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2. Background

The training of a neural network is known to be focused on fitting the weights of
the input neurons in order to achieve a response in the output layer that corresponds
to the known data. It is recognised that neural networks with high accuracy and good
performance tend to have very complex internal structures. As analysed by Congjie
et al. [15], attempting to over-interpret neural networks will make the performance of the
model worse. In this way, the main problems that arise in neural networks are defined. On
the one hand, it is necessary to quantify the interpretability and accuracy of the established
rules, so that it also becomes necessary to extract these rules from the model. On the other
hand, there is the need to make these rules more balanced between a good interpretability
and accuracy, these being opposite objectives.

With this objective in mind, different network training techniques have been proposed,
with the need for optimisation. The most common training method is back propagation (BP).
As far as optimisation is concerned, Particle Swarm Optimisation (PSO) tends to be used.
Gudise et al. [16] present a study of the computational requirements; it is shown that, for the
learning of non-linear feedforward network functions, the weights converge earlier with the
use of PSO. In addition, it also shows how the use of PSO requires fewer computations to
obtain the same error, defining this optimisation better for fast learning. In the case of linear
function applications, Zhang [11] discusses the use of momentum algorithms in neural
networks, thus obtaining sufficient and necessary conditions for convergence in stationary
iterations. Furthermore, regardless of the application, it is necessary to investigate the effect
of the neural network, the activation functions and the number of neurons needed in the
hidden layers for learning, as performed by Sari [17].

Using the exploration speed of the PSO, studies present hybrid algorithms. Coupling
it with the Cuckoo search (CS), which has a good ability to find the global optimum with
slow convergence, avoids a premature convergence while also tracing the whole space
(Jeng-Fung et al. [18]). To avoid excessive training time in complex neural networks, studies
such as Manjula Devi et al. [19] present a type of training called fast linear adaptive skipping
training (LAST), where only the input samples that do not categorise perfectly in the initial
epochs are screened, without affecting the accuracy. The increase in data parallelism with
the development of the hardware must also be taken into account. This increase also has
a negative effect on the training time, which is measured by the ‘number of steps needed
to obtain the out-of-sample error goal’, as Shallue et al. [20] show in their article. Other
authors, such as Xiong Cheng et al. [21] and Long Viet Ho et al. [22], have studied the
possibility of using predatory algorithms in combination with feedforward neural networks
to try to optimise the process of adjusting the different network parameters, without falling
into local minimum error scenarios; this optimises the network, while still being sufficiently
generalist and flexible. Divya Bairathi et al. [23] and Stefan Milosevic et al. [24] propose
using a swarm like algorithm for this purpose.

Overtraining can also impair the performance of neural networks. As Erkaymaz [25]
has proved, feedforward Newman-Watts small-world artificial neural networks show better
classification and prediction results compared to conventional feedforward networks. Thus,
they propose a resilient feedforward Newman–Watts small-world artificial neural network
that assumes repaired topological initial conditions. This reduces overfitting without
increasing the complexity of the algorithm. It should be noted that neural network training
often involves two phases. On the one hand, there is an unsupervised pre-training to learn
the parameters of the neural network. On the other hand, there is a supervised fine-tuning,
which improves on what was learned in the previous phase. This is what Wani et al. [14] do
in their study, performing the second phase with a standard BP algorithm. In their work,
they propose a new point of view that integrates the parameters gained based on BP and a
dropout technique for evaluation and fine tuning, thus improving performance.

Unlabelled data in an inference problem can sometimes cause the underlying distribu-
tion to be adversely perturbed. To solve this, Najafi et al. [26] propose unifying two main
learning approaches, namely semi-supervised learning (SSL) and distributional robust
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learning (DRL). In this way, they are able to quantify the role of unlabelled data in generali-
sations based on general conditions. The lack of labelling is a loss of values. Choudhury
et al. [27] suggest a mechanism to use these unlabelled data to design classifiers, a different
technique than predicting them, using an auto-encoder neural network with two training
scenarios. By means of the neighbour rule, the initial values are at first obtained with the
auto-encoder, and then refined by minimising the error.

In order to optimise the loss function, a widely used resource is the SGD during
training, with the aim of optimisation. This method has the disadvantage of falling into
a local optimum very easily, getting rid of the gradient problems that need to be solved.
Authors such as Lai et al. [2] present a hybrid algorithm that takes into account this
problem by combining the advantages of the Lclose PSO algorithm and the SGD. The
theoretical characteristics of neural networks do not specify data on the loss of information
in gradients that do not propagate. They propose an algorithm called memorised sparse
back propagation (MSBP) to combat the problem of information loss, storing the non-
propagated gradients in a memory and learning these in subsequent times (Zhang et al. [28]).
In this way, it is possible to avoid convergence in probability based on specific conditions.

Following another path, Meng et al. [3] have been able to demonstrate that the use
of the SGD has the guaranteed convergence for non-convex tasks such as those necessary
in deep learning. To do this, they present a mathematical formulation for the procedure
of processing practical data in distributed machine learning, called global/local shuffling.
As for the computational time when the number of neurons is high, the computational
time itself is also high, when training algorithms for recurrent neural networks based on
gradient error. These networks are unstable in the search for the minimum. Authors such as
Blanco et al. [29] propose the use of real coded genetic algorithms that use the appropriate
operators for coding.

An adaptive method for optimisation, formulated to equip gradient-based updat-
ing with adaptive scaling in a sophisticated way, is the ADAM method, presented by
Kobayashi [7]. They propose a new optimiser that integrates both concepts, implicitly
carrying on the adaptive scaling of the statistical uncertainty of the gradients.

The use of the SGD has the disadvantage of generating a delay in the updating of the
weight of the neurons. To solve this, some authors propose taking this delay into account in
the SGD algorithm, so that its impact is minimised. The guided stochastic gradient descendent
(gSGD) directs convergence by comparing the deviation that cannot be predicted, caused by
delays (Sharma [5]). Other authors, such as Wang et al. [6], propose an algorithmic approach
to verify the communication and calculation of neural networks, thus accelerating the training
process. They add an anchor model to each node, thus ensuring convergence in cases of
non-convex objective functions. It also ensures a reduction of the total runtime.

In addition to the gradient function of neural networks, it is possible to take into
account their Jacobian. It is known that, when the number of parameters of the layers tends
to infinity, this becomes a Gaussian process where a quantitatively predictive description
is possible. Doshi et al. [30] demonstrate a new method for diagnosis. To do this, they
induced the partial Jacobians of the neural network, defined as the derivatives of pre-
activations. Recurrence relationships are used for Jacobians, using them for criticality
analysis. Wilamowski et al. [31] have created a new algorithm with neuron-by-neuron
computing methods, focusing on the gradient vector and the Jacobian matrix. They show
that Jacobian computation requires second-order algorithms, and they have a computation
complexity similar to that of the first-order gradient learning methods.

3. Training Algorithms: Issues, Analysis and Possible Solutions

The problem comes when one of the patterns is not correctly learned, making the
network fail in its predictions on similar patterns; the training of a neural network is a
very time-consuming process and missing out on learning a certain pattern and being
forced to try to make a new training bundle, or add additional epochs of learning, can be
unaffordable. Several authors have tried different solutions to this problem [1,2,28,32].
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∇Wn in Equation (2) is a gradient matrix associated to the nth layer’s synaptic weights
when the µth pattern is exposed to the neural network. Usually, this matrix changes for
different pattern data. Therefore, there is a difference between the∇Wn matrix and its mean
value throughout the mini batch data. Two main issues are detected in the learning process:

The first learning issue comes when a certain pattern µ has a partial derivative of the
Loss function related to a certain synaptic weight ωijn, in opposition to the average value
for all-over patterns in the training batch; ωijn, is the ith row and jth column element in
Wn, with n being a certain layer in the DNN.

sign

(
∂Lossµ

∂ωijn

)
6= sign

(
∂Loss
∂ωijn

)
(3)

where ∂Loss
∂ωijn

is the synaptic weight’s mean value calculated for all the patterns in the batch.
In this case, the pattern presented is offering a completely different sense of correction

for the net compared to the rest of the patterns. So, neural networks must choose between
improving certain data when the Loss function is high or improving the average Loss
function for all the data in the mini batch. This kind of problem is usually linked to the
neural network architecture more than to the learning algorithm. The second learning issue
is due to the partial derivative of the Loss function of the current pattern µ for a certain
weight ij in a certain layer n when it reaches a value of 0,

∂Lossµ

∂ωijn
= 0 (4)

In this case, the back propagated Loss function has reached a point where its values
are negligible or a rectified linear unit (ReLU) operation has made its values, as the forward
signal has a negative value. In any case, this effect means that the synaptic weights of
the layers before the current one will not be updated correctly, as there would be no more
updates on the subsequent layers, which would depend on that weight; this effect is known
as the vanishing of the back propagated signal.

3.1. Gradient Vanishing Issue

The analysis to be performed in this section is related to the Jacobian values of the
different layers that form a DNN. They are the ones to be studied in the context of this
article, so as to explain the different issues found in the training process of the neural
network. A generic case study is presented in Figure 1. It indicates a structure of a number
q of layers of a neural network, each layer associated to a synaptic weight ωijn, where n is
the current layer position in the [1, q] set. In this case, Xq refers to the input layer and X1 to
the output layer.
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It is recognised that the synaptic weight of each layer can be calculated with Equation
(5), where ωijn represents the synaptic weight of ith row and jth column on the layer n, t
refers to the current step of the learning process, α to the learning ratio, and ∂Lossµ

∂ωijn
is the

derivative of the loss function in relation to the pattern µ. Xn vector is the activation vector
of the nth layer. The ωijn weight only has effect on ith component. So, the partial derivation
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of the activation vector has all null components except the ith component. This component,
is equal to jth component of (n + 1)th activation vector. The momentum is avoided in the
Equation (5) for simplicity.

ωijn(t + 1) = ωijn(t)− α
∂Lossµ

∂ωijn
(5)

The relationship between the function ∂Lossµ and ∂ωijn, shown in Equation (6), is also
defined.

∂Lossµ

∂ωijn
=

∂Lossµ

∂X1
·∂X1

∂X2
·∂X2

∂X3
· . . . ·∂Xn−1

∂Xn
· ∂Xn

∂ωijn
(6)

In this way, the Jacobians to be analysed are defined generically. A study can, there-
fore, be developed concerning the size of each component of the previous equation, as
represented in Figure 2; as it is known that the equation is made up of vectors and matrices,
Nn marks the number of output connections the n layer has.
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With this knowledge, the way in which the modulus fades out will be analysed. If
the rank of any of the Jacobian matrix components of Equation (6) is zero or very low, the
information is lost and the modulus will vanish, because the kernel dimensions of these
Jacobian matrices are very high. If the dimensions of the kernel space of one Jacobian
matrix are high, many vectors would have the null vector as their image. So, the error
actualization is lost in such a matrix. Therefore, if in any of the Jacobians’ rank is null
or very low, there will be a loss of signal between the (n − 1)th and nth layers. Thus, if
‖ ∂Lossµ

∂Xn
‖ is zero, then the error is null. In this case, the training algorithm has achieved

the objective for the training pattern concerned. Finally, the last righthand term, ∂Xn
∂ωijn

is
a column vector. All the components of this vector are null, except for ith component of
the vector, which contains the jth activation of the nth layer. If the value of ‖ ∂Xn

∂ωijn
‖ is null,

the vanishing of error actualization occurs between the 1st and nth layers. In any case, if
∂Xn

∂ωijn
is composed mainly of 0 values and few elements with remarkable information, that

layer could be a candidate for pruning in a future state of the training process [33]. This,
however, is an aspect to be analysed in future works.

In the particular case of this study, a neural network with the structure of Figure 3 is
analysed. It can be noted that there are two inputs in the form of a column vector and a
unique output, which is a scalar. The network is composed of three fully connected layers,
annotated as FC and two ReLU activation functions.
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Continuing with the criteria analysed in Equation (6) and considering there will be 3
layers to be analysed, the following case studies are considered.

• On the one hand, in the case of taking the network structure as a whole, Equation (6)
is reformulated as shown in Equation (7).

∂Lossµ

∂ωij5
=

∂Lossµ

∂X1
·∂X1

∂X2
·∂X2

∂X3
·∂X3

∂X4
·∂X4

∂X5
· ∂X5

∂ωij5
(7)

In this case, there are four Jacobian matrices to be analysed, with the sizes shown in Figure 4.
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• On the other hand, it can be analysed starting from the third layer, in which case the
Jacobians of Equation (8) are posed.

∂Lossµ

∂ωij3
=

∂Lossµ

∂X1
·∂X1

∂X2
·∂X2

∂X3
· ∂X3

∂ωij3
(8)

For this equation, the size of the components is represented in Figure 5.
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• Finally, the study starting from the output layer is the simplest, since there are no
Jacobian matrices, as shown in Equation (9).

∂Lossµ

∂ωij1
=

∂Lossµ

∂X1
· ∂X1

∂ωij1
(9)

As there are no Jacobians, the equation is only composed of vectors, as shown in Figure 6.
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3.2. Opposite Gradient Direction

As said in Section 3.2, one of the possible problems that can occur during the SGD
training is the appearance of an opposite direction on the learning vector of a certain
pattern µ; so the average learning vector causes the pattern not only to be badly learnt by
the network, but also that, in order to learn that pattern, the network will lose information
from other patterns in the network. To check this direction divergence, each of the learning
matrices ∂Lossµ

∂Wn
formed for a certain bunch of learning patterns have been taken and they

have been turned into a vector by coupling all the rows of the matrix into a single one, one
after the other. Then, their scalar product has been used and the average value of the entire
learning patterns bunch has produced learning matrices. Thus, a ϕ angle is calculated
using the following formula:

cos(ϕ) =
∂Lossµ

∂Wn
· ∂Loss

∂Wn∣∣∣ ∂Lossµ

∂Wn

∣∣∣∣∣∣ ∂Loss
∂Wn

∣∣∣ , (10)

There are mainly three possible situations that can occur: the cosine value is positive
and near to 1, the cosine value is near to 0 and the cosine is negative and near to −1. In the
first case, the pattern follows the tendency marked by the average value, and it is being
learnt by the network without disturbing the information of other patterns already stored
in the net. In the second, the information of the current pattern cannot be correctly learnt on
that layer. When the cosine of the rest of the layers also shows this cosine value, the pattern
and the nearby patterns will not generate a correct answer, even more so if the cosine is
negative. The training process of this pattern will cause the loss of information from other
patterns. In the third case, the pattern is in the opposite direction to their average, so the
pattern learning will require a severe loss of information from other patterns. When the
module value of ∂Lossµ

∂ωijn
is much bigger than the average ∂Loss

∂ωijn
, the influence on the learning

process will be important. There will be cases of patterns correctly learnt by the network,
but after analysing their ∂Lossµ

∂ωijn
vectors, they show a big module value with an opposite sign

cosine. In this case, those patterns are taken as a “bully” for the current network, since they
require the loss of information from other patterns in the current architecture in order to be
learnt correctly.

3.3. Training Algorithm Issues, Solutions for Each One

In both cases, the authors propose possible modifications of the network that could
contribute to reducing the negative effects of both problems caused for the performance of
the network.

3.3.1. Gradient Vanishing Issue

In the case of the gradient vanishing issue, the proposal to correct it would be to
include a residual element of the input layer in the following one, thus avoiding the
reduced rank of processing layers having such a large effect on the data and also allowing
the pattern data to reach a deeper layer. Another possible solution for this issue is the Batch
Normalisation process proposed by Ioffe and Szegedy [34] to ensure higher learning rates
and reduce the effects of the initial hyper-parametrisation. This technique has been used by
other authors [35–38] to work in the same terms.

3.3.2. Opposite Gradient Direction

In the case of the opposite gradient direction, a possible solution would be to increase
the number of connections on the FC layers or to increase the number of FC layers in the
network, so it can absorb more aspects of the patterns. As in the gradient vanishing issue,
it could also be possible to solve them by pulling residual data forward from the input,
thus causing them to be affected by the output layers of the network.
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4. Shallow Neural Network Example: Non-Linear Regression of the Mexican
Hat Function

A simple example is defined to try to express the different types of mistraining that can
happen on a feedforward neural network. The network is composed of five layers, three
FC and 2 processing layers, intercalated in a sequence of FC-P-FC-P-FC. The activation
functions are ReLU in both cases. The network accepts input arrays of two floating-point
elements and generates a scalar floating-point element as output. The Loss function is
defined as the Mean Square Error, one of the most usual for this kind of network, which
makes a regression out of some data. In Figure 7, it is possible to see the basic architecture
of the network.
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The training batch is formed by 6241 patterns and 3136 validation patterns to check
the correct training of the network and avoid over-training. The function to be learnt by
the network is the following:

z = sinc
(

x2 + y2
)

; x, y ∈ [−0.95, 1], (11)

where x and y are the inputs and z is the desired output of the network. The training
method is defined as SGD, using no batch training. One hundred epochs of training have
been defined, the input data batch being shuffled to prevent any misunderstandings in the
learning caused by the relationship of the data because of its specific order, where α and β
are set at 0.01 as the typical values of the feedforward training.

During the last epoch of training, assuming that it is the step where minor changes
would occur, only the worst learnt pattern would give a significant change to the synaptic
weights of the FC layers. After the last training session, the patterns are again passed
through the network, classifying them according to the error obtained by comparing the
real output with the expected output. With these data, two different groups are made,
one having the 20 patterns with the worst performance and the other the 20 with the
best performance.

The data taken during the training are the Jacobian values of each layer of the network
for each of the patterns, as well as the modification triggered by that pattern and the ∂Lossµ

∂X1

of that pattern. With these data, the average value of the different ∂Loss
∂Xn

is calculated and,
via the scalar product, the angle between the average value and that of the specific patterns
is obtained, as well as the relationship between their modules. As stated above, the more
perpendicular this angle between the arrays is, the harder it will be to learn that pattern for
the network. If it gets to be obtuse or directly opposed, learning that pattern will cause the
loss of information from other patterns.

To create the DNN MATLAB 2021a and a library of our own creation are used. In this
way, a deeper analysis of the process that takes place in the training of the network can be
performed, in order to be able to take the necessary actions concerning it.

Figure 8 shows, from left to right, the target output of the network, the obtained results
and the error between them after the training process described above. As can be seen, the
error on the edges of the figure is greater than in the central zone.
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After training, having chosen the lists of the best learnt and worst learnt patterns and
calculated the average ∂Loss

∂Xn
for every layer, Table 1 shows the pattern that has the greatest

error compared to the target, with its cosine values and modules relationship. As can be
seen, the output layer and the previous one (X1 and X2) present a negative value of the
cosine and a high value for the relationship of the modules, which means the pattern will
need to lose a large amount of information from other patterns on those layers to be able to
learn this particular pattern, as the average of the patterns is pointing in the other direction.

Table 1. The pattern with the largest output error (x = −0.950, y = −0.950), showing the cosine
between the partial derivate of the Loss to the working layer in the average case and the particular
pattern case and the relationship between their modules.

Pattern [−0.950; −0.950] cos(ϕ)
∣∣∣ ∂Lossµ

∂Xn

∣∣∣/∣∣∣ ∂Loss
∂Xn

∣∣∣
∂Lossµ

∂X1
−1.00 4667.86

∂Lossµ

∂X2
−1.00 4668.63

∂Lossµ

∂X3
0.55 186.20

∂Lossµ

∂X4
0.67 0.01

∂Lossµ

∂X5
0.55 180.21

∂Lossµ

∂In 0.75 263.88

In the best learnt patterns list, there are patterns that are learnt in concordance with the
average behaviour of the pattern. However, there are still some that present the opposite
direction and have a much bigger module than the average one. Table 2 shows the data
taken from the best learnt pattern. It can be seen that, even if the output layer has the
same the direction as the average, it still has a much bigger module. Even though the
intermediate layers have opposite direction, the modules are much smaller than for the
case of the worst learn pattern. In one of the cases, the relationship between the modules is
even less than 1%.

Table 2. The data taken from the best learnt pattern (x = 0.525, and y = −0.425).

Pattern [0.525; −0.425] cos(ϕ)
∣∣∣ ∂Lossµ

∂Xn

∣∣∣/∣∣∣ ∂Loss
∂Xn

∣∣∣
∂Lossµ

∂X1
1.00 35.73

∂Lossµ

∂X2
1.00 35.73

∂Lossµ

∂X3
−0.90 1.76

∂Lossµ

∂X4
−0.99 0.00

∂Lossµ

∂X5
−0.68 2.72

∂Lossµ

∂In −0.99 8.70
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Generally speaking, there are some conclusions that can be reached. On the one hand,
the situation of perpendicularity of the learning might lead us to conclude that the network
is not prepared to learn some of the patterns correctly, so actions should be taken to improve
that learning. On the other hand, the appearance of the opposite direction and large module
differences with the average one, means that, for the current architecture of the network,
there are some “bully” patterns that force the network to lose a lot of information from
other patterns in order to learn these ones; again, a modification of the network should
be performed in those layers where this effect is more evident. The effect can be better
seen if ∂Loss

∂W is used instead to compare the average values and the current pattern µ. In
Tables 3 and 4, the worst and best learnt patterns are displayed. In the worst case, it can be
seen that, in order to learn the pattern, the output layer, X1, must greatly modify its values
in the opposite direction to the average learnt pattern. The intermediate layer, X3, is partly
aligned with the average, while in the input layer, X5, the pattern will be barely learnt, as it
is totally in the orthogonal direction to the average.

Table 3. Worst learnt pattern’s ∂Loss
∂Wn

for the FC layers. Both weight matrices, the average and pattern
µ, are reshaped to a single row array of values before doing the scalar multiplication; otherwise,
a bound of results would be generated for each one of the output values of the current layer. The
rest of the Layers, the Processing ones, are not displayed, as they would not be modified during the
learning process.

Pattern [−0.950; −0.950] cos(ϕ)
∣∣∣ ∂Lossµ

∂Wn

∣∣∣/∣∣∣ ∂Loss
∂Wn

∣∣∣
∂Lossµ

∂W1
−0.17 2976.34

∂Lossµ

∂W3
0.32 437.15

∂Lossµ

∂W5
0.00 6847.99

Table 4. Best learnt pattern’s ∂Loss
∂Wn

for the FC layers. As in the worst learnt pattern, the weight
matrices are reshaped into a single row array value before doing the scalar multiplication.

Pattern [0.525; −0.425] cos(ϕ)
∣∣∣ ∂Lossµ

∂Wn

∣∣∣/∣∣∣ ∂Loss
∂Wn

∣∣∣
∂Lossµ

∂W1
0.98 46.34

∂Lossµ

∂W3
−0.7 1.94

∂Lossµ

∂W5
−0.07 51.87

On the best learnt case, see Table 4, the output layer is strongly aligned with the
average direction of learning, while it is directly in opposition on the intermediate layer,
which means, as said before, that information from other patterns must be discarded to
learn this pattern. Finally, on the input layer, it is highly orthogonal and in the opposite
direction, which means that the pattern will be barely learnt on this layer and some other
pattern information will be erased.

For a more generic view, in Figure 9, taking the 20 worst learnt patterns and looking at
their cos(ϕ) and module relations, it can be seen that the output layer always shows the
opposite direction ∂Lossµ

∂Wn
to the average one in all the cases, while in the intermediate layer,

it is always partially aligned with it, as the values of the cosine are below the 0.4 value.
This means that much of the information concerning the pattern is not being learnt by the
layer. The input layer is the one that presents the most random situation, where some of
the patterns present a value close to 0 in the cosine and, for the rest, none of them reach a
value near 1. Turning to the comparison of the modules, the patterns require a much bigger
correction in all the layers than the average produces, the minimum values being over 400
times bigger than the average module.



Mathematics 2022, 10, 3206 12 of 25

Mathematics 2022, 10, x FOR PEER REVIEW 12 of 28 
 

 

Table 4. Best learnt pattern’s  for the FC layers. As in the worst learnt pattern, the weight ma-
trices are reshaped into a single row array value before doing the scalar multiplication. 

Pattern [0.525; −0.425] cos(φ) 
𝝏𝑳𝒐𝒔𝒔𝝁𝝏𝑾𝒏 / 𝝏𝑳𝒐𝒔𝒔𝝏𝑾𝒏  𝜕𝐿𝑜𝑠𝑠𝜕𝑊  0.98 46.34 𝜕𝐿𝑜𝑠𝑠𝜕𝑊  −0.7 1.94 𝜕𝐿𝑜𝑠𝑠𝜕𝑊  −0.07 51.87 

On the best learnt case, see Table 4, the output layer is strongly aligned with the av-
erage direction of learning, while it is directly in opposition on the intermediate layer, 
which means, as said before, that information from other patterns must be discarded to 
learn this pattern. Finally, on the input layer, it is highly orthogonal and in the opposite 
direction, which means that the pattern will be barely learnt on this layer and some other 
pattern information will be erased.  

For a more generic view, in Figure 9, taking the 20 worst learnt patterns and looking 
at their cos(φ) and module relations, it can be seen that the output layer always shows the 
opposite direction  to the average one in all the cases, while in the intermediate 
layer, it is always partially aligned with it, as the values of the cosine are below the 0.4 
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On the other hand, in Figure 10, the same data from the best learnt patterns is shown.
As a general view, the absolute value of the cosine is nearer to 1 than in the case of the worst
learnt ones. Furthermore, the difference between the modules is much lower in most of the
cases. As in the previous group, the input layer presents the less efficient learning parameters.
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∣∣∣ in the second. The output layer is represented in the first row, the intermediate layer in the
second and the input layer in the third.

Finally, combining the vectors of these three layers in a single vector, by sequencing
them one after the other in a single row vector to analyse the viability of each of the patterns
for the current network, it is clear that there are quite big differences between the worst and
best learnt patterns. In Figures 11 and 12, the differences in behaviour can be found between
these two groups of patterns. The worst learnt patterns are all in the same direction as the
average vector, but the cos(ϕ) value is below 0.4 in all cases, revealing a loss of information
in the training process. This can also be seen in the module comparison between the pattern
and the average vector, where all the values are over 500; this means that the network needs
to change greatly to be able to learn them. On the other hand, the best learnt patterns have
a greater variety of direction in the learning process, but it can be considered more closely
aligned, as the cos(ϕ) absolute value is over 0.5 in most cases. On the module side, as they
are more easily learnt, the relationship between the modules is less than 50, except in one
of the patterns, the second best learnt, which can be classified as a ‘bully’, as it shows a
negative cos(ϕ). What is more, having a high module comparison, this pattern requires the
elimination of a large amount of information from other patterns in order to be learnt.
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The gradient vanishing side, the different layers’ Jacobians are taken and processed,
calculating the rank of each of them and dividing them by their maximum possible rank to
obtain a relative rank of each of them, for ease of analysis. The same process was followed
with the error of each of the learnt pattern, dividing it by the maximum found error. On the
FC layers, the rank is maintained to the maximum in all the patterns, being always the rank
equal to the smallest value between the number of inputs and the number of outputs of that
layer. On Figure 13, we can see that, on the three layers, the rank of them for all the patterns is
always equal to its maximum, which is the smaller number between its inputs and outputs.
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On the contrary, the ReLU layers show different ranks for different patterns. On
Figure 14, it can be seen that the maximum reached relative rank of the layer with this
batch of patterns is 0.6; being a 20 × 20 matrix of weights, its rank will be 12. There is no
particular distribution of the error according to the rank.
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Figure 14. Pattern distribution according to their Relative Error and Relative Rank in X2.

In Figure 15, the same distribution as before is shown, but for the X4 layer. In this case,
the maximum relative rank does not reach 0.5, being a 100 × 100 matrix, so the maximum
rank is then less than 50. As in the previous case, this distribution offers no particular
tendency of the error to concentrate on the lower ranks.
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Figure 15. Pattern distribution according to their Relative Error and Relative Rank in X4.

Additionally, just to ensure that there is no relationship between the error and the rank
of the ReLU, the average value of the error for each value of the rank was taken. Figure 16
shows this for the X2 layer.
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In Figure 17, the average error for X2 is shown. There is no clear dominance of the
higher error in the lower rank; the smallest rank has the smallest average associated error,
but there is a trend to reduce the average error in the higher ranks.
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Finally, to see whether the rank of the layer was a function of the relative error of the
patterns, a 9th degree polynomial regression was performed with all the data obtained.
In Figure 18, it can be seen that the tendency of the rank is to be lower the higher the
pattern errors are, with the rank’s minimum on the maximum error. Additionally, there is a
maximum in the middle error zone, probably caused by patterns that show the opposite
direction gradient, as explained before. These have more information, but in the opposite
way to the rest of the patterns. The same happens in Figure 19: the bigger the error is,
the smaller the rank. The maximum rank is also present in the middle of the error values,
appearing to be due to the same causes as mentioned above.
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4.1. Results Obtained in Other Benchmark Functions

Some optimisation functions listed in Surjanovic and Bingham’s web page [39] have
been used in order to try different target functions with the same network and training
batch. This confirms the usability of the proposed method in other circumstances. The
DNN used was the same as that used for the previous experiment, starting from the same
initial conditions. The training process was also the same as the one explained in the
previous experiment.

4.1.1. The Ackley Function

The Ackley function presents local minimum and maximum points and a central
absolute minimum located in the [0, 0] position. For use in this case, the resulting target
equation is the following:

z = −20 ·e(−0.2
√

1
2 (X2+y2)) − e(

1
2 (cos (2πx)+cos (2πy))) + 20 + e ; x, y ∈ [−0.95, 1] (12)
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where x and y are the inputs of the network and z its output. The following figure, Figure 20,
shows the expected output shape of this function for the data range used, as well as the
results and error obtained.
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shape is similar to that of the previous experiment. The only particularly different thing 

Figure 20. Expected output of the DNN for the Ackley function on the left, the obtained results in the
middle and the error on the right.

After the training process, the worst and best learnt pattern diagrams are shown in
Figures 21 and 22. As in the previous case, the relationships of the module in the worst
learnt patterns are much bigger than the best learnt ones. The difference with the previous
test is that some of the worst learnt patterns show a positive cos(ϕ), meaning that most of
the patterns are aligned with the average learning vector. The most probable case is that
training more epochs will result in turning those patterns into negative ones.
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Regarding the relation between the rank and pattern errors of the ReLU layers, the
shape is similar to that of the previous experiment. The only particularly different thing is
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that the rank of the maximum error is higher than the near values. Figures 23 and 24 show
these relationships.
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4.1.2. Cross-in-Tray Function

This function presents one global maximum in the [0, 0] position and four global
minimums located, in this particular case, on the edges of the data rank. The target
equation is the following:

z = −0.0001

(∣∣∣∣∣sin(x) ∗ sin(y) ∗ e|100−
√

x2+y2

π |
∣∣∣∣∣+ 1

)0.1

; x, y ∈ [−0.95, 1], (13)

where x and y are the inputs of the network and z its output. The expected output of the
training, the obtained results and the error are shown in Figure 25.

Mathematics 2022, 10, x FOR PEER REVIEW 21 of 28 
 

 

   
Figure 25. Expected output of the DNN for the Cross-in-Tray function on the left, the obtained re-
sults in the middle and the error on the right. 

In this case, all the best and worst learnt patterns have an expected behaviour as far 
as their module and angle aspect are concerned. All the worst learnt patterns had a nega-
tive low cos(φ) and a big module relationship with the average value, while the best learnt 
are mostly aligned and the relationship of their modules to the average is much smaller 
than the worst learnt ones. Figures 26 and 27 show the results obtained in this matter. 

  

Figure 26. 20 worst learnt unified patterns cos(φ) on the left and the  relationship to the av-

erage  on the right. 

  

Figure 27. 20 best learnt unified patterns cos(φ) on the left and the  relationship to the aver-

age  on the right. 

Considering the error/rank relationship, X4 has a completely predictable behaviour; 
X2 tends to have a higher rank while the error increases. This means that the gradient of 
the Loss function for this pattern has a misalignment with respect to the average gradient 
of all the patterns in that layer. These ranks are displayed in Figures 28 and 29. 

Figure 25. Expected output of the DNN for the Cross-in-Tray function on the left, the obtained results
in the middle and the error on the right.



Mathematics 2022, 10, 3206 19 of 25

In this case, all the best and worst learnt patterns have an expected behaviour as far as
their module and angle aspect are concerned. All the worst learnt patterns had a negative
low cos(ϕ) and a big module relationship with the average value, while the best learnt are
mostly aligned and the relationship of their modules to the average is much smaller than
the worst learnt ones. Figures 26 and 27 show the results obtained in this matter.
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Considering the error/rank relationship, X4 has a completely predictable behaviour;
X2 tends to have a higher rank while the error increases. This means that the gradient of
the Loss function for this pattern has a misalignment with respect to the average gradient
of all the patterns in that layer. These ranks are displayed in Figures 28 and 29.
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4.1.3. The De Jong Function Number 5

This function, for the range of inputs used, offers a flat minimum surface and rises at
the edges. The target equation is the following:

z =

(
0.002 +

25
∑

i=1

1
i+(x−a1i)

6+(y−a2i)

)
; x, y ∈ [−0.95, 1];

a =

(
−32 −16 0
−32 −32 −32

16 32 −32
−32 −32 −16

. . . 0

. . . 32
16 32
32 32

)
,

(14)

where x and y are the inputs of the network and z its output. Figure 30 shows the expected
output, the obtained results and the error.
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As for the pattern angle and the module relationship, both groups present the expected
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In the case of rank/error relationship of the ReLu layers, the situation is similar to the
previous example, as the X2 layer has a positive trend according to the error, revealing once
again that there is a pattern with a high error completely misaligned with the average of
all the patterns in that layer. In the case of X4, the behaviour is equivalent to the original
example. This can be seen in Figures 33 and 34.
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4.1.4. Drop-Wave Function

This function presents several maximum and minimum points, offering many direction
changes in the chosen data set. The expected output offers the following equation:

z = −
1 + cos

(
12
√

x2 + y2
)

0.5(x2 + y2) + 2
; x, y ∈ [−0.95, 1], (15)
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where x and y are the inputs of the network and z its output. In this case, the DNN used is
clearly insufficient for the target function in the data range exhibited; it is not able to learn
correctly most of the target data. Figure 35 shows this issue.

Mathematics 2022, 10, x FOR PEER REVIEW 24 of 28 
 

 

 
Figure 33. Polynomial regression of relative rank to relative error on X2. 

 
Figure 34. Polynomial regression of relative rank to relative error on X4. 

4.1.4. Drop-Wave Function 
This function presents several maximum and minimum points, offering many direc-

tion changes in the chosen data set. The expected output offers the following equation: 

𝑧 = − 1 + 𝑐𝑜𝑠 12 𝑥 + 𝑦0.5 𝑥 + 𝑦 + 2 ;  𝑥, 𝑦 ∈ [−0.95, 1],  (15)

where x and y are the inputs of the network and z its output. In this case, the DNN used 
is clearly insufficient for the target function in the data range exhibited; it is not able to 
learn correctly most of the target data. Figure 35 shows this issue. 

   

Figure 35. Expected output of the DNN for the Drop-Wave function on the left, the obtained results 
in the middle and the error on the right. 

Figure 35. Expected output of the DNN for the Drop-Wave function on the left, the obtained results
in the middle and the error on the right.

As can be seen, the resulting shape can barely be distinguished from the results after
the training has been performed. As for the behaviour of the patterns, however, the module
relationship and the angle both have the expected behaviours. The results are shown in
Figures 36 and 37.
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As for the rank/error relationship, in Figures 38 and 39, it is once again clear from the
X4 layer that there is a totally misaligned pattern that makes the rank rise when there is a
higher error.



Mathematics 2022, 10, 3206 23 of 25

Mathematics 2022, 10, x FOR PEER REVIEW 25 of 28 
 

 

As can be seen, the resulting shape can barely be distinguished from the results after 
the training has been performed. As for the behaviour of the patterns, however, the mod-
ule relationship and the angle both have the expected behaviours. The results are shown 
in Figures 36 and 37. 

  

Figure 36. 20 worst learnt unified patterns cos(φ) on the left and the  relationship to the av-

erage on the right. 

  

Figure 37. 20 best learnt unified patterns cos(φ) on the left and the  relationship to the aver-

age on the right. 

As for the rank/error relationship, in Figures 38 and 39, it is once again clear from the 
X4 layer that there is a totally misaligned pattern that makes the rank rise when there is a 
higher error.  

 
Figure 38. Polynomial regression of relative rank to relative error on X2.

Mathematics 2022, 10, x FOR PEER REVIEW 26 of 28 
 

 

Figure 38. Polynomial regression of relative rank to relative error on X2. 

 
Figure 39. Polynomial regression of relative rank to relative error on X4. 

5. Future Work 
There are different possibilities to move forwards from here: 

• To improve the SGD algorithm. One possible option is to normalise the gradient from 
one layer to the next, thus allowing the error information to be distributed at the same 
rhythm over the entire the network. 

• To analyse when to use the SWARM intelligence as algorithms; using for example 
shallow networks. 

• To use pruning algorithms as a basis in order to identify the weakest parts of the 
network and then reinforce them. 

6. Conclusions 
Several processes have been identified where the SGD-based algorithm can show 

problems in different learning patterns. The first is related to the relative rank of the Jaco-
bian matrix that has to be calculated in learning algorithm steps. The second process is 
related to the misalignment of the gradient of a certain pattern compared to the average 
gradient of the whole learning batch of patterns. Some techniques have been identified to 
detect these processes, proposing different alternatives to avoid their influence on the net-
work. If these problems cannot be solved by regularisation techniques such as dropout, 
neural network architecture changes are proposed, such as residual branches on the net-
work. These branches would increase the relative rank of the Jacobian matrices. Another 
possible solution could be to add more complexity to the FC layers of the network, so 
more accurate data could be stored on them; this would enable learning of other details 
of the patterns that are dismissed, while also learning in a smaller network. Thus, the pat-
terns that require other patterns to be forgotten are less likely to appear. It is not always 
easy to determine the cause of the incorrect learning of a DNN as there can be more than 
one reason for it. Changing the architecture or the training algorithm, obtaining more 
data, or using data-augmentation techniques can provide possible solutions for other is-
sues that might appear. 

Author Contributions: Conceptualization, A.T.-F.-B.; methodology, A.T.-F.-B. and E.Z.; software, 
E.Z. and A.T.-F.-B.; validation, D.T.-F.-B., M.C.-O. and U.F.-G.; formal analysis, A.T.-F.-B. and E.Z.; 
investigation, A.T.-F.-B. and M.C.-O.; resources, U.F.-G. and E.Z.; writing—original draft prepara-
tion, A.T.-F.-B. and E.Z.; writing—review and editing, U.F.-G. and D.T.-F.-B. All authors have read 
and agreed to the published version of the manuscript. 

Figure 39. Polynomial regression of relative rank to relative error on X4.

5. Future Work

There are different possibilities to move forwards from here:

• To improve the SGD algorithm. One possible option is to normalise the gradient from
one layer to the next, thus allowing the error information to be distributed at the same
rhythm over the entire the network.

• To analyse when to use the SWARM intelligence as algorithms; using for example
shallow networks.

• To use pruning algorithms as a basis in order to identify the weakest parts of the
network and then reinforce them.

6. Conclusions

Several processes have been identified where the SGD-based algorithm can show
problems in different learning patterns. The first is related to the relative rank of the
Jacobian matrix that has to be calculated in learning algorithm steps. The second process is
related to the misalignment of the gradient of a certain pattern compared to the average
gradient of the whole learning batch of patterns. Some techniques have been identified
to detect these processes, proposing different alternatives to avoid their influence on
the network. If these problems cannot be solved by regularisation techniques such as
dropout, neural network architecture changes are proposed, such as residual branches on
the network. These branches would increase the relative rank of the Jacobian matrices.
Another possible solution could be to add more complexity to the FC layers of the network,
so more accurate data could be stored on them; this would enable learning of other details
of the patterns that are dismissed, while also learning in a smaller network. Thus, the



Mathematics 2022, 10, 3206 24 of 25

patterns that require other patterns to be forgotten are less likely to appear. It is not always
easy to determine the cause of the incorrect learning of a DNN as there can be more than
one reason for it. Changing the architecture or the training algorithm, obtaining more data,
or using data-augmentation techniques can provide possible solutions for other issues that
might appear.
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