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Deep learning (DL) is emerging as a new tool to model spectral data acquired in analytical experiments.
Although applications are flourishing, there is also much interest currently observed in the scientific
community on the use of DL for spectral data modelling. This paper provides a critical and compre-
hensive review of the major benefits, and potential pitfalls, of current DL tecnhiques used for spectral
data modelling. Although this work focuses on DL for the modelling of near-infrared (NIR) spectral data
in chemometric tasks, many of the findings can be expanded to cover other spectral techniques. Finally,
empirical guidelines on the best practice for the use of DL for the modelling of spectral data are provided.
© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Chemometrics is a discipline in which artificial intelligence (AI)
has had a key role for decades, merging the value of “chemical” and
“analytical” intelligence [1,2]. Over the years, artificial neural net-
works (ANNs) have been used in chemometrics [3] but have failed
to demonstrate clear advantages over, e.g., partial least squares
(PLS) for classification and prediction. In recent years, however,
deep learning (DL) has been able to outperform PLS in several
.

ier B.V. This is an open access artic
comparative studies on predictive power using NIR spectroscopic
data [4e8], sparking interest in the community.

Near infrared (NIR) spectra are manifestations of linear and non-
linear combinations of molecular vibrations (combination bands
and overtones). These spectra also contain signals resulting from
physical effects, such as baselines due to light scattering, multipli-
cative effects due to pathlength variations and temperature-
dependent peak shifts. Classical chemometric approaches (mainly
principal component analysis PCA- and PLS-based techniques)
combined with knowledge-driven spectroscopic pre-processing
have proved to be successful in modelling NIR data. However, to
further push model performances with the intention of handling
data non-linearities, non-linear methods have been used [9].
le under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Nevertheless, non-linear methods (e.g., based on kernel support
vector machines) may present overfitting problems due to the lack
of self-regularization mechanisms (i.e., too many unbounded de-
grees of freedom) [10,11]. As previously noted, ANNs have been
used in the chemometric domain for many years, however, there is
a difference between the recently developed deep NNs and the
traditional ANNs. ANNs. like most machine learning (ML) algo-
rithms, require pre-extracted features from the spectra as inputs
(Fig. 1A), while DL architectures automatically integrate feature
extraction (Fig. 1B), including specific proxies for spectroscopic pre-
processing [12,13]. This means that DL includes both feature
extraction and data-driven preprocessing in model optimization.
DL can furthermore incorporate many more layers than ANNs of
different types; up to several hundreds of layers with millions of
parameters may be trained (which may in turn lead to overfitting).
This is possible due to increased computational power, graphics
processing units (GPUs), improved regularization techniques and
the development of advanced model optimization approaches.
Fig. 1. (A) Classical ANN for data modelling, and (B) DL convolutional neural networ
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DL for chemometrics is still in its infancy compared to its use in
computer vision (CV) and natural language processing (NLP).
Several factors may be responsible for this delay in adoption. For
example, developments in CV and NLP were possible due to early
adoption of DL by commercial technology companies and by the
curation of very large open data sets. Meanwhile, in the domain of
chemometrics, it is rare to have large open NIR data sets with
several thousand samples. Since industrial quality control data are
often closed and experimental data are resource-intensive and
therefore much sparser than computer vision, they are rarely made
open to the scientific community. Also, recent developments in DL
are based on the C and Python programming languages, while
traditionally, the chemometric tools/resources are mainly available
in MATLAB or R.

As with any other experimental profile, techniques for model-
ling NIR spectral data can be broadly grouped into unsupervised
and supervised. DL is also broad in scope and has been tailored to
both supervised and unsupervisedmodelling of NIR data. Examples
k (CNN) approach, which includes joint feature extraction and model building.
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for supervisedmodelling are convolutional neural networks (CNNs)
[4,14], while for unsupervised modelling, autoencoder (AE)-based
methods have been used [15]. DL modelling of spectral data anal-
ysis has been used for prediction [16], calibration transfer [17],
model updating [18] and spectral image processing [19].

Despite its promising early results, DL methods in spectroscopy
have not yet been subjected to systematic applicability studies. The
linear (or near-linearizable) nature of the chemical information
contained in NIR spectra is often leveraged to produce “simpler”
models such as PLS. In recent years, several new chemometric
methods have been developed for spectral data modelling. Given
these new developments and the early results from DL chemo-
metric applications, DL is often seen as a new tool, considered by
some as very promising and by others as just too complex and
overrated.

Based on the literature published over the past five years, this
work provides a critical and comprehensive review of the potential
benefits of DL focused on NIR spectral datamodelling, and onwhich
developments in DL may provide chemical value. Finally, clear
guidelines on the best practice for the use of DL for the modelling of
spectral data are provided and emerging research directions are
identified.

2. Open questions in chemometrics for DL-based modelling
of NIR data

2.1. Does DL eliminate the need for spectral pre-processing?

Pre-processing is an integral part of the modelling of NIR data.
Spectral data can suffer from awide range of artefacts such as noise,
sloping baselines and/or offsets, additive and multiplicative effects,
or combinations of these contributions. In a typical chemometric
modelling pipeline, either exhaustive search [20] or pre-processing
ensembles [21e23] have been proposed to improve models. One of
the main drawbacks of these strategies is that they rely on already
existing pre-processing approaches. This limitation is especially
relevant in the case where datasets are large. Heterogeneous
datasets may however include different artefacts from different
experimental conditions. Some recent studies [4,12,14,16,24,25]
have hinted that DL models can automatically transform data to
their most suitable form for predictive modelling. These spectral
transformations are done by convolutional layers that are directly
connected to other layers in the model. Interestingly [4], has shown
empirically the similarity between 1st derivative pre-processed and
automatically pre-processed spectra from the convolutional layers
of a DL model of their data. Recent works have also shown that DL
models can benefit from the use of classical spectral pre-processing
approaches [7,12,24e28]. It has been found that, for certain prob-
lems, classical pre-processing approaches allowed a faster conver-
gence of DL models [26] and avoided model overfitting [27].

Two recent works [13,29] demonstrated the possibility to inte-
grate pre-processing operations as specialized model layers in DL,
which provided better results than those from a single traditional
spectral pre-processing approach before either linear or non-linear
neural networks [13].

2.2. Can DL be performed on small spectral data sets?

The typical view is that DL models require large amounts of data
to train properly. In the area of computer vision, it is common to
encounter large image data sets, such as the Aff-Wild2 facial
recognition data set (~2,800,000 samples) or the MS COCO data set
(2,500,000 samples). While these data size requirements are surely
true for the large/very deep models used in CV and NLP, it is not
clear if this is the case for the much shallower architectures (up to
3

~15 layers) used so far for chemometrics tasks. From a technical
point of view, through the diligent implementation of regulariza-
tion techniques, training a DL model of 20 layers or more is
possible, even for smaller (n < 1000 where n is the number of
samples) data sets.

In the domain of NIR spectroscopy, it is uncommon to encounter
large open datasets. It is expected that the continued adoption of
new spectral technologies (e.g., handheld spectrometers) will
contribute to the inversion of this tendency. Large (e.g., number of
independent samples > 104) open NIR datasets are not common yet
in the spectral community and are currently limited to fruit
[9,30,31], soil [5,6], and seeds [28,32]. Most of the initial works on
the application of DL to NIR spectral analysis have shown the po-
tential of DL on small spectral data sets [4,12,14,16], comprising
even fewer than 100 samples in some cases. It seems surprising
that DL models, which usually consist of thousands of free pa-
rameters, can be trained with only 100 samples; these works
implemented “shallow” NNs using 1 to 3 convolutional layers fol-
lowed by 1e4 dense layers. Hence, this demonstration using a low
number of samples cannot be completely neglected but it must be
kept in mind that shallow NNs still have hundreds of parameters,
whichmight be difficult to properly trainwith a lownumber of data
points. Data augmentation techniques can introduce artificial
variation in spectral data that help to stabilize the deep NN training.
Beyond improving training stability, recent studies [26,33] showed
that data augmentation also benefits model performance.

2.3. Is the comparison of DL models with linear models justifiable?

DL produces complex non-linear models, and often, in the
spectral data modelling domain, have their performance compared
with linear models such as PLS [15,34]. PLS models, if properly
optimized in terms of pre-processing and latent variables, are
known to be reliable and the recent literature comparing the per-
formance of DL modelling with PLS put a lot of effort into opti-
mizing the DL models while minimal attention was paid to
optimizing the PLS models. For example, in a study involving ni-
trogen prediction in leaves [15], a wide variety of neural architec-
tures were tested while when it came to PLS modelling only one
PLS model without any optimization of pre-processing was pre-
sented. This calls into question whether a comprehensive com-
parison of DL with simple PLS approaches has been done until now,
and whether such studies really demonstrate that DL is to be
preferred for spectral data modelling.

2.4. What about time requirements and explainability of DL
models?

The development of linear models with spectral data, such as PLS
[35,36], is usually faster compared to DL and reflects the linearity of
well-conducted optical spectroscopy. The most time-consuming
part of PLS-based approaches is the optimization of pre-processing
and the selection of latent variables. However, approaches such as
design of experiments [20] and pre-processing ensembles [21,22,37]
have been proposed to reduce the time requirements. In comparison
to linear approaches, DLmodel development is time-consuming and
resource-intensive. In practice, training DL models and performing
the associated optimization tasks on computers equipped just with
GPUs can take hours or even days. If DL can overcome the pre-
processing and/or variable selection steps, then a suitable trade-off
in terms of computation time might be found. One also must take
into consideration that much of the time spent around DL crafting is
done by exploring different NN architectures. The PLS algorithm is
well established but a “general NN architecture” for spectral analysis
(if it exists) has not been found yet.
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One of the advantages of most classic chemometrics methods is
model interpretation, which allows for inference of sample chem-
istry. Linear models usually allow for direct interpretation of the
importance of spectral features (e.g., through scores and loadings in
PLS) to identify key physicochemical components. This type of
interpretation is not directly accessible from DL models. DL can
accurately predict properties of many spectra, but their arguably
“black-box” nature makes it difficult to identify what spectroscopic
patterns direct the classification. Currently, the general perception
is that DL-based approaches offer little in terms of causality insights
and inverse problem responses. However, model interpretability is
currently one of the most important topics of research in DL. In NIR
analysis, some works have demonstrated the use of class activation
mapping (CAM) [38] and the application of perturbation theory to
compute regression coefficients [4] to interpret DL models.

3. Potential benefits of DL for spectral data modelling

3.1. DL on large datasets can outperform non-DL chemometric
modelling approaches

It has been generally shown that the performance of DL models
scales with training data size better than most non-DL chemo-
metric approaches. This has been shown by Ref. [5] for the pre-
diction of soil properties (i.e. organic carbon content, cation
exchange capacity and texture) using NIR spectral data. While the
authors of [5,39] pointed out that they found no advantage of using
DL models with small (n < 1000) data sets when compared to PLS
and cubist models, they saw clear gains with increasing data size.

In another example, DL was applied to NIR spectra for dry
matter prediction of mango fruit [7] with ~104 samples; the authors
achieved better performance in terms of a lower root mean square
error in prediction (RMSEP) than with a wide range of non-DL
chemometric approaches [9,30]. Another work on soil spectros-
copy [6], which also explored DL approaches based on ~104 spectra
and values of the corresponding reference properties, achieved
better performance than non-DL chemometric approaches. This
performance advantage of DL models (ranging from a few to 10%
improvement) has also been reported in other works that use NIR
spectral data sets with > 104 samples [28,32,40]. Hence, based on
the current trend, it is justifiable to say that DL for NIR spectral data
has real benefits when many samples are available. One should
note that the amount of data is not the sole reason for the improved
performance of the DL model and that the quality of data acquired
is also important. However, in different areas of science such as soil
analysis and fruit science (where NIR is extensively used, and large
data sets are generated) it is still challenging to obtain fully
representative data; usually in such domains data is continuously
collected for multiple locations, years, batches etc. to incorporate
large variations into the dataset.

3.2. DL can efficiently handle complexities in response variables

One of the known key benefits of DL is its ability to efficiently
handle complex response variables, for example, a multi-class
classification [32,40] or multi-response predictive model [8,41]. In
a recent study [40] and as shown in Fig. 2, as the complexity of the
response variable (such as the total number of classes) increased,
the DL model could outperform classical chemometric approaches;
as the number of classes increased, the performance of the non-DL
methods decreased while the DL model maintained its perfor-
mance. Note that the results in Fig. 2 are based on a single data set
and such a comparison on a different data set might yield a
different trend. In another recent study for pectin strength pre-
diction [8], a DL model based on data combined from five different
4

pectin formulations performed better than PLS2. The capability of
DL to better handle complex responses and particularly multi-
response scenarios is probably related to its high plasticity and its
improved non-linear pattern recognition capabilities. DL models
can better capture second-order correlations between input vari-
ables due to the weight-sharing [42] properties of NNs and may
extend the range of informative variables that can contribute to the
prediction.

3.3. DL facilitates the fusion of data from different modalities

As mentioned previously, one of the merits of DL is its ability to
perform automatic feature extraction from the input data. Such a
feature extraction is possible through specialized layers such as
convolutional layers; for example, a 1-D convolutional operation
for a spectral signal, a 2-D convolutional operation for an image,
and a 3-D convolution for data cubes or higher order data. From the
DL perspective, it is straightforward to apply different convolution
operations to different modalities of data and perform data fusion.
Currently there are only a fewworks that have touched on this topic
as applied to chemometric tasks [43,44]. In Ref. [46], the authors
explained and demonstrated the capability of parallel convolu-
tional based DL models for fusing information from two spectral
ranges, i.e., visible and NIR, and demonstrated that themodel based
on fused information performed slightly better (2% lower RMSEP)
than models based on individual spectral ranges. Another study
provided a general framework for deep multi-block modelling [43],
and used parallel input convolutional/autoencoder networks
(Fig. 3). Applications of such deep multiblock approaches are still in
their infancy.

3.4. Model sharing and transfer with transfer learning

Accurate and reliable spectral models are of high value due to
the associated cost of the reference analyses that are usually
required to perform the calibration. In the domain of chemo-
metrics, the transfer and sharing of spectral models is very common
[45]. Just like classical chemometric calibration transfer ap-
proaches, DL models are also highly flexible for sharing and
updating, enabling their use in a new situation using the concept of
transfer learning (TL). The key motivation behind TL is that DL
models are trained on large datasets, which requires both time and
resources, and so it does not make sense to start to train new
models from scratch. Hence, the concept of TL allows updating of an
existing model for new scenarios by retraining only limited parts of
the model such as dense layers or feature extraction layers (Fig. 4).
Although TL in spectral data modelling is still a very new topic,
recent works have shown that TL is capable of handling multiple
tasks such as fine-tuning a DL model on small datasets using a
model pre-trained on large data sets [46], updating models to
incorporate new variabilities [18], and one of the most common
chemometric tasks, i.e., calibration transfer [17,47].

3.5. Joint modelling of spatial and spectral information for spectral
imaging

Apart from the modelling of spectra obtained from a point
spectrometer, DL is also suitable for modelling spectral imaging
datasets [48,49]. As a 3-D data array with two spatial dimensions
and one spectral dimension, a spectral image contains rich infor-
mation that is useful for diverse applications. Currently, in the
chemometrics domain the most practiced approach to spectral
image processing is to treat the pixels as point spectrometer data
and usually limited information about image context is exploited
[15,34]. Within the image context, it is beneficial if the model can



Fig. 2. Performance of different chemometric and DL approaches as a function of the number of classes for classification modelling [40].

Fig. 3. A graphical summary of deep multiblock modelling approaches [43]. (A) Features are extracted using autoencoders and bottle neck layers are connected to dense layers, and
(B) parallel convolutional operations are carried out for data from different modalities and later features are concatenated to build a single model.
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take the “spatial coherence” into account because neighboring
pixels usually share the same labels/chemical properties unless the
imaged scene is highly heterogenous. One of the main benefits of
performing DL on spectral images is that developments from the
computer vision domain can be directly translated to spectral im-
age processing, as spectral images can be considered as imageswith
more than three color channels. Hence, DL is a powerful tool to
process spectral images by allowing modelling of both the spatial
and spectral information using 2D or 3D [50] convolutional oper-
ations. Performing this type of modelling can allow the combina-
tion of contextual information with the chemical information
present in the spectroscopy domain [19,27,51]. Several applications
of DL for spectral imaging can be found, ranging from semantic
segmentation to classification and regression modelling
[19,27,51e53].

4. General guidelines for deep spectral data modelling

Some of the following points are general chemometrics rec-
ommendations that also apply to DL, and some are specific tips for a
5

guided exploration of DL for spectral data modelling:
Start simple: If the user is trying to solve a chemometric task that

involves small datasets (number of independent samples <1000),
and that is the main scientific goal, it is best to start with the
classical linear models. If the answer is unsatisfactory and a large
dataset is available explore DL approaches. Start with shallow DL
architectures and increment complexity progressively.

Data set size: The performance of DL tends to improve as a
function of data set size. Although shallow DL architectures can be
trained with a small number of samples, more complex/deeper
models will only reach full potential if sufficient data is available to
train all the free parameters in the model. Whenever possible in-
crease the data set, making sure that the additional samples are
independent, yet of similar analytical quality and quantitatively
comparable to those already present in the data.

Implement data augmentation: Data augmentation techniques
like adding perturbed versions of existing spectra (e.g., with extra
noise, trends) or additional variables to the input variable space
(e.g., concatenation of pre-processing) can help to improve the
training stability of larger DL models.



Fig. 4. A summary of deep learning (DL) and transfer learning (TL) architecture for model training and transfer [18]. (A) The DL architecture for primary model training, (B) the
model used in TL1, (C) the model used in TL2 and (D) the model used in TL3. Blue represents units that were allowed normal training; green represents units initialized with
parameters from the pre-computed base model and are updated using fine-tuning data; red represents units with fixed (“untrainable”) parameters loaded from the pre-computed
base model.
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Model weight sharing and transfer learning: If the number of
samples in the dataset is low, then the user can explore model
sharing and transfer learning approaches to learn either from the
weights of a model trained using large data sets or from updating
an existing similar model.

Testing of models on independent batches: As for all types of
models, the recommendation is that DL models should be validated
6

using independent batches of data. It is well known in the spectral
data modelling community that models are highly sensitive to
subtle changes in measurement conditions, such as temperature,
instrument, light source, and batch effects. An ideal generalized
model should perform well when tested on new batches of data.
Also note that traditionally model performance is judged based on
parameters such as coefficient of determination or prediction
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errors, however, additional analytical figures of merit such as
generalized analytical sensitivity [54] have been proposed to judge
DL models irrespective of their architecture. Hence, DL practi-
tioners should include parameters such as generalized analytical
sensitivity when comparing their models.

Model optimization and hyperparameters tuning: Hyper-
parameter optimization should be standard practice during the
development of a new DL model or architecture; furthermore,
justification of the usage of different layers is well appreciated and
will help the community to understand the role of different model
layers for their practical implementation.

Model interpretability: It is advised that future practitioners
should also report the interpretation of models with approaches
such as class activation mapping [37] or similar techniques [3].

Comparison with state-of-the-art chemometric approaches:When
the objective is to obtain the best result for some specific chemo-
metric task, DL models should be compared with the most recent
tools for chemometric modelling of NIR spectral data. If the aim is
to explore DL architectures for chemometric tasks then a compar-
ison with classical chemometric approaches is unnecessary. How-
ever, in this case, the user should use benchmark approaches to
show that the different DL architectures are appropriate for
different data sets.

Open data sets: One of the basic foundations of DL is large data
sets. It is advocated that, whenever possible, research groups share
their datasets with the scientific community using institutional
websites or online platforms. As an example, a recent review pro-
poses the use of two data sets for model benchmark purposes. One
data set is related to regression analysis and was originally pub-
lished in Ref. [7], while the other is related to multi-class classifi-
cation and was made available in Refs. [28,55]. A copy of these
datasets is available for download at:

https://github.com/dario-passos/DeepLearning_for_VIS-NIR_
Spectra/tree/master/notebooks/Tutorial_on_DL_optimization/
datasets/

Open codes: DL is a relatively new topic and many people
working in the chemometrics domain are not well acquainted with
the programming of DL. Hence, it is very important that people
practicing DL should share the code used in their published works
so that the scientific community can learn and take developments
forward. Some examples of existing code that is currently available
are the spectral image processing tutorial [53] and the automated
optimization of DL models for spectral classification and regression
[55].

Proper indication of computational requirements: In DL models,
training and optimization are computationally expensive and time-
consuming; when reporting the performance of DL models, it is
worthwhile to report the time required for model training along
with information about the hardware of the computing systems
employed such as GPUs etc.

5. Conclusions and perspectives

DL for spectral data analysis is a very recent topic in chemo-
metrics and can be traced back to just the past five years. Although
DL approaches have been used for a wide range of tasks, such as
regression, classification, model updating, calibration transfer and
spectral image processing, our review reveals that many published
studies to date have been performed using a small number of
samples and under-optimized models, thus not allowing for
generalized conclusions to be made in terms of improvements in
model performance as compared to classical chemometric tech-
niques. Several applications of DL models to NIR spectral data
analysis have been published, and these are generally targeted to-
wards the prediction of a constituent within a sample, or
7

classification of samples according to variations in composition.
However, there are very few studies concerning DL model behavior
for spectral data, e.g., how each type of layer impacts the model's
dynamics, or the impact of DL architecture on the results. This
presents an opportunity for the chemometrics community to
expand research into the development of new architectures
appropriate for the analysis of NIR spectral data, instead of using
architectures developed to tackle problems in other areas. Inter-
esting DL properties found in other research areas, such as CNNs'
“spatial invariance”, i.e., the capacity for a CNNmodel to identify an
object in an image independently of its position or orientation,
raises the question of whether something similar could be achieved
in the case of spectra, and how this would translate in terms of
model response. Many other interesting DL properties like this
example, i.e., observed in the case of other types of data, might be
relevant to solve problems in chemometrics. The inclusion of expert
knowledge into the DL model in the form of specialized layers for
spectral analysis is also another interesting approach. In the limited
number of studies that have used large datasets, it has been
demonstrated that DL can indeed outperform the traditional che-
mometrics approaches on various occasions. This reinforces the
point that for deep spectral modelling, large spectral data sets with
wide variability are key to training more complex, accurate and
robust models. Data augmentation for performing DL on smaller
data sets and its impact onmodel generalizability to new batches of
data is still a developing area of research where target studies,
using well curated datasets could take advantage of the chemo-
metrician's expert knowledge.
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