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Abstract: The application of computational fluid dynamics (CFD) to turbulent flow has been a
considerable topic of research for many years. Nonetheless, using CFD tools results in a large
computational cost, which implies that, for some applications, CFD may be unviable. To date, several
authors have carried out research applying deep learning (DL) techniques to CFD-based simulations.
One of the main applications of DL with CFD is in the use of convolutional neural networks (CNNs)
to predict which samples will have the desired magnitude. In this study, a CNN which predicts the
streamwise and vertical velocities and the pressure fields downstream of a circular cylinder for a
series of time instants is presented. The CNN was trained using a signed distance function (SDF), a
flow region channel (FRC) and the t-1 sample as inputs, and the ground-truth CFD data as the output.
The results showed that the CNN was able to predict multiple time instants with low error rates for
turbulent flows with variable input velocities to the domain.

Keywords: deep learning (DL); computational fluid dynamics (CFD); convolutional neural networks
(CNN); U-Net

1. Introduction

The study of turbulence in fluids has been a significant research topic for many years
due to its impact on a wide variety of applications. The resolution of intricate computational
fluid dynamics (CFD) problems has been made possible through the exponential advances
in computing over the last few decades. Nevertheless, this still remains a constraint for
product development related to applications such as aerodynamic design optimization and
fluid–structure interactions [1]. Despite the fact that CFD simulations are a valuable tool
for the study of turbulent flow when experimental studies are too expensive or impractical,
the computational resources required by CFD simulations may become prohibitive if the
geometry is too complex or if fine meshing is required. Another drawback in the application
of CFD is the influence of the user during the generation of the mesh and the closure model.

In order to solve these issues, in recent years numerous authors have applied deep
learning (DL) techniques to predict the approximated results of CFD simulations. For exam-
ple, Tao and Sun [2], Zhang et al. [3] and Yan et al. [4] targeted aerodynamic optimization
to improve the efficiency of diverse geometries through DL.

Two main approaches have been used to apply DL techniques to CFD. The first
approach focuses on the reduction of the computational time required for studies which
employ coarse meshes. For example, Hanna et al. [5] predicted and lowered the error of
the results obtained for a coarse mesh using a DL algorithm, and Bao et al. [6] proposed a
data-driven guidance framework to improve their coarse mesh modelling and simulation.
In the second approach, the desired fluid characteristics are directly calculated. Through the
development of a convolutional neural network (CNN), Guo et al. [7] predicted stationary
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flow fields around solid objects, accomplishing rapid predictions with low error rates.
Ribeiro et al. [8] developed a very accurate CNN which predicts the streamwise and vertical
velocities and the pressure fields for stationary fluids in the presence of different shaped
geometries, and Kashefi et al. [9] also developed a CNN to obtain an approximation of the
streamwise and vertical velocities and the pressure fields following slight modifications of
the geometry.

Other studies have focused on the prediction of more specific flow characteristics. For
example, Ling et al. [10], remarkably improved the results of CFD simulations by employing
a deep neural network (DNN) for modelling the Reynolds stress tensors using Reynolds-
Averaged Navier–Stokes (RANS) equations. Lee and You [11] predicted the shedding of
non-stationary laminar vortices on a circular cylinder with a generative adversarial network
(GAN). Liu et al. [12] and Deng et al. [13] applied DL-based techniques to the detection of
impacts and vortexes, respectively.

With the exception of some studies which analyzed 3D geometries, such as Guo et al. [7]
and Nowruzi et al. [14], the majority of researchers have studied 2D geometries, due to
the high computational cost involved in the study of 3D geometries [15]. In order to ana-
lyze flow properties, Mohan et al. [15] created a DL-based infrastructure which reduces
the geometry.

Due to the intricacy of the physics of turbulent flows, most studies have been applied
to the prediction of laminar flows. Nonetheless, Fang et al. [16] predicted turbulent flows
in a channel, and Thuerey et al. [17] utilized a CNN to approximate the streamwise and
vertical velocities and the pressure fields of a RANS-based Spalart–Allmaras turbulence
model on airfoils. Abucide-Armas et al. [18] obtained low error rates in their simulations
of turbulent flows with variable inlet velocities, and Portal-Porras et al. [19] developed
various network structures for the prediction of velocity fields for turbulent flows.

Time-based approaches were not considered in most of the aforementioned works.
Nonetheless, CFD applications frequently require knowledge of how the evolution of
the parameters and features of the fluid under study vary over the course of time. The
following studies employed recurrent neural networks (RNNs) in order to analyze time
evolutions in CFD applications: Agostini [20] predicted the streamwise velocity field time
evolution using an autoencoder model; and King et al. [21], Gonzalez and Balajewicz [22]
and Maulik et al. [23] predicted various flow properties via the employment of time-
based approaches.

In this study, the proposed CNN was trained using ground-truth CFD results for
different velocities inputted to the computational domain during a fixed period of time.
The data included the streamwise and vertical velocities and the pressure fields. The aim
was to exploit these data to train a CNN in order to predict the future states of the fluid
given the initial state, by considering the dependency of a fluid’s state on its prior state.
The testing took a random case from the CFD ground-truth data for the initial state, and
used the previously predicted time instant for the remainder of the states. Each result was
compared with the corresponding ground-truth data sample to obtain the ratio of the error
at each instant.

The novelty of this study resides in the ability of our single CNN architecture to predict
the vertical and streamwise velocities and the pressure fields throughout a specific number
of time instants.

2. Materials and Methods
2.1. Numerical Simulations

An unsteady Reynolds Navier–Stokes (URANS) approach was adopted for the cur-
rent simulations since this is the method usually employed when long term periodical
oscillations in a turbulent flow are investigated. The URANS Equations were obtained
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using the following procedure. The Navier–Stokes Equations for incompressible flow were
time-filtered according to Equation (1):
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The turbulent stress tensor was defined as:

τij = 〈ui〉〈uj〉 − 〈ujui〉 → 〈ujui〉 = 〈ui〉〈uj〉 − τij. (2)

Replacing 〈ujui〉 for 〈ui〉〈uj〉 − τij in Equation (1):
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The final URANS equation remains:
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More detailed explanations of the URANS approach are given in [24]. Star–CCM+ [25]
commercial code was used to run the CFD simulations. The CFD code uses discretization
methods to convert the continuous system of equations into a set of discrete algebraic
equations by means of the finite volume method. The vertical and streamwise velocities
and the pressure of the fluid were computed using CFD. The results of these simulations
were used for training, validating and testing the evaluated network. Each simulation
lasted 1 s with a sample frequency of 2 × 10−4 s. This provided a total of 5000 samples in
every simulation. The time intervals were chosen to be small enough to capture the vortex
shedding. An upwind scheme [26] was used to discretize the convective terms, ensuring
the robustness of the solution. The turbulence was modeled using the kω-SST turbulence
model put forward by Menter [27]. Unsteady state computations have previously been
successfully applied to similar cases in the studies of Rajani et al. [28] and Rahman et al. [29].
All the simulations were converged until a satisfactory residual convergence was achieved
for the velocity and pressure quantities.

Regarding the numerical domain, a rectangular two-dimensional computational do-
main with a circular cylinder inside was considered; refer to Aramendia et al. [30]. The
flow moves from the left side of the domain to the right side; therefore, these were set as
the inlet and outlet respectively. No-slip conditions were assigned to the circular cylinder,
and both the top and bottom sides were set as slip walls. The diameter of the circle (D)
was equal to 10 mm, and its center was located at 5D from the inlet and from both slip
walls. The rest of the domain was normalized to the diameter; therefore, the dimensions of
the rectangle were 100 × 256 mm. A detailed view of the computational domain and its
dimensions is provided in Figure 1.
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The fluid was considered to be incompressible, turbulent, unsteady air. The density 
(ρ) of this selected fluid is equal to 1.18415 kg/m3 and its dynamic viscosity (µ) is equal to 
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of 5 different simulations were carried out. The Reynolds number of the conducted simu-
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the CNN input size. 
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Figure 1. Computational domain (not to scale).

The design and construction of a high-quality grid is crucial to the success of CFD
analysis, and these have the most direct influence on the precision of, convergence of,
and time required to attain the solution. Within this domain, a mesh consisting of two-
dimensional polyhedral cells was generated. Most of the cells were located around and
downstream of the circular cylinder, in order to capture the vortexes in the wake behind
this geometry. Additionally, a volumetric control was designed to refine the mesh around
the body in order to keep the y+ value below 1, as illustrated in Figure 2.
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Figure 2. Mesh distribution around the cylinder.

The fluid was considered to be incompressible, turbulent, unsteady air. The density
(ρ) of this selected fluid is equal to 1.18415 kg/m3 and its dynamic viscosity (µ) is equal
to 1.85508 × 10−5 Pa·s. These values were assumed to be constant. The velocity at
the inlet (u) ranged between 5 and 25 m/s, with an interval of 5 m/s between samples.
Hence, a total of 5 different simulations were carried out. The Reynolds number of the
conducted simulations ranged between 3200 and 16,000, depending on each case according
to Equation (5):

Re =
u·D

ν
, (5)

where u is the velocity of the fluid, D is the diameter of the circular cylinder and ν is the
kinematic viscosity of the fluid.

Next, the CFD simulation data were interpolated into a 79 × 172 grid in order to fix
the CNN input size.
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2.2. CNN Architecture

A CNN is a type of non-linear universal approximator of a function, where the
parameters of the non-linear approximator are known as synaptic weights. Thus, a CNN can
be taken to be a non-linear regression. The quantity of input data is of utmost importance
in order to obtain quality results.

The problem was analyzed using a time-based approach. In fact, in fluid dynamics,
the state of a fluid at time t is significantly dependent on its state time, t-1. In other words,
the focus is on the transition of the fluid between states. In regard to a neural network, this
can be transposed to provide the network with the fluid’s state at time t-1 as an input.

A U-Net architecture proposed by Ronneberger et al. [31] was employed. Initially,
this network structure was employed for the segmentation of biomedical images. Since
then, studies such as that by Thuerey et al. [17] have demonstrated the flexibility of this
architecture to be adapted to the application of CFD to turbulent flow analysis. A U-Net
network is a particular type of encoder–decoder network. This network consists of a series
of convolutional layers which reduce the input data into a latent geometry representation
(LGR), which is a representation of the basic features of the initial inputs of the CNN that
enables the CNN to predict the patterns of interest easily and rapidly. Next, the LGR
was extended using transposed convolution layers in order to map the streamwise and
vertical velocities and the pressure fields. Figure 3 shows a simplified diagram of the
network architecture.

J. Mar. Sci. Eng. 2023, 11, x FOR PEER REVIEW 5 of 16 
 

 

A CNN is a type of non-linear universal approximator of a function, where the pa-
rameters of the non-linear approximator are known as synaptic weights. Thus, a CNN can 
be taken to be a non-linear regression. The quantity of input data is of utmost importance 
in order to obtain quality results. 

The problem was analyzed using a time-based approach. In fact, in fluid dynamics, 
the state of a fluid at time t is significantly dependent on its state time, t-1. In other words, 
the focus is on the transition of the fluid between states. In regard to a neural network, 
this can be transposed to provide the network with the fluid’s state at time t-1 as an input. 

A U-Net architecture proposed by Ronneberger et al. [31] was employed. Initially, 
this network structure was employed for the segmentation of biomedical images. Since 
then, studies such as that by Thuerey et al. [17] have demonstrated the flexibility of this 
architecture to be adapted to the application of CFD to turbulent flow analysis. A U-Net 
network is a particular type of encoder–decoder network. This network consists of a series 
of convolutional layers which reduce the input data into a latent geometry representation 
(LGR), which is a representation of the basic features of the initial inputs of the CNN that 
enables the CNN to predict the patterns of interest easily and rapidly. Next, the LGR was 
extended using transposed convolution layers in order to map the streamwise and vertical 
velocities and the pressure fields. Figure 3 shows a simplified diagram of the network 
architecture. 

 
Figure 3. U-Net with 3 decoders. 

Four encoder blocks constituted the encoding part, and 3 convolutional layers, with 
a kernel size of 5, made up each encoding block. After each convolution, a rectifier linear 
unit (ReLU) activation function was added, and after the last convolution layer of each 
block, a max pooling layer was included. Each block utilized a different number of filters, 
equal to 8, 16, 32 and 32 from the outermost to the innermost. The decoder carried out the 
reverse process of the encoder, using deconvolution layers to acquire one of the three var-
iables being studied. The number of filters in the first deconvolution of each decoder block 
was multiplied by two. A detailed view of the architecture of the U-Net is provided in 
Figure 4. Python 3.9.6 [32] software was used to train and test the network. 

Figure 3. U-Net with 3 decoders.

Four encoder blocks constituted the encoding part, and 3 convolutional layers, with a
kernel size of 5, made up each encoding block. After each convolution, a rectifier linear
unit (ReLU) activation function was added, and after the last convolution layer of each
block, a max pooling layer was included. Each block utilized a different number of filters,
equal to 8, 16, 32 and 32 from the outermost to the innermost. The decoder carried out
the reverse process of the encoder, using deconvolution layers to acquire one of the three
variables being studied. The number of filters in the first deconvolution of each decoder
block was multiplied by two. A detailed view of the architecture of the U-Net is provided
in Figure 4. Python 3.9.6 [32] software was used to train and test the network.
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2.3. Training Parameters

AdamW was selected as the optimizer for training the network. This algorithm is
based on an adaptative moment estimation (Adam), which updates the gradient vector and
the squared gradient using an exponential moving average. The coefficients β1 and β2 are
the forgetting factors for the gradients and second moments of the gradients, respectively,
and their values were both set to 0.5 [33].

AdamW is an updated version of the Adam optimizer, which improves regularization
by decoupling the weight decay from the gradient-based update [34]. For this work, a
L1-norm was employed as the loss function, the learning rate was set at 0.001, the weight
decay at 0.005, the batch size at 64, and the data was split with a ratio of 0.7 for training
and 0.3 for testing the model.

2.4. CNN Inputs

In this network, three different input layers were considered. The first pair were
a flow region channel (FRC) and a signed distance function (SDF), which refer to the
geometry shape and the features of the fluid throughout the different locations of the mesh,
respectively. The latter represents the former instant of the field which is being analyzed.

The FRC input layer was a multi-class channel containing information about the
boundary conditions of the domain. The information was organized into 4 categories: 0 for
the geometry, 1 for the free flow region, 2 for the slip conditions, 3 for the inlet and 4 for the
outlet. Thus, no-slip conditions were employed in the top/bottom walls. Figure 5 displays
a schematic view of the FRC layer.
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SDF is a mathematical function that measures the relative distance between any
point in the grid and the nearest boundary point of a closed geometry shape. [7]. The
mathematical expression of this function is given by Equation (6):

SDF(x) =
{

d(x, ϑΩ) i f x ∈ Ω
−d(x, ϑΩ) i f x ∈ Ωc , (6)

where Ω is a subset of a metric space, X, with metric, d; and ϑΩ is the boundary of Ω. For
any x ∈ X:

d(x, ϑΩ) := inf
y∈ϑΩ

d(x, y), (7)

where inf denotes the infimum. Grid positions inside the interior of the obstacle (Ωc)
are assigned negative distances [8]. Figure 6 shows the SDF that was generated for this
work using a MATLAB [35] code, which allowed selection of the position and size of the
geometry, as well as the size of the grid.
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During the training of the CNN, the ground-truth CFD results were utilized as the
third input to the CNN. In this case, the previous instant of the current CFD-analyzed
sample was introduced as the third input. This allowed the CNN to learn the time patterns
within the CFD results, and provided the time dependency on the previous state to the
network. For the testing of the CNN, the result predicted in the previous instant was used
as the current reference for the new prediction.

3. Results

The neural network was trained three times, once for each of the variables studied. As
aforementioned, the training was carried out using 70 % of the samples, and the number
of epochs was set to 1000. Then, in the testing part of the study, the network was used to
predict ten time instants for each of the five inlet velocities studied, for each of the three
variables. During testing, the t-1 time instant was selected from the result of the previously
iterated prediction, and the current prediction was compared with the corresponding
ground-truth CFD sample, obtaining the absolute and relative errors. Figure 7 shows the
CFD sample, the CNN prediction and the absolute error of the instants 1, 5 and 10, with
respect to a random initial sample of the test set being used to determine the streamwise
and vertical velocities and the pressure. In this figure, three samples are shown for every
inlet velocity studied. Logically, the error incrementally increases with each of the new
iterations, due to being based on the previous predictions. For higher inlet velocities, the
changes between two adjacent samples were greater, which hindered the CNN predictions,
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resulting in larger error rates. Comparing the three variables studied, the predictions for
pressure were of better precision than those obtained for both velocities, although the
model still performed adequately for the velocity variables.
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The histograms in Figure 8 show at which level the predictions fit with the ground-
truth CFD data. In the cases of pressure and vertical velocity, the predicted values were
very similar to those obtained in the CFD samples, except for the 25 m/s inlet velocity
case, where the CNN outputted a group of excessively high negative values for the vertical
velocity. In some testing cases, when a group of high value points with significant errors
appeared, especially around or downstream from the circular cylinder, the error was
transferred to the following predictions, which produced the data deviations observed
in the histogram. For the streamwise velocity, this phenomenon also occurred, but to a
lesser effect. The arithmetic mean and the variance for each of the inlet velocities is shown
in Tables 1–5. The same conclusion extracted from the analysis of the histograms can be
applied to the evaluation of the arithmetic mean and variance values obtained for the
ground-truth CFD data and the CNN predictions. Here, shown in Table 5, the deviation
produced in the vertical velocity was also appreciable. The arithmetic mean values obtained
from the CNN predictions were, for every inlet velocity, higher than those obtained from the
ground-truth CFD data. This occurred due to the aforementioned deviation phenomenon.
One of the main objectives of the use of DL in CFD simulations is to reduce computational
time. The duration of the training was 6.5, 6.2 and 6.3 h for the streamwise and vertical
velocities and the pressure, respectively, giving a total of 19 h for the training phase. In
the testing phase, calculating a prediction for 10 samples of any of the three variables
studied took 0.49 s. Both training and testing were carried out using a NVIDIA Quadro
RTX 6000 GPU. An Intel Xeon Gold 5120 CPU was used for the CFD simulations, which
took a total of 15 h.
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Table 1. Comparison of arithmetic mean and variance between the ground-truth CFD data and the
CNN predictions for the streamwise velocity of 5 m/s.

5 m/s
CFD CNN

ux uy p ux uy p

Arithmetic mean (µ) 4.9956 0.0049 0.3990 5.1363 −0.0079 2.8473

Variance 1.3478 0.9615 18.5783 1.5402 0.8970 15.7479

Table 2. Comparison of arithmetic mean and variance between the ground-truth CFD data and the
CNN predictions for the streamwise velocity of 10 m/s.

10 m/s
CFD CNN

ux uy p ux uy p

Arithmetic mean (µ) 9.9913 −0.0079 4.3280 10.3442 −0.0247 4.4879

Variance 5.3017 3.4790 209.1635 5.3077 3.1156 193.8350

Table 3. Comparison of arithmetic mean and variance between the ground-truth CFD data and the
CNN predictions for the streamwise velocity of 15 m/s.

15 m/s
CFD CNN

ux uy p ux uy p

Arithmetic mean (µ) 14.9948 0.0168 21.8190 15.7475 −0.0173 20.1163

Variance 9.0647 12.9719 1129.4713 10.5008 11.4202 962.2498

Table 4. Comparison of arithmetic mean and variance between the ground-truth CFD data and the
CNN predictions for the streamwise velocity of 20 m/s.

20 m/s
CFD CNN

ux uy p ux uy p

Arithmetic mean (µ) 19.9889 0.0539 46.7396 20.8735 0.0178 43.9651

Variance 21.6513 22.1345 4063.9549 23.2436 19.6142 3615.1444

Table 5. Comparison of arithmetic mean and variance between the ground-truth CFD data and the
CNN predictions for the streamwise velocity of 25 m/s.

25 m/s
CFD CNN

ux uy p ux uy p

Arithmetic mean (µ) 24.9808 0.0329 72.1601 25.4197 −0.1946 68.5239

Variance 40.7070 33.7651 11124.3126 37.9972 129.3431 8799.3459
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4. Conclusions

In the current work, a CNN with a U-Net structure was developed for the prediction
of the streamwise and vertical velocities and the pressure fields downstream of a circular
cylinder. Henceforth, a total of five different CFD-based unsteady simulations were carried
out with the Reynolds number varying between 3200 and 16,000. The predictions were
accomplished using a time-based approach, predicting the immediate future sample based
on its dependency on its own previous state. The CNN was able to predict ten successive
streamwise and vertical velocities and pressure fields using a sole architecture, with reason-
ably low error rates, particularly for the pressure. The error rate continuously increased
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throughout the new sample iterations, due to these being based on their previous prediction;
and for larger inlet velocities, the error was higher. However, the approximation obtained
is precise enough to compensate for the huge computational costs of CFD simulations.
For future work, our CNN could be adapted to simulate and predict the fluid dynamics
behavior of more aerodynamic geometries, such as airfoils or wings. Furthermore, the DL
techniques could be applied to predict the best shape for an airfoil with an added gurney
flap, in order to attain aerodynamic optimization.
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Nomenclature

Nomenclature Definition
CFD Computational Fluid Dynamics
DL Deep Learning
CNN Convolutional Neural Network
DNN Deep Neural Network
RANS Reynolds-Averaged Navier–Stokes
GAN Generative Adversarial Network
RNN Recurrent Neural Network
LGR Latent Geometry Representation
ReLU Rectifier Linear Unit
Adam Adaptative Moment Estimation
SDF Signed Distance Function
FRC Flow Region Channel
β1 Forgetting factor for gradients
β2 Forgetting factor for second moment gradients
D Diameter of the circle
F Body forces
K Multiplying constant for the loss functions
Lt Loss function
P Pressure
p Fluid density
Re Reynolds number
ux Streamwise velocity
uy Vertical velocity
u∞ Inlet velocity to the domain
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