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Abstract: The stochastic gradient descendant algorithm is one of the most popular neural net-
work training algorithms. Many authors have contributed to modifying or adapting its shape and
parametrizations in order to improve its performance. In this paper, the authors propose two modifi-
cations on this algorithm that can result in a better performance without increasing significantly the
computational and time resources needed. The first one is a dynamic learning ratio depending on the
network layer where it is applied, and the second one is a dynamic drop-out that decreases through
the epochs of training. These techniques have been tested against different benchmark function
to see their effect on the learning process. The obtained results show that the application of these
techniques improves the performance of the learning of the neural network, especially when they are
used together.
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1. Introduction

The stochastic gradient descendant algorithm [1] (SGD) is one of the most popular
training algorithms for the multi-layer neural networks based on fully connected lay-
ers [2–7]. It is used as a quick learning algorithm based on its random behavior to reach a
zone near the minimum loss quicker than other gradient-based algorithms. Its major virtue
is also its weakness, as it will not stop naturally in the absolute minimum but will keep
moving around that point constantly [7].

To avoid an unstable behavior of the algorithm, a learning ratio, also known as α, is
applied to the gradient modification caused by the last loss calculated pattern for a certain
synaptic weight; if α is set too high, the instability can have an effect on the training stability
and ruin any progress on it. As for the error propagation from the output to the input in a
supervised training, the deeper a weight is located, the closer it is to the input than to the
output, and the less correction it will receive. This is caused because the gradient of the
error will be vanishing while it is propagated through the layers, and the error portion that
arrives to correct the deeper areas of a network could not be enough to have a powerful
influence on it, needing more epochs of training to be able to move these deep weights. If
α is set too low, this problem could be exacerbated. Generally speaking, α is set when the
parameters of the learning algorithm are defined before the training of the neural network
(NN) and are not varied in any point of the training. If the α set is too big, the synaptic
weights can be modified in an instable manner, as the gradients are applied without any
filter. This affects mainly the output-side weights, where the gradients have not been
nearly vanished. On the contrary, if it is too low, the deeper synaptic weights will remain
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stationary as the gradient will not have any influence on them. The previous knowledge
of the network designer and trainer is the one that determines the correct value for this
parameter, and the whole training repetition could be caused in case a wrong value has
been set.

On the other side, to avoid overfitting of the network, usually a drop-out [7–12]
method is applied. This method consists of leaving apart, in a random way, some of the
corrections caused by the gradients in the synaptic weights. This leaving apart makes
the correction of a certain weight not complete, which in the course of the whole training
allows a better generalization of the learned objective function. In a similar way to the
learning ratio, a too big drop-out percentage will cause the network not to learn enough
information from the training patterns, and if it is too low, there is a quite high risk of
overfitting the network in the case where the training patterns bunch is not big enough
or too many training epochs are set. As in the previous case, the network designer and
trainer’s previous experience in NN training will be key to ensuring its correct use.

There are some major SGD modifications, such as the ones based on the AdaGrad
algorithm proposed by Duchi et al. [13], where the observed data geometry is applied to
the learning process, assigning frequent features lower learning rates and assigning higher
rates to the infrequent ones. Since its publication in 2011, it has been modified in different
areas to satisfy the special needs of each of them [14–19]. One of AdaGrad’s most impor-
tant modifications is the RMSProp algorithm, solving the previous weaknesses found on
it [20–25]. There are also other learning methods for the NN that give more precise learning
ratios, such as the Levenberg–Marquard algorithm [26–33]. This method gives good results
on the system loss but requires a high consumption of time and computational resources
that could result in the training process not easily handling even the simplest problems.

The authors worked from the standard SGD, analyzing it thoroughly using the vectors
scalar product between the generated

(
∂Loss
∂W

)
matrixes for each of the learned patterns and

the average of them. To do so, the authors have developed a Matlab library to generate the
neural networks and analyze them in detail by performing their own NN implementation
instead of using the standard one from Matlab itself [34]. The library is able to collect data
from each of the patterns. In the final epoch of training, the data of all the weight matrixes
of the created neural network are stored and processed. The main reason for creating this
library is to be able to collect all these data that are not offered by other NN libraries such
as Keras or Matlab in order to be able to manipulate the learning algorithms and take out
the needed graphical charts to study the behavior of the NN. This way, it is possible to
analyze the impact of the modifications on the behavior of each of the learning patterns
and seen if there is any change in them. The chosen specter of math functions to be the
target functions for the shallow NN used for the experiments offer a graphical way to see if
any of the modifications have effects on them and detect any malfunction during training
as a problem of the learning process instead of a randomness of the training objective.

In this paper, the authors propose a modification in the learning ratio and the learning
drop-out, making them dynamic to obtain a better convergence in a similar time. This way,
the need for an experienced hand on the NN training is made less determinant for the final
result. The proposed modifications are complementary to the authors’ previous works on
the SGD and drop-out modifications. The authors’ goal is to achieve some better results on
the learning process without sacrificing time and computational resources in the process,
being able to make the NN learn better in an inexpensive way.

The paper is organized as follows. First, in Section 2, a background on the SGD
modifications made by other authors is analyzed, where some performance improvements
are displayed. In Section 3, the studied learning ratio and drop-out issues are analyzed, and
modifications for a possible solution are explained. In Section 4, the performed experiments
are displayed as well as the obtained results. Section 5 contains the conclusion; and, finally,
in Section 6, the possible future lines of work are listed.
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2. Background

As said before, the SGD is a very popular training algorithm but suffers from various
weaknesses regarding the training process. Different authors have proposed different kinds
of modifications. Le Roux et al. [35] and Defazio et al. [36] propose a modification on
the algorithm by adding a memory of the past gradients to use the average of it in the
first case and, in the second case, being an evolution of the first, an incremental gradient
modification. In both cases, they claim to obtain quicker convergence than the standard
algorithm. Following a similar approach, Johnson and Zang [37] propose a modification
to use a predictive variance reduction for the SGD achieving also a quick convergence on
the minimum Loss. Zhuang Yang [38] proposes combining a conjugate gradient algorithm
with a stochastic recursive gradient descendent algorithm to take advantage of both the
convergence quickness of the first one and the relative direct way of step shaping of
the second one to achieve a reasonable convergence in a reasonable computational time.
Similarly, Pengfei Wang and Nenggan Zenhg [39] propose two methods to achieve a
linear convergence to the minimal solution by using an asynchronous stochastic recursive
gradient. Li et al. [40] propose a modification of the stochastic parallel gradient descendant
algorithm for the free-space optical communication. Their adaptation follows the work
originally made by Hu et al. [41] for fiber coupling. Their adaptation consists of feeding
the loss feedback with multiple data instead of the loss generated in a single pattern.
Le Trieu Phong and Tran Thi Phoung [42] propose another modification of the SGD by
adding compression and memorization of the gradient to achieve more accuracy and less
noise during the NN training. From a safety and security point of view, Roberts and
Smith [43] propose a simplified convergence theory, which was originally presented by
Blanchard et al. [44] to modify the SGD and make it resilient to the Byzantine type of attacks
in distributed learning.

There are also authors using the SGD algorithm as a basis for other modifications and
experiments. Chen et al. [45] extensively studied the SGD’s behavior during the training
and travel through the loss landscape. They concluded that the SGD algorithm has a
super-diffusion behavior on the initial steps of the training, allowing it to travel fast from
the rough fractal-like loss regions to the flattened, nearly minimal loss regions; once the
training process advances, however, the behavior changes to sub-diffusive, which allows
the grain approach to the minimal loss region once the landscape has become more flat.
They analyzed also the different hyper-parameters of the SGD algorithm and their influence
on the training of the NN. In the same terms, Carmina Fjellström and Kaj Nyström [46]
made a diffusion map out of the different elements that compound the SGD learning and
the loss surface. Sun et al. [6] analyzed the effect of using computer floating numbers
instead of continuous ones in the SGD algorithm and see effects such as overflows on it.
In the neural trees world, Varun Ojha and Giuseppe Nicosia [47] modified a neural tree to
shape it like a single neuron neural tree trained using SGD. Senthil et al. [48] developed
an SGD-based algorithm named Aladelta SGD to be able to store the data from hospital
patients in the most time and space-efficient manner. This way, predictions on diseases can
be more easily achieved.

In the case of the drop-out technique, adaptative drop-out techniques are widely
used. Lei Jimmy Ba and Brendan Frey [49] proposed one of the firsts adaptative drop-outs,
decreasing considerably the loss obtained compared to the standard drop-out. Li et al. [50]
propose an adaptative drop-out based on biological principles of the gene theory and
human brain neurons. They claim to obtain an adaptative drop-out that can improve the
feature extraction performance and the classification accuracy. Mirzadeh et al. [51] studied
the relation between the drop-out and the continuous training of a network; they are able
to demonstrate that the NN that incorporates drop-out in their training algorithm is more
stable, maintaining an old learned task while learning new ones. Yuanyuan Chen and
Zhang Yi [52] propose an adaptative sparse drop-out technique that trains a few neurons in
each layer, obtaining them in a probabilistic method based on a sigmoid function. Daniel
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LeJeune et al. [53] also propose another adaptative drop-out approach, the effective penalty
Ω, having good results on sparsening approaches.

3. Learning Ratio and Learning Drop-Out: Issues, Analysis and Possible Solutions

The authors propose two main improvements in order to achieve better results in
training algorithms. The first one is the dynamic learning ratio that depends on the
position of the layer inside in the neural network. The second is a dynamic drop-out
that adapts the drop-out probability among the epochs of training. The main objective of
these two improvements is to reduce the loss function achieved with the training algorithm
without increasing the training time. The authors have tested these two improvements on
their own and together. These possibilities have been tested in order to see the influence of
each improvement.

3.1. Dynamic Alpha

This improvement consists of applying an adaptive layer-wise learning ratio. This
adaptive policy increases the learning ratio in the same epochs if the weight is located in
a layer closer to the input. The authors have noticed that the training algorithm in SGD
propagates the error through the output to the input, and that delays the training process
of weights that are closer to the input layer. So, the weights that are closer to the input learn
slower than the weights that are closer to the output. In order to increase the actualization
of whole weights in a more homogeneous way, the authors propose a bigger learning ratio
in weights that are closer to the input. In Equations (1)–(4), the authors define the training
equations applied in this research work. wi,j,n(t) is the weight that links the j-th output to

i-th input of the n-th layer, mi,j,n(t) is the momentum applied to that weight and
(

∂Loss
∂wi,j,n(t)

)
is the partial derivative of the loss for that particular weight. α and β are the learning
ratio, the one to be adapted, and the momentum appliance ratio. The authors propose in
Equation (4) a modification that introduces an adaptive term. This term depends on n,
Nlayers, ξ and α0 parameters. The ξ parameter is the learning ratio’s increased value for the
whole neural network.

wi,j,n(t + 1) = wi,j,n(t) + ∆wi,j,n(t) (1)

∆wi,j,n(t) = α

(
∂Loss

∂wi,j,n(t)

)
+ β ·mi,j,n(t) (2)

mi,j,n(t + 1) = mi,j,n(t) + ∆wi,j,n(t) (3)

α = α0

(
1 + ξ

n
Nlayers

)
(4)

The authors remind the reader that this improvement has been implemented because
the error propagates from output to input. Thus, the error vanishes when it propagates
from the output layer to the input layer in the SGD training algorithm. The n index is equal
to 0 for the output layer weights and n is equal to Nlayers. This term (see Equation (4)) tries
to increase the actualization of weights that are closer to the input.

3.2. Dynamic Drop-Out

The drop-out is a very well-known regularization technique. This technique equals to
zero an activation in a random way with Pdropout probability. This probability usually is a
constant value for fully connected layers. The authors propose that this probability must
be adaptative in order to modulate its influence along the training epochs.

Pdropout = Pdropout,0 · e−
t
T (5)

This adaptive probability allows the training algorithm to introduce a faster specializa-
tion of each neuron at the initial epochs of the training. In that way, the training algorithm
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allows neurons to learn a specific pattern or feature faster. In the start, the neurons of the
same layer have the same probability to acquire the most important features. There are
several training epochs after the neurons obtain their specific feature or learned pattern. In
order to promote this specialization, the authors propose an adaptive or dynamic probabil-
ity of drop-out. In Equation (5), the authors propose an exponential shape function, where
the vanishing coefficient is T. If this vanishing term must be bigger, this T parameter must
be increased. The Pdropout,0 probaility is the initial drop-out probability.

4. Shallow Neural Network Examples and Results

Based on the authors’ previous work, some experiments were made using Matlab
2022a as the development tool. The authors use a shallow neural network composed
of three fully connected layers separated by two ReLu processing layers. The training
function will be MSE. All three fully connected layers are trained using 0.01 α and β values
and a 20% of drop-out rate. Each of the experiments has been made using the standard
SGD parameters to have a reference of the learning ratios that can be obtained normally
and applying the modification techniques. The authors have applied this kind of neural
network because conceptually, in shallow neural networks, the regularization effects are
less important than in deeper neural networks. So, if the authors obtain goods results in
such shallow neural networks, the benefits must be bigger in very deep neural networks.
The experiments consist of 6241 patterns of learning and 3136 patterns of validation that are
learned in 100 epochs of training. Both data sets have been generated stochastically inside
the data set bound to each of the benchmark examples. The chosen benchmark functions
make it easy enough to trace any problem in the training to the learning process itself and
not to any other complex side effects. The obtained output results are based on the behavior
of the different training patterns compared to the average behavior. These comparisons
are represented by the scalar product between the partial derivative of a pattern loss to
a certain layer

(
∂Loss
∂W

)
and the average one, obtaining j × i weight matrixes in the fully

connected layers. Those matrixes are transformed into a single row vector, ordering them
from output to input and making the scalar product. The shown modules relationship and
cos(ϕ) are the result of those products.

4.1. “Mexican Hat”

This mathematical function is what the authors have used as a starting point of analysis
against the different studied possibilities of mutation of the SGD algorithm. The equation
leading this function is the following one:

z = sinc
(

x2 + y2
)

; x, y ∈ [−0.95, 1], (6)

where x and y are the inputs for the neural network and z is the expected output. We first
train the network without applying any of the techniques proposed in this work to have a
starting point for comparison.

On this particular case, after all the training is completed, the average loss of training
patterns rises to 0.00010586 on the learned patterns and 0.000150754 on the case of the
validation patterns at the end of the 100th epoch of training. Figure 1 shows the evolution
of the training loss on a logarithmical scale. The authors will compare this obtained value
with the ones obtained applying the modifications proposed in this work.

4.1.1. Dynamic Alpha

Applying the dynamic alpha modification, see Section 3.1, and training the same
neural network with the same patterns, through the same number of epochs, the obtained
average loss is 0.000073996 in the case of the training patterns and 0.000104274 in the case
of the validation patterns. In Figure 2, the evolution of the loss during epochs can be seen.
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Figure 2. Average loss on training patterns in blue and validation patterns in orange for Dynamic
alpha SGD of Mexican Hat.

The authors used the previous work to propose patterns of vectors alignment [34],
using the scalar product method between each of the patterns and the average of all the
patterns. The 20 worst learned patters are barely aligned with the average of the network,
as their cos(ϕ) values are below 0.5 and their module values are much bigger than the
average vector. In Figure 3 is possible to see this effect.

On the opposite side, the 20 best learned patterns show a much more aligned situation
to the average vector. The module relationship, instead, is much smaller than the case of
worst learned patterns, with some even being close to a 1:1 relationship with the average
value. Figure 4 shows these results.

In summary, for this particular case, it can be said that the dynamic alpha application
to the learning process improves the learning ratios compared to the original SGD algorithm
in this particular case. The best learned patterns have more presence in the learning of the
network as they are very aligned to the average of the network, while the worst learned
ones have nearly no presence in the final result, as they offer a nearly orthogonal response
to the average of the network.
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4.1.2. Dynamic Drop-Out

In the case of the of dynamic drop-out, see Section 3.2, the average loss of training
patterns rises to 0.000248867, which is two times bigger than the original, and 0.000330196
for the validation patterns. The numbers were not promising, but still, the authors processed
the obtained data from the training. Figure 5 shows the evolution of the loss.

The 20 worst learned patterns show a similar behavior to the dynamic alpha ones,
which is a little more aligned but still having their cos(ϕ) below 0.5; the module relationship
is also big, as the patterns modules are over 100 times bigger than the average. Figure 6
shows this behavior.

On the 20 best learned patterns side, the results are quite similar to the application of
the dynamic alpha. The patterns are generally more aligned and their modules are much
closer to the average value. In Figure 7, this behavior can be observed.
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4.1.3. Mixed Together

Finally, another experiment was made combining both modifications at the same time.
After the training, the average loss rose to 0.000076558 in training patterns and 0.000099538
in the validation ones. Figure 8 shows the evolution of these values through epochs of
training. It can be seen that the loss reaches similar values to the case using only dynamic
alpha, but the validation patterns loss is maintained closer to the training ones than in the
previous case, being further from the overtraining.
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These values are near the dynamic alpha, but analyzing the error on each of the
validation points, on the combination method, the peak errors are much lower than in the
first-case ones. In Figure 9, it is possible to see that the peak errors in the case of only using
dynamic alpha are bigger those in than the case of using both dynamic techniques.
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Figure 9. Resulting error on the validation patterns. The dynamic alpha modification on the (left)
and the mixed dynamic alpha and drop-out on the (right).

Analyzing the data obtained from the training, the authors see that the worst learned
patterns are much more aligned with the average value, having their modules relationships
closer to 1 than the cases before, and the cos(ϕ) are over 0.6 in absolute value. Figure 10
shows this behavior. These means that the worst learned patters are more relevant in the
learning process and affect more weights in the fully connected layers.
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In the case of the best learned cases, the behavior is similar to the previous cases.
Figure 11 shows how it is similar to the dynamic alpha-only or dynamic drop-out-only
cases. After seen the obtained results, it can be said that the combined methods make the
network learn better than the case of standard SGD is used in the training, and they make
all the patterns more relevant to the training process.
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After checking that this effect was working on this particular case, the authors took
some other benchmark functions from Surjanovic and Bingham’s web page [54] to check if
the new discovered method has the same positive effect on the training.

4.2. Ackley Function

The Ackley function presents an absolute minimum in the [0,0] position and many
local maximums and minimums around it. The following equation represents its form:

z = −20· e(
1
5

√
1
2 (x2+y2)) − e(

1
2 (cos(2πx)+cos(2πy)) + 20 + e; x, y ∈ [−0.95, 1] (7)

where x and y are the inputs of the neural network and z is its output. After the 100-epoch
training without applying any modification to the SGD, a loss of 0.003114478 is obtained on
the learning patterns and 0.002884209 on the validation patterns. Figure 12 shows the loss
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evolution through the epochs, and it can be seen that the loss associated with the validation
patterns set becomes noisier in the final steps of learning.
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Figure 12. Average loss on training patterns in blue and validation patterns in orange for Standard
SGD of Ackley function.

Viewing the data obtained from the learned patterns, the worst learned are barely
aligned, and comparing their modules to the average calculated value produced values of
over 200 in most of the cases. Figure 13 shows these data. In the case of the best learned
patterns, the situation is similar to the one that was seen before, having a similar behavior
in the cos(ϕ) but with a module relationship to the average that was much lower. Figure 14
displays these data.

After making the training with the dynamic alpha and drop-out, it is possible to see
that the loss has been improved a bit in both cases, being 0.00250811 in the training patterns
and 0.002813870 in the case of the validation patterns. Figure 15 shows the evolution of
loss through epochs: the noisy part of the validation patterns is still there, but its effect has
been reduced.
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Figure 15. Average loss on training patterns in blue and validation patterns in orange for Dynamic
alpha and Dynamic drop-out mixed together SGD of Ackley function.

Analyzing the patterns, the worst learned ones have a similar behavior in the angle
alignment as before, but the module relationship has been lowered significantly. Figure 16
shows the obtained values. In the case of the best learned patterns, the situation is quite
similar: the cos(ϕ) remains quite similar while the module relationship has been lowered
significantly; is possible to see in Figure 17. Overall, it can be said that the behavior of the
patterns is closer to the average learning value than in the case without modifications.

4.3. Cross-in-Tray Function

On the case of the Cross-in-Tray function, the following equation intended to be achieved:

z = −0.0001

(∣∣∣∣∣sin(x)sin(y)e(|100−
√

x2+y2

π |)
∣∣∣∣∣
)

x, y ∈ [−0.95, 1] (8)

where z is the wanted output for the output and x and y are the inputs. After training the
network with standard SGD and the one with dynamic alpha and drop-out, the obtained
loss is 0.016488167 in the training patterns and 0.006663838 in the validating ones for the
standard SGD. As it can be seen in Figure 18, the validation patterns loss has a quite random
behavior during the training process: it is generally below the training loss, but does not
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have a clear process of learning. The learning parameters loss, instead, has a descendant
tendency, finding probably a local minimum in the final steps of learning.
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∣∣∣ on the (right) for the Ackley function using the dynamic alpha and drop-out modifications for
Dynamic alpha and Dynamic drop-out mixed together SGD of Ackley function.
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In the case where both modifications are applied, the loss reaches 0.016340295 for
training patterns and 0.029352279 for the validating ones. The validation patterns’ related
loss is as noisy as before, as can be seen in Figure 19.

In this case, the differences are not very obvious between both cases. Analyzing the
data obtained from the learned patterns, the worst learned ones present a negative cos(ϕ),
which means that all these patterns are pulling the learning the training away from the
average value. The modules’ relationships to the average are all over 100. These values
can be seen in Figure 20. On the best learned patterns side, the cos(ϕ) is quite low, meaning
that even the best learned ones are not very relevant to the training; this can be seen in
Figure 21. Perhaps the network should be changed to fit better the function with this
learning algorithm in its standard mode.
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SGD of Cross-in-Tray function.
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In the case of the modified alpha and drop-out, the worst learned patterns are mostly
aligned with the average value, changing completely the direction of them, while the
modules maintained high values, as can be seen in Figure 22. The best learned patterns,
instead, maintain their behavior almost completely; see Figure 23. As said before, perhaps
the network must be modified to be able to train correctly this particular case with the
SGD algorithm.
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∣∣∣ on the (right) for the Cross-in-Tray function using the dynamic alpha and drop-out.

4.4. Drop-Wave Function

In the case of the drop-wave function, the obtained difference is quite significant,
while the loss in the standard SGD reaches 0.035496386 and 0.034738452 in the validation
patterns. Analyzing Figure 24, it is possible to see that the loss evolution happened primary
at the final epochs of training.

Applying the modifications, instead, the loss reaches 0.0066686 in the learning patterns
and 0.006050894 in the validation patterns. Figure 25 shows that similar to the previous
case, the loss evolution happens from the 50th epoch on.
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The goal function follows the next equation:

z = −
1 + cos

(
12
√

x2 + y2
)

0.5(x2 + y2) + 2
x, y ∈ [−0.95, 1] (9)

where z is the desired output and x and y are the inputs to the network. After analyzing
the patterns, in the case of the standard SGD learning, all the worst learned patterns have a
high negative cos(ϕ) value with respect to the average, and the modules relationship is over
100 in all the cases; this can be seen in Figure 26. This means that the worst learned patterns
are pushing all the training in the opposite direction to the rest of the patterns learning.
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In comparison, the best learned patterns are partially aligned to the average value and
their modules’ relationships to the average are as high as the worst learned ones, as can
be seen in Figure 27. This means that the patterns are poorly learned in general and the
network is not able to offer a satisfactory output to the given inputs for this particular case.
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On the contrary, using the modified version with dynamic alpha and drop-out, the
results are much better. The worst learned patterns are all highly aligned with the average,
having also their modules’ relationships smaller than before, as Figure 28 shows. In the case
of the better learned patterns, the situation is slightly better than before, as the modules’



Mathematics 2023, 11, 1183 18 of 24

relationships to the average are lower; this can be seen in Figure 29. With all these data, we
can say that the network probably needs to be modified to be able to learn this particular
function properly.
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4.5. Goldstein Prize Function

This last function has the following equation:

z = 1
2.427

[
log
([

1 + (x + y + 1)2(19− 14x + 3x2 − 14y + 6xy + 3y2)][30

+(2x− 3y)2(18− 32x + 12x2 + 48y− 36xy + 27y2)])−8.693] x, y ∈ [−0.95, 1]
(10)

where z is the wanted output for the network and x and y are its inputs. After training
the network, the obtained results with the standard SGD were 0.001452047 in the training
patterns and 0.000901638 in the validation ones. Figure 30 shows a continuous descendant
in the loss in both training and validation ranges.



Mathematics 2023, 11, 1183 19 of 24

Mathematics 2023, 11, x FOR PEER REVIEW 20 of 26 
 

 

 

Figure 29. Unified best learned patterns cos(φ) on the (left) and |
𝜕𝐿𝑜𝑠𝑠

𝜕𝑊𝑛
| relationship to the average 

|
𝜕𝐿𝑜𝑠𝑠

𝜕𝑊𝑛
| on the (right) for the drop-wave function using the modified SGD with dynamic alpha and 

drop-out. 

4.5. Goldstein Prize Function 

This last function has the following equation: 

𝑧 =  
1

2.427
[𝑙𝑜𝑔([1 + (𝑥 + 𝑦 + 1)2(19 − 14𝑥 + 3𝑥2 − 14𝑦 + 6𝑥𝑦 + 3𝑦2)][30

+ (2𝑥 − 3𝑦)2(18 − 32𝑥 + 12𝑥2 + 48𝑦 − 36𝑥𝑦 + 27𝑦2)]) − 8.693] 𝑥, 𝑦 ∈ [−0.95, 1] 
(10) 

where z is the wanted output for the network and x and y are its inputs. After training the 

network, the obtained results with the standard SGD were 0.001452047 in the training 

patterns and 0.000901638 in the validation ones. Figure 30 shows a continuous descendant 

in the loss in both training and validation ranges.  

 

Figure 30. Average loss on training patterns in blue and validation patterns in orange for Standard 

SGD of Goldstein Prize function. 

On the dynamic alpha and drop-out, the results were 0.001287429 in the training pat-

terns and 0.002754883 in the validation patterns. Figure 31 shows a similar behavior to the 

normal SGD case, with a noisier state of the validation loss in the final epochs of training. 

Figure 30. Average loss on training patterns in blue and validation patterns in orange for Standard
SGD of Goldstein Prize function.

On the dynamic alpha and drop-out, the results were 0.001287429 in the training
patterns and 0.002754883 in the validation patterns. Figure 31 shows a similar behavior
to the normal SGD case, with a noisier state of the validation loss in the final epochs
of training.

Mathematics 2023, 11, x FOR PEER REVIEW 21 of 26 
 

 

 

Figure 31. Average loss on training patterns in blue and validation patterns in orange for Dynamic 

alpha and Dynamic Drop-out mixed together SGD of Goldstein Prize function. 

Analyzing the patterns, the worst learned patterns present a very low value in the 

cos(φ) and the modules are high in relationship to the average; see Figure 32. In the best 

learned patterns case, the results are much more aligned and closed in the module rela-

tionship to the average; see Figure 33.  

 

Figure 32. Unified worst learned patterns cos(φ) on the (left) and |
𝜕𝐿𝑜𝑠𝑠

𝜕𝑊𝑛
| relationship to the average 

|
𝜕𝐿𝑜𝑠𝑠

𝜕𝑊𝑛
| on the (right) for the Goldstein Prize function using the standard SGD algorithm. 

Figure 31. Average loss on training patterns in blue and validation patterns in orange for Dynamic
alpha and Dynamic Drop-out mixed together SGD of Goldstein Prize function.

Analyzing the patterns, the worst learned patterns present a very low value in the
cos(ϕ) and the modules are high in relationship to the average; see Figure 32. In the
best learned patterns case, the results are much more aligned and closed in the module
relationship to the average; see Figure 33.

In the case of the dynamic alpha and drop-out, the worst learned patterns show a
very low cos(ϕ) and module relationship, making them not relevant for the training; see
Figure 34. The best learned patterns instead have much more presence, having much higher
values for their cos(ϕ); see Figure 35.
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5. Conclusions

The authors have used different functions regressions problems in order to illustrate
the benefits of their proposal. The authors have two main proposals: an adaptive drop-out
policy and a dynamic learning ratio policy.

A dynamic learning ratio lets training algorithms converge in fewer epochs than in a
conventional training algorithm. The researcher must know that the deeper a weight is in a
neural network, the more a training error needs to propagate along more layers in order to
calculate the loss gradient according to this particular weight. This propagation makes the
error vanish. This effect implies more epochs of training to cause enough change in a deep
weight due to this effect. The dynamical learning policy tries to mitigate it. The policy tries
to increase the learning ratio when the weight is deeper. The authors think that the neural
network does not learn the optimal values until the deepest weights arrive to their optimal
values, because the neural network’s output depends on inputs.

On the other hand, a dynamical drop-out allows the system to have a general learning
on the first epochs of the training and a more specific learning to those weights that have
already being trained and need to gain accuracy. This is obtained by making the dropping
probability bigger in the first stages of leaning and making it smaller through the process,
being sufficiently low at the final stages when the loss is low and the resulting gradient
is also. With low drop-out, the remaining information of this gradient is not lost, and the
synaptic weights correct the final touches of accuracy.

Mixing both techniques together allows the system to benefit from the strengths of
both of them and compensates one’s flaws with the other. The results can be seen not only
in the simplest function but also in the other benchmark functions: that there is indeed a
better performance of both techniques applied to the SGD than with the raw standard SGD.

6. Future Works

As future works, from here, we could follow different paths:

• To analyze the SWARM intelligence as an algorithm, using the example of a shallow network.
• To try to apply recursiveness in the shallow neural network alongside the obtained

SGD modifications to try to see if the performance is improved.
• To use pruning algorithms as a basis in order to identify the weakest parts of the

network and then reinforce them.
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