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ABSTRACT

Though the right hemisphere has been implicated in talker processing, it is thought to play
a minimal role in phonetic processing, at least relative to the left hemisphere. Recent evidence
suggests that the right posterior temporal cortex may support learning of phonetic variation
associated with a specific talker. In the current study, listeners heard a male talker and a
female talker, one of whom produced an ambiguous fricative in /s/-biased lexical contexts
(e.g., epi?ode) and one who produced it in /I/-biased contexts (e.g., friend?ip). Listeners in

a behavioral experiment (Experiment 1) showed evidence of lexically guided perceptual
learning, categorizing ambiguous fricatives in line with their previous experience. Listeners
in an fMRI experiment (Experiment 2) showed differential phonetic categorization as a
function of talker, allowing for an investigation of the neural basis of talker-specific phonetic
processing, though they did not exhibit perceptual learning (likely due to characteristics of our
in-scanner headphones). Searchlight analyses revealed that the patterns of activation in the
right superior temporal sulcus (STS) contained information about who was talking and what
phoneme they produced. We take this as evidence that talker information and phonetic
information are integrated in the right STS. Functional connectivity analyses suggested that the
process of conditioning phonetic identity on talker information depends on the coordinated
activity of a left-lateralized phonetic processing system and a right-lateralized talker processing
system. Overall, these results clarify the mechanisms through which the right hemisphere
supports talker-specific phonetic processing.

INTRODUCTION

Speech scientists have long appreciated that individual talkers can differ considerably in how
they produce their speech sounds, such that the acoustics that signal an /e/ (the vowel in
“bed”) for one talker might correspond to an /&/ (as in “bad”) for another (Hillenbrand
et al., 1995; Joos, 1948; Peterson & Barney, 1952). Listeners are sensitive to the acoustic-
phonetic variability across talkers (Allen & Miller, 2004; Newman et al., 2001; Theodore &
Miller, 2010) but nevertheless are able to accurately recognize words spoken by a wide range
of talkers (e.g., Liberman et al., 1967). Thus, there must be some mechanism by which listeners
accommodate talker variability—that is, some way in which they can condition their interpre-
tation of a speech sound on their knowledge of who is talking. Bayesian accounts posit that
listeners accommodate talker variability by maintaining distinct sets of beliefs—that is, a
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Right temporal cortex supports talker-specific phonetic processing

Generative model:

Beliefs (likely implicit) about
how certain talkers produce their
speech sounds; sensitivity to
acoustic patterns that correlate
with talker/phonetic identity.

Lexically guided perceptual learning:
Paradigm wherein listeners use
vocabulary knowledge to update
their generative model of how some
talker produces their speech sounds.
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distinct generative model—for how a given talker produces speech sounds; a model may
describe an individual talker or a group of talkers that share socio-indexical traits such as
age, gender, sexual orientation, and/or national origin ( ).

High-level information, such as word-level knowledge, plays a critical role in helping lis-
teners adapt to the idiosyncratic ways that different talkers produce speech ( ;
). In a landmark study, exposed Dutch listeners to a talker
who often produced a speech sound that was ambiguous between /s/ and /f/ (denoted /?/).
Crucially, one group of listeners only heard the ambiguous phoneme in contexts where lexical
information biased their interpretation of the phoneme toward /s/ (contexts like [ra:dei?], where
[ra:deis] (radijs) is the Dutch word for radish, but [ra:deif] (*radijf) is a nonword), and the other
group only heard the ambiguous phoneme in /f/-biased contexts. During an initial exposure
phase, listeners were asked to indicate whether these items were real words or nonwords, and
they consistently endorsed items with ambiguous phonemes as being real words, suggesting
that they used lexical knowledge to guide their immediate interpretation of the ambiguous
phoneme (an effect previously shown by ). After the initial exposure phase,
Norris et al. had participants complete a phonetic categorization task with stimuli from an
[f/-/s/ nonword—-nonword continuum produced by the same talker. They found that participants
who had previously heard ambiguous fricatives in /s/-biased contexts were likely to identify
similar ambiguous fricatives as /s/, and those who had heard ambiguous fricatives in /f/-biased
contexts were more likely to interpret ambiguous tokens as /f/. That is, contexts encountered
during exposure allowed listeners to update their beliefs for how that talker produced speech
sounds. Work on lexically guided perceptual learning has shown that listeners can simulta-
neously track the phonetic idiosyncrasies of two different talkers (e.g., if one produces an
ambiguous fricative in place of /s/ while another produces an ambiguous fricative in place
of /I/ [“sh”]; , ; ), consistent with the proposal
that listeners can maintain separate generative models for different sets of talkers.

Some insight into the neural mechanisms through which listeners contact generative
models to guide speech perception comes from a lexically guided perceptual learning study
conducted by . The authors found that during phonetic categoriza-
tion, two regions exhibited differential responses to the ambiguous tokens as a function of pre-
vious exposure—the right middle frontal gyrus (MFG) and the right middle temporal gyrus
(MTG). The involvement of the right hemisphere may be surprising, given that phonetic pro-
cessing is primarily supported by regions in the left hemisphere ( ;

). However, prominent models of speech perception, such
as the dual stream model ( , , ) point out that at low levels of
the language hierarchy (phonology), information may be fairly bilaterally represented, and
right temporal regions are often recruited in functional neuroimaging studies of speech percep-
tion ( ; ; ; ;

). Furthermore, vocal identity processing relies principally on the contributions of
right temporal cortex ( ; ; ;

; ) and sometimes places demands on
right frontal cortex as well ( ; ). Myers and Mesite therefore
suggested that the involvement of the right hemisphere in their study might reflect the fact that
during the phonetic categorization runs, listeners had to access their beliefs about the idiosyn-
cratic way that this particular talker produced speech sounds.

In a follow-up study, performed multivoxel pattern analyses (MVPA) on
the data from the lexically guided perceptual learning study by
described above. In particular, Luthra et al. trained a machine learning algorithm on the
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correspondences between phonetic identity and patterns of functional activation for unambig-
uous stimuli (i.e., clear productions of /asi/ and /ai/ that participants heard during the phonetic
categorization runs). When the classifier was tested on the patterns of functional activation for
the ambiguous stimuli (i.e., those in the middle of the /asi/-/ali/ continuum), with trials labeled
based on whether the listener had reported /s/ or /I/ on that particular trial, the classifier
achieved above-chance accuracy. That is, the pattern of activation for an ambiguous trial
resembled the canonical pattern for whichever endpoint (/s/ or /I/) the subject reported having
heard. Their initial analysis considered a broad set of regions involved in language processing,
but exploratory region-of-interest (ROI) analyses found that above-chance accuracy was still
observed when the classifier only received information about the activity of left parietal cortex
or information about right temporal cortex. These findings provide further evidence for a right
hemisphere role—right temporal cortex in particular—in representing a listener’s perceptual
interpretation of speech from a talker with systematically atypical productions. Notably, how-
ever, listeners in the Myers and Mesite study only heard speech from one talker, so it is unclear
whether the involvement of the right temporal cortex is a consequence of listeners contacting a
talker-specific generative model.

The proposal that phonetic information and talker detail might be integrated in the right
temporal cortex is consistent with a growing body of evidence that the right temporal cortex
simultaneously represents phonetic detail and talker information ( ;

; ). In a seminal study,

presented listeners with three different vowels produced by three different talkers while
measuring brain responses using fMRI. Using a machine learning technique, they found that
the most informative voxels for phonetic classification spanned bilateral temporal areas
including the superior temporal gyrus (STG), superior temporal sulcus (STS), and MTG. In con-
trast, the most informative voxels for talker identity were right-lateralized, located primarily in
the right STS, though a small number of voxels in left STS also contributed meaningfully.
Crucially, there was a small subset of voxels in which activation patterns were useful in both
the classification of phonetic identity and of talker identity, with these voxels primarily located
in the right STS, though some degree of overlap in the left STS was also observed. The authors
emphasized the finding that most voxels that were informative for phonetic classification were
not informative for talker classification (and vice versa), suggesting that phonetic information
and talker information are segregated relatively early in processing.

Additional evidence for this view comes from a functional MRI study by

. To investigate how different dimensions of the speech signal are encoded across the
brain, the authors used representational similarity analyses ( ) to examine
the similarity of functional activation patterns as syllable identity, talker identity, and degree
of acoustic degradation were parametrically manipulated. The authors found that the left and
right temporal cortex—specifically, bilateral clusters encompassing the STG, STS, and
MTG—responded similarly to trials where syllable identity and talker identity were held
constant, regardless of the kind of acoustic degradation in the speech signal. Thus, the bilateral
temporal cortex may specifically support the integration of phonetic identity and talker identity,
as changes to either one of these dimensions can affect the pattern of functional activity.

However, it is notable that the stimuli used in these studies were relatively unambiguous,
where there might be little pressure to link phonetic tokens to a talker identity. In order to
clarify the mechanisms through which phonetic details and talker information are integrated,
it may be important to consider the case of phonetically ambiguous stimuli, where listeners
must appeal to talker information in order to resolve phonetic identity. Furthermore, the find-
ing that a set of right STS voxels was highly discriminative for both phonetic discrimination and
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Analysis examining how well activity
in a seed region predicts activity of
other regions; assesses interactions
between multiple brain regions.
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talker discrimination provides a clue that the right STS may be an important interface between
a left-lateralized phonetic processing system and a right-lateralized talker processing system.

In concert, the findings from these studies suggest that some set of voxels in the temporal
cortex may serve as an interface between the left-lateralized phonetic processing system and
the right-lateralized talker processing system. However, there are a number of important details
that need to be clarified. While the results of implicate the STS in par-
ticular, the results of suggest that the STG and MTG may also contribute
meaningfully. As such, an important next step is to more precisely characterize the contributions
of the STG, STS, and MTG in integrating phonetic detail with talker information ( ).

In addition to the possibility that phonetic information and talker information are simulta-
neously represented in some part of the bilateral temporal lobes (i.e., that there is some degree
of overlap between the phonetic processing system and the talker processing system), it is also
possible that talker-specific phonetic processing is partly achieved through functional connec-
tions between the left and right temporal cortex (i.e., that there is some degree of interaction
between the two neural systems). Evidence that the integration of phonetic information and
talker information is supported by interhemispheric interactions comes from a study by

. In that study, participants listened to a series of syllables produced
by talkers who differed in vocal tract length. Vocal tract length is a parameter that affects
the formants (i.e., the frequency bands where acoustic energy is most concentrated) in the
speech signal, and as such, it can systematically influence the acoustic information associated
with different phonemes ( ; ) as well as different talkers (

). Strikingly, von Kriegstein et al. found that the response of the right posterior STG/STS
was influenced by vocal tract length, but only when listeners were engaged in a speech per-
ception task (a one-back syllable monitoring task) and not in a control task (one-back loudness
monitoring or one-back talker monitoring). The authors suggested that the right posterior
STG/STS activity might reflect the estimation of vocal tract length for the purpose of talker nor-
malization; that is, the recruitment of the right STG/STS might underlie the process by which
listeners leverage their knowledge of the talker’s formant structure to make adjustments to the
mapping from acoustics to phonetic categories. This finding implicates the right STG/STS in
the integration of phonetic detail and talker information. However, the authors also found a
cluster of voxels in the left STG that was sensitive to vocal tract length, and critically, the activ-
ity of this left STG cluster was strongly correlated with the activity of an analogous STG cluster
in the right hemisphere during the speech recognition task; that is, the two regions were func-
tionally connected. Notably, the functional connectivity between the left and right STG was

Posterior superior
temporal gyrus

(STG)
Posterior superior
temporal sulcus

: “~— (STS)

Figure 1. Righttemporal brain regions that may support the integration of phonetic detail with talker
information. Previous studies have implicated the right posterior STG and MTG, as well as the right
STS, which lies between the STG and MTG, in conditioning phonetic identity on talker information.
However, the precise contribution of each of the different brain regions remains underspecified.
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significantly weaker when listeners were performing the control tasks. Taken together, the data
from von Kriegstein et al. suggest that in order to leverage talker information for the purposes of
speech perception, listeners rely on both the left and right temporal cortex. That is, the inte-
gration of talker detail and phonetic information may be partly supported by interactions
between right hemisphere regions associated with talker processing and left hemisphere
regions associated with phonetic processing.

The goal of the current fMRI study was to provide a more precise characterization of the
neural mechanisms by which listeners contact talker-specific generative models. We specifi-
cally sought to examine the (implicit) beliefs that form over the course of lexically guided per-
ceptual learning; in doing so, we hoped to better characterize the neural systems that listeners
use when updating their beliefs about how different talkers produce their speech sounds. We
considered two possible neural mechanisms. First, we considered the possibility that phonetic
detail and talker information are simultaneously encoded in a single brain region, representing
an overlap between the neural system for phonetic processing and the neural system for talker
processing. Here, we focused specifically on the right temporal cortex, which previous studies
have suggested may support the integration of talker information and phonetic detail (

; ). Second, we considered the degree to which
talker-specific phonetic processing is achieved by the coordinated activity of the left and right
temporal cortex—that is, by functional interactions between the two neural systems. Impor-
tantly, these two mechanisms are not mutually exclusive, and the process of leveraging talker
information for phonetic processing may depend on both.

The approach of our study was as follows. Over the course of several exposure runs, lis-
teners were exposed to two talkers, one of whom produced an ambiguous fricative (a blend
between /s/ and /[/) in /s/-biased contexts like epi?ode and the other of whom produced the
same ambiguous fricative in /[/-biased contexts like friend?ip. Thus, in these runs, lexical infor-
mation would encourage listeners to form talker-specific beliefs of how acoustic-phonetic
information maps onto the /s/ and /I/ sounds. In test runs, listeners heard stimuli from a /s/-/I/
continuum and performed a phonetic categorization task. Critically, to interpret ambiguous
phonemes, listeners had to condition phonetic identity on talker information (talker identity
or acoustic patterns that covary with talker). Neuroimaging data were collected using fMRI.
To assess whether any region integrates phonetic information and talker information, we con-
ducted a series of searchlight analyses to identify voxels where the local pattern of activation
contained information about the phonetic identity of the test stimulus as well as about the talker
who produced it. To measure the extent to which phonetic information and talker information
are integrated through interactions between distinct brain areas, we conducted a functional
connectivity analysis. The stimuli and analysis code for this work are publicly available at

We first performed a behavioral experiment (Experiment 1) aimed at confirming that listeners
could simultaneously maintain distinct sets of beliefs for our two talkers. Once we established
that this was the case, we conducted an fMRI experiment (Experiment 2) aimed at clarifying the
contributions of different neural regions when listeners must condition phonetic identity on
talker information.

EXPERIMENT 1

Previous lexically guided perceptual learning studies have established that listeners are able to
maintain distinct sets of beliefs for two different talkers (e.g., one who produces an ambiguous
/s/-/1/ blend in /s/-biased contexts like epi?ode and one who produces an ambiguous /s/-/I/
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blend in /l/-biased contexts such as friend?ip; ; ). In
Experiment 1, we sought to verify that we could induce talker-specific perceptual learning,
adapting the approach of to meet the design constraints of our fMRI exper-
iment (Experiment 2). Thus, Experiment 1 provides a baseline characterization of the learning
effects that we would expect to observe in Experiment 2.

Materials and Methods
Stimuli

Stimuli were taken from , to which the reader is directed for additional
information on stimulus construction. In brief, the stimuli consisted of a set of items for expo-
sure runs and a separate set of items for test runs. The exposure items consisted of 32 words, 16
containing a word-medial /s/ and 16 containing a word-medial /J/. These two sets of items
were matched in word frequency, number of syllables prior to the fricative, and number of
total syllables. A female native speaker of American English produced lexically consistent
(e.g., episode) and lexically inconsistent (e.g., epishode) versions of each item. Word-nonword
continua were made for each item using STRAIGHT ( ), and for each
item, the authors selected a continuum step with an unambiguous fricative (e.g., episode,
friendship) and a step with an ambiguous fricative (epi?ode, friend?ip). Male versions of these
stimuli were created by applying the “Change Gender” function in Praat (

), which uses a Pitch Synchronous Overlap and Add (PSOLA) algorithm to shift the pitch
of a stimulus and adjust the formant ratio; the pitch change captures the general phenomena
that male voices tend to have more massive vocal folds and thus lower pitch (e.g.,

), whereas the formant ratio is related to vocal tract length, which is in turn correlated
with body size (e.g., ). For the test phase, the female talker was recorded
saying the words sign and shine; a 7-step continuum was created in STRAIGHT, and male
versions of the stimuli were created using the “Change Gender” function as described above.

For the present experiment, we opted to use only four steps from each test continuum, fol-
lowing the approach of . Pilot testing with these stimuli indicated that
steps 1 and 6 were relatively unambiguous, with participants interpreting the initial segment as
/l/ 2% and 98% of the time, respectively. Steps 3 (34% /l/ response) and 4 (76% /) were
selected as the ambiguous step, and both steps were associated with sizable shifts in percep-
tion based on previous exposure.

Participants

Twenty-six individuals were recruited using the online participant recruitment platform Prolific
( ). All participants were English-speaking monolinguals residing in the
United States between the ages of 18 and 34. All participants had normal or corrected-to-
normal vision, no hearing loss, and no language-related disorders. Individuals who had par-
ticipated in previous studies using these stimuli were not eligible for the current experiment,
and only participants using a desktop computer were able to complete the experiment. All
participants provided informed consent, and each participant was paid $7.50 for their time.
All procedures were approved by the University of Connecticut Institutional Review Board.

Data from three participants were excluded due to technical errors. We decided a priori to
exclude the data of any participants who failed the headphone screening test (described
below) twice, resulting in the exclusion of one more participant. also
excluded participants who failed to respond to 10% or more of the trials in either the exposure
or test runs as well as participants who showed less than 70% accuracy in classification of the
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unambiguous endpoints during the phonetic categorization task. Applying this criterion led to
the exclusion of two additional participants. After these exclusionary criteria were applied,
data from 20 participants (16 female, 4 male; mean age: 26, age range: 20-31) were included
in the analyses for Experiment 1.

Procedure

After providing informed consent, participants completed a screening test designed to verify that
they were using headphones ( ). In this test, a sequence of auditory tones is
presented binaurally, and participants are asked to indicate which tone is quietest. Critically, one
tone in the sequence is presented in anti-phase across the stereo channels. When presented over
loudspeakers, waveforms from the left and right channels cancel centrally, resulting in an
attenuated signal; thus, participants completing this task over loudspeakers generally tend to
select this tone. Over headphones, however, the anti-phase tone is not heard as the quietest.
Thus, participants are expected to perform differently depending on whether they are wearing
headphones, and this can be used to screen participants thought to be using their computer’s
loudspeakers. After completing the headphone screening test, participants answered a short set
of demographics questions and then moved on to the main experimental task.

As schematized in , the experimental task alternated between exposure runs and
test runs. During each exposure run, listeners heard speech from one of the two talkers, and
heard ambiguous fricatives from that talker in lexical contexts that led to the interpretation as
either /s/ or /[/, with the particular bias of the talker (i.e., whether the male or female talker was
/s/- or /[/-biased) counterbalanced across participants. For instance, if the talker was /s/-biased,
the listener would hear 16 ambiguous fricatives in contexts where lexical information biased
them to interpret the segment as /s/ (e.g., epi?ode) and 16 clear productions of the contrastive
category (e.g., refreshing with a clear /J/). In test runs, listeners performed a phonetic catego-
rization task with stimuli from a sign—shine continuum. In each test run, stimuli were produced
by the same talker who had produced the stimuli during the previous exposure run, and
listeners heard 12 instances of each of the four steps (two unambiguous, two ambiguous). After
performing an exposure run and a test run with one talker, listeners would perform an expo-
sure run and a test run with the other talker. This set of four runs was repeated four times over
the course of the experiment, for a total of 16 runs. The order of the talkers (male first or female
first) was also counterbalanced across participants.

During exposure trials, listeners simply had to indicate whether the talker they were hearing
was a male talker or a female talker. Critically, because talker was held constant in each run,
participants made the same response for the entirety of each exposure run. Our goal in

SH-BIAS

FEMALE
x4

Exposure Test
(Talker ID) (Phonetic ID)

refre?ing ?ine

Figure 2. Overview of the design for Experiments 1 and 2. Listeners alternated between exposure
runs (during which they performed a talker identification task) and test runs (during which they per-
formed a phonetic categorization task). During an exposure run, listeners would hear one of the two
talkers (e.g., the female talker) producing ambiguous fricatives (noted /?/) in lexically biased contexts
(e.g., /l/-biased contexts like friend?ip). During a subsequent test run, listeners heard stimuli from a
sign-shine continuum, with all items produced by the same talker as in the previous exposure run.
Listeners completed a total of 16 experimental runs. We counterbalanced which talker was associ-
ated with which biasing condition as well as which talker listeners heard first.
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adopting such a simple task was to consistently remind listeners of the association between the
phonetic information and the talker, potentially encouraging the formation of talker-specific
generative models. Notably, lexically guided perceptual learning has been observed with a
variety of exposure tasks, several of which have required relatively shallow processing (
; ). Furthermore, previous work has suggested that attending to
talker identity encourages listeners to encode talker-specific phonetic detail ( ;
). Finally, previous research has demonstrated that the degree to which
right temporal regions respond to speech is modulated by the extent to which listeners attend
to talker identity ( ; ), motivating the use of a talker
identification task for the current study.

Because the overall goal of the present study was to investigate the neural mechanisms
through which listeners contact talker-specific generative models, we are particularly inter-
ested in characterizing neural activity during the test phase, during which listeners must
leverage talker information to perform phonetic classification. As such, we wanted to have
a relatively large number of test trials. However, because listeners continually update their
beliefs of how a particular talker produces their speech sounds ( ;

), we were concerned that hearing unambiguous fricatives during a pro-
tracted test phase might encourage listeners to abandon the beliefs formed during the exposure
phase. It was for this reason that we opted to have listeners in this study alternate between
exposure runs and test runs, following the approach of . In this
way, a listener’s beliefs about how the talker produced their speech sounds would be re-
established prior to each test phase. Note that in theory, listeners could show what might
appear to be talker-specific learning if they just adjusted their category boundary based on
the most recent exposure condition, without actually forming talker-specific beliefs; however,
results from previous lexically guided perceptual learning studies with multiple voices suggest
that listeners do establish and maintain talker-specific beliefs for multiple talkers, rather than
simply being guided by their most recent exposure block ( ;

).

Across participants, we counterbalanced which talker listeners heard first (the female or the
male) as well as the bias (/s/-bias or /J/-bias) assigned to each talker. Within each run, trial order
was randomized for each participant, and response mappings were counterbalanced across
participants. Participants had 4 s to respond on each trial, and each trial was followed by a
1 s intertrial interval. Experiment 1 was programmed using the Gorilla online experiment
builder ( ).

Analyses

Trial-level phonetic categorization data were analyzed with a mixed-effects analysis imple-

mented in R (Version 4.2.1; ). We specifically used the “mixed” function
in the afex package ( ); this function implements mixed-effects models
using the “glmer” function of the Ime4 package ( ) and assesses the signifi-

cance of each fixed effect using likelihood ratio tests. We specified a logit link for our analyses,
as appropriate for dichotomous data.

Our model attempted to predict the likelihood of a subject making a “shine” response and
considered fixed factors of Step (scaled), Bias (sum-coded [1, —1], sh-bias, s-bias), and Talker
(sum-coded [1, —1], female, male). The model also included random intercepts for each sub-
ject, random by-subject slopes for Step, Bias, and Talker, and random by-subject interactions
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between Step and Bias as well as between Step and Talker. (Because Bias and Talker were
consistently paired for a given individual—that is, a given listener either heard an /s/-biased
female talker or an /[/-biased female talker, but never both—we did not include random
by-subject interactions between Bias and Talker.) Thus, the full model syntax was specified as:

SH resp ~ step *bias * talker + (step:bias + step:talker + step + bias +
talker | subject)

This represents both the maximal model ( ) and the most parsimonious, as
a backward-stepping procedure indicated that a simpler random effect structure yielded a
significantly worse model fit ( ).
Results
Phonetic categorization data are plotted in . Visually, it appears that listeners’

responses were strongly affected by whether the talker had previously produced the ambigu-
ous sound in /l/-biased or /s/-biased contexts (left panel) but not strongly affected by the gender
(male or female) of the talker (right panel).

Results of the statistical analysis are given in . We observed an expected main effect
of Step, as participants made more “shine” responses when presented with steps closer to the
“sh” end of the continuum. There was a significant main effect of Bias, with participants
making more “sh” responses if they had previously heard the ambiguous sound in contexts
where /I/ was the lexically consistent phoneme; that is, we observed lexically guided percep-
tual learning. There was also a marginal Step x Bias interaction (p = 0.06), driven by a slightly
larger effect of the biasing context at intermediate (ambiguous) continuum steps. Finally, we
observed a significant Step x Talker interaction; while differences between the two talkers
were minimal at most continuum steps, there was a slight difference at Step 2, with participants
more likely to make a “shine” response for the female talker (mean: 0.53, SE: 0.02) than for the

100 100
After hearing = F#=/— A | |
ambiguous sound
in [-biased words

9 75 o 75 Female talker
2 14
a 17}
S 5
a a Male talker
a2 ?
® ®
2 50 2 50
z el
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& 2 [
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1 2 3 4 1 2 3 4
Continuum step Continuum step

Figure 3. Phonetic categorization data from Experiment 1 (behavioral pilot). In both plots, the x-axis indicates the continuum step on the
sigh—-shine continuum, while the y-axis indicates the percentage of “shine” responses at that step. Error bars indicate 95% confidence intervals
around the mean. The left panel shows the data as a function of whether the talker previously produced ambiguous fricatives in /[/-biased
(green line) or /s/-biased (yellow line) contexts, and the right panel shows the data as a function of the talker’s gender, female (solid line) or
male (dashed line).
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Table 1.  Analysis of Experiment 1 phonetic categorization data (behavioral pilot)

Fixed effect $*(1) p value

Step 30.02 <0.0001 ok
Bias 15.6 <0.0001 ook
Talker 0.23 0.63

Step x Bias 3.65 0.06 +
Step x Talker 5.54 0.02 *
Bias x Talker 0.57 0.45

Step x Bias x Talker 0.72 0.40

Note. *** indicates p < 0.001, ** indicates p < 0.01, * indicates p < 0.05, and + indicates p < 0.10.

male talker (mean: 0.46, SE: 0.02), regardless of whether the talker produced ambiguous fric-
atives in /s/-biased or /[/-biased contexts during the exposure phase. No other effects were
significant.

Discussion

In Experiment 1, listeners demonstrated talker-specific perceptual learning for two talkers (one
female, one male); for one talker, an ambiguous fricative corresponded to the phoneme /s/,
while for the other talker, the same ambiguous fricative corresponded to /[/. Notably, talker-
specific learning was observed with a relatively long session, in contrast to previous studies
that have observed talker-specific learning in relatively short sessions ( ;

). In a follow-up analysis, we tested whether the size of the learning (Bias)
effect depended on which set of four runs (first, second, third, or fourth; see ) the par-
ticipant was completing. Specifically, our statistical model tested for fixed effects of Set (scaled)
in addition to the factors used in our initial analysis (Step, Bias, and Talker). We included each
of the random effect terms used in the initial analysis as well their interactions with Set. We
observed significant fixed effects of Step and Bias as well as a significant Step x Bias interac-
tion. No other effects were significant. The lack of any significant interactions between Bias
and Set suggests that the size of the learning effect was constant across the experimental
session. Thus, Experiment 1 showed that listeners can form separate beliefs for how two talkers
produce their speech sounds and can maintain these beliefs over a relatively long experimen-
tal session. Having observed robust learning effects in this experiment, we were able to
conduct an fMRI experiment (Experiment 2) to probe the neural mechanisms through which
listeners contact talker-specific beliefs for how acoustic-phonetic information maps onto
phonetic categories.

EXPERIMENT 2

In Experiment 2, participants performed the same task as in Experiment 1 but did so in the
scanner while fMRI data were collected. Thus, listeners were exposed to two talkers, one of
whom produced an ambiguous fricative (a /s/~/J/ blend) in place of a clear /s/ and one of whom
produced the ambiguous fricative in lieu of /J/; during exposure runs, phoneme identity was
disambiguated through lexical information (e.g., epi¢ode). After each exposure run, listeners
performed a phonetic categorization task with a sign—shine continuum produced by the talker
they had heard during the previous run. Critically, to resolve the phonetic identity of each test
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stimulus (i.e., those presented in the phonetic categorization task), listeners must leverage
talker information; this is particularly the case for the ambiguous stimuli, since for one talker
an ambiguous fricative corresponds to /s/, but for the other it corresponds to /J/. As such, a
consideration of the functional activation during the phonetic categorization task can clarify
the neurobiological mechanisms through which listeners condition phonetic identity on talker
information.

First, we consider both the possibility that some set of regions represents both talker infor-
mation and phonetic information. The extant literature has suggested that the posterior tem-
poral cortex may play such a role, though the specific contributions of regions within posterior
temporal cortex (e.g., STG, STS, MTG) remain unclear, as do the specific contributions of the
right and left hemispheres ( ; ; ;

). The approach of the current study was to conduct a series of search-
light analyses, allowing us to identify voxels that are important for classification based on
talker information as well as voxels that contribute to phonetic classification; of interest is
the overlap between these sets of voxels, as these regions potentially constitute an integration
site for talker information and phonetic information.

A core methodological feature of the current study is the use of searchlight analyses
( ). In this approach, classification analyses are performed within a
roving “searchlight,” and performance within a searchlight is assigned to the central voxel.
Thus, searchlight analyses only consider the pattern of activation within spatially adjacent

voxels. This is in contrast to previous work by , who also attempted
to classify functional activation patterns based on talker and phonetic information but whose
approach involved the use of recursive feature elimination (RFE; ).

Specifically, Formisano et al. trained their classifier on the patterns of activation across all
the voxels in a prescribed region (the bilateral temporal cortex) and then used RFE to identify
which voxels contributed most to classification. RFE can be particularly useful when the
patterns of interest are distributed across a broad set of regions.

One potential concern relates to the spatial specificity of searchlight analyses—because
performance within a searchlight is assigned to the central voxel, classification is undoubtedly
also supported by surrounding voxels. Similarly, in RFE, because the machine learning algo-
rithm has access to a relatively large set of voxels for performing classification, it is not
necessarily the case that accurate classification can be performed using only the most discrim-
inative voxels (as identified through RFE). That is, even if RFE can identify the set of voxels that
are most informative for classification, voxels outside of this most discriminative set may still
be necessary for accurate classification. For both types of MVPA, it is critical to consider the
contributions of a voxel with respect to the full set of voxels under consideration. Because
searchlight analyses consider only the local pattern of activation (as opposed to RFE, where
the contributions of an identified voxel may be influenced by nonlocal voxels) and because a
primary aim of the current study was to more precisely characterize the contributions of
particular subregions in temporal cortex (STG, STS, and MTG), we opted to use a searchlight
approach.

In addition to testing whether the integration of talker and phonetic information is achieved
in a single region, we also considered the possibility that this integration is achieved through
the coordinated activity of multiple regions. That is, there may be one set of regions that rep-
resents talker information and a distinct set of regions that represents phonetic information,
and the two sets of regions may work together to achieve the integration of talker and phonetic
detail. Since talker processing tends to rely relatively strongly on the right hemisphere and
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phonetic processing tends to rely more strongly on the left hemisphere, this would likely be
achieved specifically through functional connections between the left and right hemisphere.
To assess this possibility, we first identified which voxels in the right hemisphere are sensitive to
talker information (using a searchlight analysis, as above); we then tested whether the activity
of these voxels predicts the activity of other brain regions during the phonetic classification
task. Of interest was whether this latter connectivity analysis would identify left hemisphere
regions implicated in phonetic processing—for instance, those in the left temporal cortex (e.g.,
STG and MTG; ; ; ), left parietal cortex
(e.g., the supramarginal gyrus and angular gyrus; ; ;
) or left frontal cortex (especially the left inferior frontal gyrus, or
IFG; ; ; ; )-

Experimental Design
Stimuli

Experiment 2 used the same stimuli as in Experiment 1.

Participants

Twenty individuals (14 female, 6 male; mean age: 21, age range: 18-28) were recruited from
the University of Connecticut community. This sample size is consistent with previous MVPA
studies ( ; ; ; ;

; ), which typically have an average sample size of about 17
(range: 10-30). All participants were right-handed native speakers of North American English
and indicated that this was the only language they spoke prior to age 13. Participants did not
have any hearing deficits, had normal or corrected-to-normal vision, had no history of neuro-
logical impairment, and met all MRI safety requirements (e.g., no ferromagnetic material in
their bodies). Participants provided informed consent, and each participant was paid $50
for their time. All participants met the data inclusion criteria used in Experiment 1 (responding
to more than 90% of the trials in both the exposure and test runs, showing at least 70% accu-
racy in phonetic classification of the unambiguous endpoints). All procedures were approved
by the University of Connecticut Institutional Review Board.

Procedure

While the procedure of Experiment 2 was essentially the same as that of Experiment 1, slight
timing changes were made to the design to make the experiment compatible with fMRI. As in
Experiment 1, participants alternated between exposure (talker identification) runs and test
(phonetic categorization) runs, completing 32 trials (16 ambiguous, 16 unambiguous) in each
exposure run and 48 trials (12 repetitions at each of the four continuum steps) in each test run.
Auditory stimuli were presented in silent intervals between scans ( ). As
shown in , each trial consisted of a 1 s “scan off” period, during which the auditory
stimulus was presented, with the onset of the stimulus falling 200 ms into the silent interval;
functional images were collected during a subsequent 2 s scan, during which a fixation cross
was displayed on the screen. To appropriately model the hemodynamic response in each con-
dition, each run included an equal number of “silent” trials as critical trials. Silent trials consist
of a period of timing identical to a critical trial, except no stimulus is presented; these silent
trials were interspersed between critical trials, thereby allowing us to jitter the onsets of critical
trials. The specific order of these trials was determined using the optseq2 program (

). The response mappings were shown on the screen for the first 1,500 ms of each critical
trial, and a fixation cross appeared on the screen during the second half of each critical trial as
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Figure 4. Clustered volume acquisition design for Experiment 2. On critical trials, auditory stimuli
were presented in 1 s gaps between each 2 s scan period. Silent trials were interspersed between
critical trials, allowing us to jitter the onsets of critical trials and thereby model the hemodynamic
response appropriately.

well as throughout each silent trial. Experiment 2 was programmed using the OpenSesame
experiment builder ( ).

MRI data were collected at the University of Connecticut Brain Imaging Research Center
using a 3T Siemens Prisma scanner ( ) with a 64-channel
head coil. Anatomical images were acquired using a T1-weighted magnetization-prepared
rapid acquisition gradient echo (MPRAGE) sequence (TR = 2,400 ms, TE = 2.15 ms, FOV =
256 mm, flip angle = 8°) with 1 mm sagittal slices. Axial-oblique functional echo planar
images were acquired using a T2*-weighted sequence in ascending, interleaved order (TR =
3.0 s [effective TR of 2.0 s with a 1.0 s delay], TE = 25 ms, 52 slices, 2.5 mm thickness,
in-plane resolution = 2 mm x 2 mm, FOV = 220 mm, flip angle = 62°, multiband acceleration
factor = 2). In total, 64 volumes were acquired for each exposure run, and 96 volumes were
acquired for each test run. The entire MRI session lasted approximately 90 min.

Stimuli were presented using a transducer system (Silent Scan SS-3100 made by )
coupled to a pair of insert headphones (Conformal Headset made by ). With this
system, auditory stimuli can be delivered through two flexible tubes that penetrate foam ear tips.
The ear tips are rolled down before they are placed in the participant’s ear canal, where they then
expand. In this way, the insert headphones are intended to provide hearing protection from the
scanner noise while also allowing auditory stimuli to be delivered to the participant.

In-scanner Behavior
Behavioral results

Behavioral data were analyzed following the same approach as in Experiment 1. We used the
same model structure as in Experiment 1; as before, the maximal random effects structure was
also the most parsimonious.

Phonetic categorization data are plotted in . In contrast to the results of Experiment 1,
there appears to be a minimal effect of Bias in our fMRI participants, with only a slight difference
in the categorization functions of listeners who heard the ambiguous fricatives in /J/-biased
contexts compared to /s/-biased frames (left panel). However, listeners appeared to differ
dramatically in how they categorized stimuli produced by the female talker as compared to
the male talker (right panel).

Results of the statistical analysis are provided in . We observed the expected effect of
Step, with participants making more “sh” responses for stimuli that were closer to the “shine”
end of the two continua. However, in contrast to Experiment 1, we did not observe any
significant effects of Bias (all p > 0.15). Instead, we observed a main effect of Talker, with
participants making more “sh” responses for the female talker (mean: 0.74, SE: 0.01) than
for the male talker (mean: 0.54, SE: 0.01). We also observed a significant Step x Talker
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Figure 5. Phonetic categorization data from Experiment 2 (fMRI experiment). In both plots, the x-axis indicates the continuum step on the
sign—-shine continuum, while the y-axis indicates the percentage of “shine” responses at that step. Error bars indicate 95% confidence intervals
around the mean. The left panel shows the data as a function of whether the talker previously produced ambiguous fricatives in /J/-biased
(green line) or /s/-biased (yellow line) contexts, and the right panel shows the data as a function of the talker’s gender, female (solid line) or

male (dashed line).

Neurobiology of Language

interaction, as there was a pronounced difference in how often participants made a “sh”
response for the female talker (mean: 0.87, SE: 0.01) compared to the male talker (mean:
0.41, SE: 0.01) at Step 2 in particular.

Headphone Evaluation

One possible source of the discrepancy in the behavioral results of our two experiments might
be the particular headphones that were used. Recall that because Experiment 1 was conducted
online, participants used their own headphones, and a psychometric screener was used to
ensure participants were using headphones instead of their computer loudspeakers. By
contrast, stimuli for Experiment 2 were delivered through a pair of MRI-compatible insert head-
phones (with sound delivered via flexible tubes that penetrate foam earplugs). Note that
because /s/ and /I/ are distinguished primarily by spectral properties in relatively high frequency
ranges, if key spectral information was not delivered faithfully to participants in Experiment 2,

Table 2.  Analysis of Experiment 2 phonetic categorization data (fMRI experiment)

Fixed effect (1) p value

Step 37.05 <0.0001 ok
Bias 2.1 0.15

Talker 25.86 <0.0001 ook
Step x Bias 0.76 0.38

Step x Talker 5.38 0.02 *
Bias x Talker 0.22 0.64

Step x Bias x Talker 0.46 0.5

Note. *** indicates p < 0.001, ** indicates p < 0.01, * indicates p < 0.05, and + indicates p < 0.10.
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then their categorization of our stimuli could have been affected. Thus, before presenting the
MRI results of Experiment 2, we first consider the possibility that the headphone setup used for
Experiment 2 may have contributed to the unexpected pattern of behavioral results.

There were two other minor differences in design between the two experiments, though we
do not believe either of them would have contributed to the discrepancy in the pattern of
results across the two experiments. In Experiment 2, stimuli were provided in silent intervals
between periods of scanning. Though the scan sequence produces a considerable amount of
auditory noise, the stimuli were presented 200 ms after the offset of the scanner noise, so we
do not expect that perception of the speech stimuli would have been affected by energetic
masking effects. We further note that in order to appropriately model the hemodynamic
response, the timing of the trials in Experiment 2 was different from that of Experiment 1. A
small number of studies have considered the role of timing in lexically guided perceptual
learning, with research suggesting that disambiguating information needs to be encountered
in advance of or shortly after a phonetically ambiguous segment ( ;

). However, to our knowledge, there is no evidence that the specific amount
of time between trials can influence the degree or pattern of perceptual learning.

To directly assess the impact of the insert headphones, we coupled the insert headphones to
an audio recorder and recorded the stimuli, allowing us to approximate the experience of par-
ticipants in the scanner. We compared the spectral information in these recorded stimuli to the
spectral information in the original stimuli.

Method

Stimuli were recorded in the MRI control room of the University of Connecticut Brain Imaging
Research Center. Stimuli were presented using the same transducer system (the Avotec
SS-3100 Silent Scan Audio System) and insert headphones (the Avotec Conformal Headset)
as above. Recall that each insert headphone penetrates a foam ear tip. We trimmed a foam
ear tip using a pair of scissors (taking care not to cut the headphone tubing itself), rolled the
remaining foam, and inserted into in a Larson Davis AEC202 coupler ( ) for
insert earphones, where the foam tip expanded to fill the coupler. The coupler was connected
to a half-inch condenser microphone and preamplifier on a Larson Davis 824 sound level

meter ( ). Finally, the sound level meter was connected to a Roland R-05
WAV recorder ( ), using the AC-1/AC-2 output setting on the sound level meter.

Stimuli were analyzed using Praat ( ). We used a spectral subtrac-
tion procedure ( ), implemented through the “Remove Noise” function in Praat, to

eliminate noise introduced by the recording procedure. Noise was defined as the spectral
information present during a silent part of the recording (before stimuli began playing). Frica-
tive onsets and offsets were marked visually by the first author. Spectral means (in Hz) were
measured from the extracted fricative segments. To characterize the perceptual impact of fre-
quency changes introduced by the headphones, we also report results on a perceptual (Mel)
scale. Mel