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A B S T R A C T   

The physically-based, spatially-distributed hydrometeorological model SASER, which is based on the SURFEX 
LSM, is used to model the hydrological cycle in several domains in Spain and southern France. In this study, the 
modeled streamflows are validated in a domain centered on the Pyrenees mountain range and which includes all 
the surrounding river basins, including the Ebro and the Adour-Garonne, with a spatial resolution of 2.5 km. Low 
flows were found to be poorly simulated by the model. We present an improvement of the SASER modeling 
chain, which introduces a conceptual reservoir, to enhance the representation of the slow component (drainage) 
in the hydrological response. The reservoir introduces two new empirical parameters. First, the parameters of the 
conceptual reservoir model were determined on a catchment-by-catchment basis, calibrating against daily 
observed data from 53 hydrological stations representing near-natural conditions (local calibration). The results 
show, on the median value, an improvement (ΔKGE of 0.11) with respect to the reference simulation. 
Furthermore, the relative bias of two low-flow indices were calculated and reported a clear improvement. 
Secondly, a regionalization approach was used, which links physiographic information with reservoir parameters 
through linear equations. A genetic algorithm was used to optimize the equation coefficients through the median 
daily KGE. Cross-validation was used to test the regionalization approach. The median KGE improved from 0.60 
(default simulation) to 0.67 (ΔKGE = 0.07) after regionalization and execution of the routing scheme, and 79 % 
of independent catchments showed improvement. The model with regionalized parameters had a performance, 
in KGE terms, very close to that of the model with locally calibrated parameters. The key benefit if the 
regionalization is that allow us to determine the new empirical parameter of the conceptual reservoir in basins 
where calibration is not possible (ungauged or human-influenced basins).   

1. Introduction 

Water is an essential, but limited and variable, resource. However, 
society is also exposed to hydrological hazards, such as floods and 
droughts, which also can be influenced by human activities (Van Loon 
et al., 2016). In this context, our societies have adapted to this situation 
by controlling these variations through the development of hydraulic 
infrastructure to manage these extremes. Dams, for example, allow 
water storage during the wet or melting (in snow-dominated areas) 
season to be released during the high-demand dry period. 

In some regions of the world (e.g. southern Europe and West Africa), 
droughts have experienced a trend toward more intense and longer ef
fects in the last decades (Seneviratne et al., 2012; Prudhomme et al., 
2014; Zhao & Dai, 2015). Additionally, climate change and growing 
water demand exert additional stress on water resources systems (Bates 
et al., 2008; Wanders & Wada, 2015). This highlights the importance of 
water resources management in areas where water availability is 
already highly variable and limited, at seasonal and annual scales (e.g., 
the Iberian Peninsula). Furthermore, it reinforces the necessity to apply 
methodologies to reproduce more appropriately the hydrological 
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response of the basins, especially during low flow periods, to provide 
decision-makers with tools to efficiently manage water resources. 

Droughts and low flows are characteristics of the natural water cycle 
(Van Loon, 2015). The former are usually defined by a water deficit in 
relation to a long-term average value and depending on which variable 
presents a deficit, drought is categorized in different types (Mishra & 
Singh, 2010): meteorological drought, related to a precipitation deficit; 
agricultural drought, due to a soil moisture deficit; and hydrological 
drought, which is related to a low streamflow condition. Each of them 
characterized by different indices (Keyantash & Dracup, 2002; Mishra & 
Singh, 2010). Specifically, hydrological drought can be defined by the 
Standardized Flow Index (SFI, Vidal et al., 2010); however, must not to 
be confused with low flow conditions, which are usual during the dry 
season every year (Smakhtin, 2001). Therefore, hydrological drought is 
a more general phenomenon which is characterized by more factors than 
by just low flows (Van Loon, 2015). Droughts have severe impacts on 
water availability to sustain ecosystem and societal requirements 
(Sheffield et al., 2012; Stahl et al., 2016). To study drought impacts, and 
to improve water resource management, it is necessary to improve our 
knowledge of low flows. However, modeling low flows through hydro
logical models is still a challenge (Smakhtin, 2001; Staudinger et al., 
2011). 

Land-surface models (LSMs) have proven very useful for studying the 
hydrological cycle, including droughts (Lehner et al., 2006; Vidal et al., 
2010; Prudhomme et al., 2011; Van Loon et al., 2012; Mo & Letten
maier, 2014; Xia et al., 2014; Gaona et al., 2022) and seasonal low flows 
(Gudmundsson et al., 2012; Quintana-Seguí et al., 2020). Being mostly 
physically-based models, they help understand the underlying physical 
processes. However, the hydrological response in these models can be 
potentially improved, especially the representation of the slow compo
nent of the streamflow, which in many cases, is constrained by a limited 
description or even the absence of groundwater modeling (Stahl et al., 
2011; Gudmundsson et al., 2012), among other processes, such as lateral 
subsurface flows. 

Low-flow periods have not been well represented in large-scale 
models mainly due to a too fast response between precipitation and 
runoff (Van Loon et al., 2012; Barella-Ortiz & Quintana-Seguí, 2019; 
Quintana-Seguí et al., 2020). This represents a disadvantage in areas 
where streamflow is dominated by slower processes, such as ground
water discharge (i.e., from aquifers), mostly during the dry season (van 
Loon et al., 2012). These limitations are even more important in 
mountainous areas, where groundwater is poorly known (Somers and 
McKenzie, 2020). Therefore, it is necessary to improve the simulation of 
processes that influence the flow’s slow component and sustain the 
summer flows. This improvement can be done through (i) physical 
(groundwater models, improved lateral flows, etc.), or by (ii) conceptual 
approaches. 

The improvement through physical models is a complex task due to 
the complexity and the high uncertainties involved, also demands good 
knowledge of the geological structures (Habets et al., 2008; Vergnes 
et al., 2012). For example, Sutanudjaja et al. (2011) and Tian et al. 
(2012) coupled groundwater models to offline LSM models, which do 
not allow feedback between groundwater storage and soil moisture. On 
the contrary, York et al. (2002), Maxwell & Miller (2004), and Vergnes 
et al. (2012; 2020) used coupling schemes where this kind of feedback 
was considered. Another physically-based approach, instead of coupling 
two models, is by modification of the model itself to consider the 
groundwater effects, such as the work done by Miguez-Macho et al. 
(2007). In this case, a two-way exchange between groundwater and 
rivers is allowed, together with the exchange between the vadose and 
the saturated zones. 

Conceptual approaches use simple mathematical equations to 
describe hydrologic processes (Liu et al., 2017), it should be stressed that 
implementing these is not as complex as the options described in the 
previous paragraph. Conceptual models depend on parameters to be 
calibrated, which do not correspond to a physical meaning or quantity. 

Several studies have tested this approach. For example, Artinyan et al. 
(2008) and Getirana et al. (2014) added two additional reservoirs to 
SURFEX LSM to evaluate the water budget. Lafaysse et al. (2011) added 
a reservoir to represent the effect of aquifers in mountain areas, that was 
extended in the plain over hard rock aquifer (Le Moigne et al., 2020) 
within the SIM (SAFRAN - ISBA - MODCOU) model. Gascoin et al. 
(2009) implemented an additional storage reservoir to consider the deep 
groundwater flow in France. Huang et al. (2019) added an additional 
layer to the DBH (Distributed Biosphere Hydrological) model to connect 
the soil layers with a groundwater reservoir. Guimberteau et al. (2014) 
compared a conceptual soil hydrology scheme against a physical 
approach using the ORCHIDEE (ORganising Carbon and Hydrology In 
Dynamic EcosystEm) model over the Amazonian basin, and reported 
improvements in the simulated water budget with small differences 
between them. 

The main objective of this study is to improve low flows simulation in 
the hydrometeorological model SASER (SAFRAN – SURFEX – EauDyssée 
- RAPID) through the implementation of a well-known method: a con
ceptual reservoir (conceptual approach), which improves the represen
tation of the slow component of the streamflow. To this end, to 
determine the values of the new empirical parameters introduced by the 
reservoir, we compare two methods: (i) a catchment-by-catchment 
calibration approach (local calibration), which can only be used in 
near-natural basins where observational data are available, and (ii) a 
regionalization approach, which links the values of the parameters to 
physiographic and climate variables. This second approach allows 
determining the parameter values of the conceptual reservoir in human- 
influenced basins where observed low flows represent the water man
agement effects of dams (which are not simulated) instead of the natural 
processes (which are expected to be simulated). 

2. Study area 

Our study area is the Pyrenees and all surrounding basins that drain 
the Pyrenees. This covers the Ebro basin to the south, some basins that 
flow to the Bay of Biscay to the west, the Catalan and some Langue
docian basins to the east, and the Adour-Garonne basins to the north. 

The Pyrenees are located on the isthmus of the Iberian Peninsula, 
between the Atlantic Ocean and the Mediterranean Sea, with a length of 
more than 400 km in the E-W direction and a maximum width of 150 km 
in its central part. The topography of the study area is very heteroge
neous, as it includes the Pyrenees mountain range, which reaches over 
3000 m. at the highest points, and flat areas of the surrounding valleys, 
such as the Ebro Valley. The climate is predominantly influenced by 
Mediterranean features in its eastern side and Atlantic influences in its 
western side, with an alpine climate in the highest areas. Furthermore, 
the topography results in large spatial precipitation and temperature 
variability. 

In the Adour-Garonne river basin, the southeastern part is dominated 
by the Mediterranean climate, whereas the western part is influenced by 
Atlantic Ocean conditions. Precipitation varies on average from 600 mm 
in the middle part of the basin to 2000 mm in the south part and Atlantic 
coast. The precipitation decreases with both the topography and the 
distance to the Atlantic. Seasonally, precipitation has two maxima, one 
in winter and a second in spring. 

Similarly, on the spanish side of the Pyrenees precipitation decreases 
from west to east and from north to south. Annual precipitation varies 
from 100 mm in the central Ebro Valley to more than 2000 mm in the 
highest areas. The precipitation regime is characterized by high inter
annual variability (López & Justribó, 2010), particularly in Mediterra
nean areas, most of the annual precipitation occurs during spring and 
autumn. Although in some regions the maximum precipitation occurs 
during the cold season (in the Atlantic areas). In the Pyrenees and in the 
central Ebro Valley the summers are mainly dry (López-Moreno et al., 
2008; 2011). 

The Pyrenees, considered as natural water towers for its surrounding 
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basins, provide the water that satisfies the downstream demands for 
human and environmental needs (Immerzeel et al., 2019). The main 
water uses in the Adour-Garonne basin are agricultural and industrial. In 
the Ebro, water demands by the agricultural sector represent 92 % of the 
total water volume of the basin, this being the main water use in the 
basin (http://www.chebro.es/guest/uso-del-agua). This agricultural 
development was made possible by the construction of several dams that 
regulate the river flows and store water for dry periods. The large 
number of dams has caused major alterations in river regimes and 
reduced the magnitude of floods. Nevertheless, low-flows were also 
affected, being reduced by an order of magnitude, which is undesirable 
for ecological purposes (environmental flows) (Batalla et al., 2004). 
Additionally, the ever-expanding human activity (mainly irrigation) has 
increased the pressure on the water resources of the basin. 

3. Data and models 

In this section, we describe the observational streamflow database 
used it, together with the model and physiographic database. 

3.1. Streamflow data 

The observational streamflow database used was gathered by the 
EFA210/16 PIRAGUA project (Zabaleta et al., 2022). It consists of daily 
streamflow records from the different river basin authorities that 
manage the water in the study area. For our analysis, we considered a 
final database comprising 392 gauging stations that encompasses the 
temporal period between September 1979 and August 2014 (35 years), 
of these, 104 were selected as natural and near-natural gauging stations 
analyzing the data and metadata, as indicate the Fig. 1a with black 
circles. The selection was carried out following the criteria below:  

1. Only stations with at least 20 years of data within the analysis period 
were considered.  

2. Data gaps of less than 10 % of the total record length (these gaps 
were not filled) were allowed.  

3. Flows must have a natural or near-natural hydrological regime, i.e. 
the stations must not be downstream of important human-influenced 
areas (e.g., reservoirs, irrigation areas). 

For calibration purposes, from the selection of natural stations pre
viously done, we selected outlet stations with series starting in 1979 and 

with at least 30 years of records. Fig. 1b shows the final selection, which 
resulted in 31 outlet stations (in total 53 sub-catchments, if we consider 
the nested catchments). 

3.2. Description of SASER model 

SASER (SAfran-Surfex-Eaudysee-Rapid) is a distributed and 
physically-based modeling chain consisting of a meteorological forcing, 
a LSM, and a routing scheme. 

Système d’Analyse Fournissant des Renseignements Atmosphériques 
à la Neige (SAFRAN) (Durand et al., 1993) is a meteorological analysis 
system that produces the meteorological gridded forcing dataset using 
an optimal interpolation algorithm which exploits the output of a 
meteorological model as first guess, and in-situ observations. SAFRAN 
provides hourly meteorological data which is then ingested by the LSM. 
The SAFRAN dataset used here is PIRAGUA_atmos_analysis (Quintana- 
Seguí & Le Cointe, 2022), which was created within the EFA210/16 
PIRAGUA project and corresponds to a union of the French (Quintana- 
Seguí et al., 2008; Vidal et al., 2010) and the Spanish (Quintana-Seguí 
et al., 2016; 2017) implementations of SAFRAN. It has a temporal res
olution of one hour and a spatial resolution of 2.5 km. 

The LSM used by SASER is SURFEX (Surface Externalisée, in French) 
(Masson et al., 2013) version 8.1. It uses the Interaction Soil-Biospère- 
Atmosphère (ISBA) scheme (Habets et al., 2008) to simulate natural 
surfaces, which describes the vertical processes in the soil column and 
generates a runoff and a drainage that flows through the hydrosystem 
using Eaudysée (Saleh et al., 2011; Vergnes & Habets, 2018) and the 
Routing Application for Parallel Computation of Discharge (RAPID) 
scheme (David et al., 2011). 

We used the SURFEX simulations of the PIRAGUA_hydro_analysis 
dataset (Beguería et al. 2022), which were performed using the same 
grid as the PIRAGUA_atmos_analysis. Eaudysée and RAPID were run at a 
resolution of 1 km, using the HydroSheds database (Lehner & Grill, 
2013) to describe the stream network. 

Some limitations of the current SASER implementations are that: (i) 
There is no lateral flow between SURFEX grid cells; (ii) there is no 
bidirectional interaction between the river and the alluvial aquifer; and 
(iii) groundwater processes are not simulated. This translates into a fast 
reaction between runoff and precipitation. Therefore, a better repre
sentation of groundwater storage is necessary to account for the slow 
processes (groundwater and snow melting). 

Fig. 1. (a) Study area and location of the streamflow stations; stations in black circles are defined as near-natural. The river network is depicted in blue. (b) Selected 
outlet gauging stations of near-natural basins. 
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3.3. Physiography 

In this study, we used the SURFEX’s default physiographic database 
ECOCLIMAP II (Faroux et al., 2013). It has a spatial resolution of 1 km 
and includes an ecosystem classification as well as a consistent set of 
land surface parameters. 

In contrast to commonly used land cover products like Corine Land 
Cover and Global Land Cover, ECOCLIMAP-II has a new division of the 
existing classes with a better regional character obtained from the cli
matic environment (latitude, proximity to the sea, topography). The 
land cover parameters provided in this dataset include root depth, 
minimal stomatal resistance, albedo, and Leaf Area Index (LAI). The 
temporal variables are represented using a climatology (i.e. a mean 
annual cycle). 

Additionally, we used the Copernicus NDVI product, which was 
obtained from (https://land.copernicus.eu/global/products/ndvi, last 
access 2022/06/07). 

3.4. SIMPA model (reference) 

SIMPA (”Integrated Precipitation-Streamflow Modelling System”, in 
its original acronym in Spanish) is a conceptual and semi-distributed 
hydrological model developed in the Centre for Public Works Studies 
and Experimentation (CEDEX) in Spain (Estrela & Quintas, 1996). 
SIMPA simulates the natural water balance and provides information 
about the main hydrological variables (precipitation, evapotranspira
tion, streamflow) at a monthly time step. SIMPA is used by the Spanish 
authorities for water resources evaluation. 

4. Methods 

This section presents a detailed description of the methods imple
mented to improve low flow simulation. Fig. 2 shows the schematic 

flowchart with the steps of the two methodologies used, that are 
described below. 

4.1. Conceptual reservoir 

The implementation of a conceptual reservoir is based on the 
formulation from rainfall-runoff models, like ARNO (Todini, 1996) or 
TOPMODEL (Beven & Kirkby, 1979). The major difference being that 
the reservoir here presented, is implemented as an external module in 
the LSM model, as a postprocessing of the drainage, to account for a 
better representation of slow component of simulated streamflow. 

Fig. 2. General framework used in our analysis. The left panel show steps used during the local calibration and the right panel detailed the steps of regionaliza
tion approach. 

Fig. 3. Schematic diagram of the conceptual reservoir implementation, in the 
SASER modeling chain. 
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We introduced a conceptual reservoir at grid point level, to improve 
the slow component of the streamflow. We did not modify the parti
tioning between surface runoff and drainage done by SURFEX LSM. The 
reservoir purpose is to modulate the drainage simulated by SURFEX (to 
sustaining it during the dry period), before being fed to the river routing 
component Eaudysée-RAPID (Fig. 3). Moreover, surface runoff is not 
modified, to avoid an excessive role of empirical parameters on the 
hydrological response of the model. 

The input to the reservoir is the drainage generated by SURFEX. The 
reservoir has two outflows. The first mimics a baseflow and is the main 
contributing term sustaining flow during the dry period. The second 
occurs when the reservoir exceeds the maximum threshold, so there is 
no time lag when drainage is simulated during the wet season (when the 
reservoir is full). The total reservoir outflow is calculated following 
equations (1) to (3). 

Li= τ(Di +(1/τ − k) × Li− 1 − Qov (1)  

Qdi = k × Li− 1 +Qov (2) 

And 

Qov = max(0, Li− 1 − L
má x

)/τ (3)  

Where Di [mm day− 1] is the drainage; Li [mm], the water content of the 
reservoir; k [day− 1] and Lmax [mm] are empirical parameters, which 
correspond to the depletion coefficient and the size of the reservoir, 
respectively. Qdi [mm day− 1] is the total reservoir outflow, Qov [mm 
day− 1] is the reservoir outflow and τ is a constant with a value of 1 day. 
The subindices i and (i-1) represent the current time step and the pre
vious step, respectively. Finally, Qdi is added to SURFEX’s runoff and 
sent to Eaudysée-RAPID to compute daily streamflow. 

4.2. Model performance evaluation 

In different steps (calibration, validation, and regionalization), we 
need to evaluate the performance of the simulations. We chose the Kling- 
Gupta Efficiency (KGE) (Gupta et al., 2009) as our objective function: 

KGE = 1 −
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(r − 1)2
+ (α − 1)2

+ (β − 1)2
√

, (4)  

where r is the Pearson’s correlation coefficient, α is the bias component 
and β represent the ratio of discharge variance: 

α =
ms

mo
and β =

σs

σo
(5)  

m and σ represent the mean and standard deviation, respectively. 
Similarly, subscripts s and o represent simulated and observed 
discharge, respectively. 

The KGE over untransformed discharge puts more weight on high 
flows (Garcia et al., 2017) and since our analysis is focused on low flows, 
we used a root square transformation, KGE (Q1/2), which allows 
balancing the weight on low and high flow without losing the physical 
meaning (Santos et al., 2018). 

For performance metrics is important have a benchmark to deter
mine when the model performance is strength or not (Clark et al., 2021). 
The more traditional Nash-Suttclife (NSE) criterion (Nash & Sutcliffe, 
1970) uses the average of the observations as a benchmark, this means 
that NSE > 0 if the model performed better than the benchmark. Knoben 
et al. (2019), demonstrated that using the same reasoning (NSE > 0) in 
the KGE criteria is not consistent. They showed that KGE values greater 
than − 0.41 indicate an improvement over the mean flow benchmark. 
Therefore, we used a KGE value of − 0.41 as the baseline value. 

Only within the context of the genetic algorithm, which must eval
uate the goodness of fit of each member of the population at each step, 
we used a transformation of the KGE: 

KGEB =
KGE

2 − KGE
(6) 

This transformation avoids the skewed distribution of efficiencies for 
large samples (Mathevet et al., 2006). 

4.3. Reservoir parameter calibration procedure 

The size of the reservoir (Lmax) and the depletion coefficient (k) have 
to be calibrated. For calibration and validation, we use a classical split- 
sample procedure. Therefore, we split the entire record into two halves. 
The calibration period spans from 01/09/1979 to 31/08/1997 and the 
validation period from 01/09/1997 to 31/08/2014. Both parameters 
were calibrated at the sub-catchment scale on a catchment-by- 
catchment basis against locally observed streamflow data, which in
volves that all the grid points belonging to the sub-catchment had the 
same values of the parameters. Hereafter, we will refer to this step as 
local calibration. 

The grid resolution and the distribution of hydrological stations 
allowed us to use a nested approach to calibrate the parameters where 
streamflow data were available. Thus the parameters were calibrated 
first on the upstream sub-catchments and then progressively towards the 
outlet. 

We set the valid range for both parameters using similar criteria 
defined by Artinyan et al. (2008). The accumulated streamflow of the 
dry period from July to September should be close to the average 
reservoir level (Lmax parameter). For each sub-catchment we obtained 
the total runoff volume for the dry period of the driest year of the cali
bration period (Qdry, in mm), and Lmax was estimated as 12Qdry ≥ Lmax ≥

Qdry. According to Artinyan et al. (2008), twelve times the volume of the 
driest months seems a reasonable upper bound for this parameter. The 
limits of the depletion coefficient (k) were calculated considering the 
length of the dry period, thus the reservoir has drainage releases during 
the length of the dry period. 

We create a parameter space, for simulations purposes, where the 
range between the extreme values of each parameter was discretized 
into 12 values. A total of 144 simulations were carried out and the 
performance of each simulation was evaluated for each sub-catchment 
using the KGE (Q1/2) (see section 4.2). The best simulation for each 
sub-catchment was chosen, and the parameter set associated with each 
of them was saved. 

4.4. Regionalization of the parameters 

When observational data are not available, or they do not have good 
quality, or they include processes that are not simulated, such as human 
processes (dams and irrigation), local calibration is unfeasible. To 
overcome this limitation, we used the regionalization approach pre
sented by Beck et al. (2020), which allows setting the values of the 
reservoir parameters all over the domain, going beyond the near-natural 
basins used in the calibration procedure. 

4.4.1. Predictors used for the regionalization 
For the regionalization approach, we selected eight physiographic 

variables as predictors:  

• Three of them were related to climate: ARI, aridity index; MAP, mean 
annual precipitation; and PET, potential evaporation. Beck et al. 
(2016), Nijssen et al. (2001), Singh et al. (2014), and Troch et al. 
(2013) demonstrated that these variables exert an important influ
ence on the flow response in regionalization studies at global scale. 
The MAP predictor was transformed to square root to better fit a 
normal distribution.  

• The NDVI, Normalized Difference Vegetation Index; and SNW, 
fraction of snow with respect to the total precipitation, are predictors 
related to land cover. The NDVI was added because the vegetation 
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influences in the evaporation, infiltration and hydrological function 
of the soil, which may also affect the slow component (low flows) 
and runoff-rainfall conversion processes (Zhang et al., 2001; Dono
hue et al., 2007; Peel, 2009). The snow affects the land cover and has 
an important role in streamflow generation in mountain regions, and 
also on the slow component of the flow.  

• Finally, SL, the slope; SND, soil sand content; and CLY, soil clay 
content, are variables related to the topography and the soil. The 
slope predictor was included due to the good general correlation 
between surface slope and soil depth (Tesfa et al., 2009), and the soil 
texture has a strong influence on all soil related processes, including 
subsurface runoff. (Price, 2011). 

Most of these variables were obtained from the ECOCLIMAP II 
database. Although these descriptors are not directly associated with 
groundwater, they help determine a landscape that can be prone or not 
to groundwater. 

4.4.2. Regionalization approach 
The regionalization approach uses a genetic algorithm to optimize 

the coefficients of the transfer equations. These equations link the 
reservoir parameters (predictands) to the physiographic variables (pre
dictors). We use the same near-natural basis that in the local calibration 
(all of them have an area smaller than 5,000 km2). For the optimization, 
the reservoir scheme was run at daily time step and at same SURFEX 
spatial resolution, for the whole period (1979–2014). The SURFEX 
runoff and reservoir output were spatially aggregated and compared 
with observed runoff. This comparison is possible due to the size of the 
catchments that allows us to discard channel routing effects (Gericke & 
Smithers, 2014). The methodology is shown in Fig. 2 (right panel), and a 
detailed description is presented below. 

Since the reservoir is implemented as an external module to post
process the SURFEX drainage before the routing step, there is no need to 
run SURFEX within the genetic algorithm (see Fig. 3). This is a key 
benefit, as SURFEX is a computationally-expensive model. Furthermore, 
given the size of the catchments there is no need to run the routing 
scheme (Eaudyssee-RAPID) at each iteration (see Fig. 4). This allows us 
to undertake a very high number of simulations, as we only run the very 
simple reservoir model, which consists of a few lines of Python code. 

The transfer equations that link the predictors with the predictands 
are expressed as follows: 

MPi =wi1ARI +wi2MAP+wi3PET +wi4NDVI +wi5SNW +wi6SL
+wi7SND+wi8CLY +wi9

(7)  

where MPi are the model parameters (k and Lmax) and wi are the co
efficients that will be optimized. The eight predictors chosen are (see the 
previous section):  

• ARI, aridity index (P/PET);  
• MAP, mean annual precipitation (root square transformed);  
• PET, mean annual potential evaporation;  
• NDVI, Mean Normalized Difference Vegetation Index;  
• SNW, the fraction of snow with respect to the total precipitation;  
• SL, topographic slope;  
• SND, soil sand content; and  
• CLY, soil clay content. 

First, each predictor was interpolated to the same grid as the model 
uses (2.5 km of resolution). Next, as Beck et al. (2020) did, predictor 
values were clipped using the 99th and 1st percentiles of the area 
covered by the sub-catchments. Finally, to make the predictors compa
rable to each other, they were standardized by subtracting the mean and 
dividing the results by the standard deviation of the area covered by the 
sub-catchments. 

The coefficients of the transfer equations (9 × 2 = 18 wi) were 
optimized using our own implementation of the (μ + λ) genetic algo
rithm (Slowik & Kwasnicka, 2020). The (μ + λ) algorithm indicates that 
selected parents and children together comprise the new population 
(offspring) for the next iteration. The algorithm starts with a random 
population (λ) of 32 members, all of them are evaluated using the per
formance score (KGEB), and the best three members are selected and 
saved for the next iteration (μ, size of the parents in the population). 
Subsequently, through the mutation operator the offspring is created 
(λ/μ children are randomly created from each selected parent) following 
a normal distribution, within the search space. A maximum number of 
100 iterations was set. 

Fig. 4 represents the main steps in the optimization process. First, 
predictor maps are obtained depending on the area covered by the 
catchments used. Second, the parameter maps are calculated using 
transfer equations, to subsequently apply the reservoir scheme. This 
scheme is run using as input the daily drainage simulated by SURFEX. 
The reservoir output (modulated drainage) and the SURFEX runoff are 
spatially aggregated (all cells that comprise each catchment) and 
compared to observed streamflow of each catchment using the KGE 
score. 

To avoid overfitting, and to have an indicator of uncertainty in the 
parameter sets, cross-validation was used. For this, the catchment set 

Fig. 4. Scheme of the main steps of the regionalization approach. For each time that the algorithm is run, the steps (parameter maps and hydrological modeling) are 
repeated in each iteration for the optimization process. 
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was subdivided into training (87 %) and validation (13 %) subsets. This 
selection was performed randomly, the catchments used for validation 
were used only once in each iteration, performing different experiments 
until all of them were used in the validation. 

In total, 8 experiments were run. Each experiment consists of a 
training subset (27 catchments) and 4 randomly selected catchments for 
independent validation. In this sense, the validation subset in each 
experiment is different, because each catchment was used only once. 

4.5. Low flow indices 

In addition to calculating the KGE scores, and to evaluate how the 
conceptual reservoir implementation (local calibration and regionali
zation approach) impacted the simulated low flows, we calculate two 
low flow indices. 

Different low flow indices can be estimated (Gustard et al., 1992; 
Smakhtin, 2001), but we focused on two common ones. First, the ratio 
(Q90/Q50), where Q50 is the median and the Q90 is the low value that is 

Fig. 5. KGE(Q1/2) scores between observed data and the default simulation, for the whole period (1979–2014). Larger circles with a black border indicate stations 
defined as natural or near-natural. The other stations are considered as influenced. 

Fig. 6. Comparison of different daily runoff percentiles for observed data (OBS) and simulated streamflow (default simulation in red and simulation with reservoir 
scheme in blue). The horizontal line in each box represents the median, the box represents the interquartile range. The whiskers extend a maximum of 1.5 times the 
interquartile range. 
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observed 1/10th of the time, at daily time step. This index is interpreted 
as the proportion of streamflow originating from groundwater stores, 
excluding the effects of the catchment area (Smakhtin, 2001). Second, 
the annual minimum monthly flow with a return period of 5 years, 
QMNA(5), which is widely used in France for water management issues 
and provides information about low flow severity. To compute the 
QMNA(5), we calculated the 5-year return period for each sub- 
catchment fitting it to a log-normal distribution for low flows (Cata
logne, 2012), based on a series with at least 30 years of record. 

We derived the low flows indices for the summer period (July to 
September) for each station and computed both using the observations 
and the simulations. Then, we calculated the relative bias, to evaluate 
and compare the performance of the simulations. 

5. Results 

5.1. Model performance of default SASER simulation 

To evaluate the performance of the SASER model (default simula
tion) we calculated the KGE(Q1/2) and used the 104 stations defined as 
natural or near-natural, which are indicated by circles with black border 
in Fig. 5. 

Fig. 5 shows the calculated KGE scores for the entire period 
(1979–2014). Stations with the highest KGE values are located mainly in 
the Pyrenean region, where direct human influence is low. However, 
most of the stations in the Ebro river basin (a highly influenced basin) 
showed lower KGE values, especially in areas downstream of the res
ervoirs. This was expected, since the model must perform poorly over 
human influenced areas, as it only simulates natural processes. 

If we focus on the near-natural basins (Fig. 1a), we see that 11 of 104 
stations (uncolored circles in Fig. 4) show KGE values below the baseline 

value of − 0.41. These lower values belong to stations located at a closer 
junction of small tributaries with the main channel (same SASER pixel) 
and due to resolution constraints (2.5 km), SASER takes the simulated 
streamflow to the main channel and not from the tributary. For the rest 
of the stations, 17 % and 42 % showed values greater than 0.7 and 0.5 
respectively. 

In Fig. 6, we compare the observed (OBS, in beige) and simulated 
(Default, in red) statistics of the streamflow for the different percentiles 
(near-natural basins) and the 53 catchments where the reservoir was 
calibrated. The SASER model (Default) simulates reasonably well high 
and median daily streamflow, represented by the 90th to 99th percen
tiles, and 50th to 75th percentiles respectively. However, low flows 
(25th percentile and below) are underestimated, as depicted in the red 
boxes in Fig. 6. For example, the median relative bias between observed 
discharge and default simulation for the 25th percentile is − 66 %, 
whereas for the 95th percentile is 12 %. This shows that low flows are 
poorly simulated by the default SASER model. 

5.2. Evaluation of the model including the reservoir with calibrated 
parameters 

Fig. 7 shows the result of the calibration of the two model parameters 
Lmax and k in the near-natural basins. They were calibrated empirically 
by running the reservoir scheme. The values of the Lmax parameter 
ranged from a minimum of 4 mm to a maximum of 600 mm, with an 
average value of 108 mm, while the values of parameter k ranged from 
0.01 to 0.04, with a median value of 0.018. At the end of the calibration 
process, we observed the following results: most Ebro catchments have 
the same value of parameter k, 0.02; whereas the parameter Lmax varies 
over a wider range of values. These parameter values are explained by 
basin characteristics, such as soil type, topography, etc. For example, 

Fig. 7. Distribution of the 53 catchments used in the local calibration (catchment by catchment). Panels (a) and (c) show each catchment’s calibrated values of the k 
[-] and Lmax [mm] parameters, respectively. Lower panels, (b) and (c), show the histograms of each parameter. 
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higher Lmax values correspond to sub-catchments with high permeability 
(e.g. south of France); detailed information is presented in discussion 
section. 

Fig. 8 summarizes the resulting KGE scores and shows that adding a 
calibrated conceptual reservoir improves them over all catchments. On 
the one hand, Panel (a) shows that for the calibration period, the median 
KGE value of the default simulation was 0.63 and using the reservoir 
scheme it was 0.72, which represents a clear improvement with respect 

to the default simulation. For the validation period (Panel b), the default 
simulation has a score of 0.60 and the calibrated one of 0.71, which is a 
similar improvement than that from the calibration period. Panel (c) 
compares the difference between the scores of the calibrated model with 
the reservoir obtained during the calibration and validation periods. The 
two lines are very close, which is an indicator of robustness, the model 
performs similarly inside and outside the calibration period. 

The resulting time series (Fig. 9) shows graphically that the 

Fig. 8. Accumulated distribution of KGE scores: a) for the calibration period (1979–1997), b) for the validation period (1997–2014), and c) the comparison between 
KGE obtained in both periods for local calibration. 

Fig. 9. Daily time series comparison of two stations, for two hydrological years of the calibration (a and b) and validation (c and d) periods, respectively. Observed 
streamflow (black line), simulated streamflow without reservoir scheme (red line), and simulated streamflow adding a conceptual reservoir (blue line). KGE(Q1/2) is 
calculated over each complete period (1979–1997 to calibration and 1997–2014 to validation, respectively). 
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calibrated reservoir produces time series closer to the observations. The 
KGE values where higher for the simulation using the reservoir scheme, 
for both periods. Panels a) and b) of Fig. 9 show the time series of the 
daily streamflow at two stations (only two years of the calibration period 
are depicted in order to make the plots easy to read) and panels c) and d) 
show the same stations for the validation period. The improved model is 
able to sustain the summer flows much better than the default model, 
without affecting the median and high flows. 

The blue boxes in Fig. 6, clearly show that the lower percentiles of 
the simulation with the calibrated reservoir are improved compared to 
the default simulation. For the three percentiles related to low flows (the 
5th, 10th and 25th), the values of median relative bias for default 
simulation were − 90 %, − 84 % and − 66 % respectively. Whereas, the 
values obtained from the simulation with reservoir scheme were − 37 %, 
–33 % and − 17 % for the same percentiles. Even though the values 
remain slightly underestimated, it represents an improvement in low 
flow simulation. 

5.3. Evaluation of the regionalization approach 

As an example, Fig. 10 shows the evolution of the KGE and the KGEB 
for one of the experiments. We recall that the KGE and KGEB are related 
through equation (6). Each point represents the model performance 
after each iteration of the genetic algorithm while it searches for the best 
solution. For this experiment, during the first iterations, the KGE rapidly 
increases, and after iteration 30 the slope of the curve changes drasti
cally to be almost flat, which indicates that the algorithm is close to a 
maximum (in this case, the median KGE is slightly higher than 0.53) as 
the new mutations do not improve the result and are not selected. 
Similar behavior was founded in all the experiments. 

Fig. 11 shows the boxplots of the resulting KGE for the independent 
catchments of each experiment and compares it with the KGE obtained 
from the default and local calibration experiments. The median daily 
KGE value of the default simulation was 0.41 and the median daily KGE 
value of the local calibration was 0.53, while for the regionalization it 
was 0.52, its value is close to the obtained by the local calibration. 
Furthermore, we obtained improvements in 79 % of the validation 
catchments. This confirms the robustness of the regionalization 
approach to improve low flows in the catchments that were not used in 
the training dataset, also the KGE scores are as good as using the local 
calibration. 

Fig. 12 shows the distribution of the KGE values for the different 
experiments. Starting from the left the graph shows: (i) the default 
simulation (brown), (ii) the local calibration (dark blue), which repre
sents a clear improvement, (iii) the eight different regionalization ex
periments (light green), and (iv) three additional experiments (light 
brown). The eight regionalization experiments show median KGE values 
very close to each other, around 0.51. In Fig. 12, the 75th percentile (top 
edge of each box) of all experiments shows a similar value (close to 0.6), 
while the minimum values (lower whiskers) show greater variability, 
suggesting that catchments for which the KGE score was poor are more 
sensitive. 

The three additional experiments (last three boxes in Fig. 12) where 
performed to see how the eight experiments can be combined to obtain a 
final result. In the first additional experiment, we calculate the median 
time series of the eight previous experiments. In the second, we run the 
reservoir scheme with the median value of the k and Lmax parameter 
maps (median value of the parameters for each grid point) and calculate 
streamflow. In the last experiment, we calculated the median value of 
each parameter (57 mm and 0.016 for Lmax and k, respectively) and run 
the reservoir scheme with these homogeneous values over the entire 
domain. Surprisingly, these three extra experiments showed a similar 
KGE median values when we compare to previous experiments, how
ever, the last experiment (fixed median values) showed a slightly larger 
spread among KGE values. In any case, in the local calibration or 
regionalization approach, KGE values are not below − 0.41, the bench
mark defined previously. 

An example of one year of observed and simulated (by aggregating 
runoff and drainage) daily streamflow for one catchment is given in 
Fig. 13. In this plot, we computed the median flow of the eight region
alization experiments (dark blue line) and we also plotted, in light blue, 
the confidence interval of the simulations. 

Fig. 10. Evolution of performance metric (median KGE(Q1/2) and KGEB) in 
each iteration for one experiment. 

Fig. 11. Box plot of KGE scores for the validation period using the local cali
bration (adding conceptual reservoir), the regionalization (cross-validation) 
and default simulation (without conceptual reservoir). 
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5.4. Computing natural streamflow with the improved model. 

Once the maps of the two parameters of the reservoir model were 
obtained using the median value of the parameter maps of the eight 
experiments (Fig. A1), we proceed to calculate the final streamflow 
using the river routing scheme. 

Fig. 14 presents the streamflow simulation performance obtained 
using the median values of the eight regionalization experiments for the 
entire record (1979–2014) over the complete database. Of the total 
stations, 47 % showed higher KGE values than 0.5 (5 % more compared 

to the default simulation). Fig. 14(b) shows the improvement, in terms 
of ΔKGE, due to regionalization for the whole period. 

For comparison purposes, we calculated the KGE values over the 
same periods that were used for local the local calibration (1979–1997) 
and validation (1997–2014). For the first period (calibration) the 
regionalization approach obtains a median KGE of 0.69 and for the 
second one (validation) it was 0.67, which is very close. Fig. 15 sum
marizes the performance of local calibration and regionalization 
approach over the calibration (solid lines) and validation (validation 
lines) periods on the near-natural basins. Both approaches showed an 

Fig. 12. Box plot of KGE for streamflow of the local calibration, using the genetic algorithm (run 01 to 08), the median of simulated streamflow (median runs), the 
median of eight parameter maps (median params), and simulation using fixed parameter values over the full domain. Streamflow validation period from 1997 
to 2014. 

Fig. 13. Comparison of the observed (black line), simulated by SASER without adding the reservoir (red dashed line), and the median values of the eight simulations 
(blue line) of daily streamflow for a catchment; shaded area represent the percentile 90th and 5th of the eight simulations. Y-axis is the discharge root square. 
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improvement compared to the default simulation (without the reser
voir). The best KGE values are provided by the local calibration, which 
we expected, even though the regionalization approach showed very 
close values to local calibration. 

The advantage of the regionalization approach is that it allows us to 
estimate the values of the parameters anywhere in the area of study, thus 
we can also calculate improved natural flows on influenced basins, 
where local calibration would be impossible. 

5.4.1. Comparison with a reference model 
As the observations are affected by water management, we compare 

our results with an independent model. In this case, we use the SIMPA 
model, which is used by water managers in the Ebro river basin. 

We extracted the time series simulated by the default and the 
improved model on the outlet of the Ebro River basin, located in Tortosa. 
We computed the mean annual cycle of streamflow, for the period 1980 
to 2006, at the monthly time step, and plotted it (Fig. 16) together with 
the observations (in black) and the SIMPA model (in green). 

The default simulation, in red, presents the lowest flows during the 
summer (from July to September), as expected, whereas the peak flow 
occurs in January. In general, the hydrograph of the default simulation 
has a shape similar to that of the observations, but with a positive bias. 
The positive bias is expected, as in the real basin there is more evapo
transpiration, due to irrigation, than in the naturalized one. In contrast, 
the SIMPA model (gray line) shows two peaks, one in December and the 
other in April, and the minimum streamflow corresponds to the summer 
months, but with values twice higher than the observations. The flows 
obtained with the improved model, setting the parameters with the 
regionalization approach (green line), show a clear increase of low 
flows, but they are still very low compared to SIMPA. It is notable that 
the improved model reduces the January peak, but increases the 
streamflow of the following months (February and March). The new 
hydrograph presents a double peak, which is what we expected and 
what can be seen in SIMPA. It is notable how the reservoir modifies the 
streamflow of the winter months. This could not be seen in the daily 
hydrographs we showed in Fig. 13, but this arises clearly in the monthly 
annual cycle of the outlet, which aggregates the changes throughout the 
basin. Nevertheless, is difficult to determine which model is closer to 
reality, because the observations represent the real basin, not the 
naturalized one, as the models do. 

Fig. 14. (a) KGE scores obtained to calculate the streamflow with the routing scheme using the regionalization approach against the observed streamflow. (b) 
Improvement in KGE after regionalization (difference between Fig. 4 and Fig. 14(a)). 

Fig. 15. Same as Fig. 7, comparing KGE from local calibration (blue) and KGE 
by the regionalization (green) against to default simulation (red) for calibration 
(solid line) and validation (dashed line) period. 
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Fig. 16. Mean monthly streamflow time series at Tortosa station (main Ebro river) from observations and different models.  

Fig. 17. Comparison of relative bias [%] for low flow indices for the default simulation and for the two approaches. The left panel shows the ratio Q90/Q50 and the 
right panel the QMNA(5). The line in each box represents the median and the box the interquartile range. The whiskers extend a maximum of 1.5 times the 
interquartile range. 
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5.5. Low flow indices evaluation 

In Fig. 17, we can see the improvements in the low flow indices. For 
the Q90/Q50 ratio (left panel of Fig. 17), the default simulation (without 
reservoir) showed a median relative bias of − 80 % with respect to ob
servations, whereas the median relative bias of the simulation adding a 
reservoir was of –32 %. In both cases, this index is underestimated, but 
there is a significant gain due to the reservoir implementation. On the 
other hand, the QMNA(5) (right panel of Fig. 17) also showed an 
improvement in median relative bias, from − 64 % of the default simu
lations to − 20 % of the simulation adding a reservoir. 

In the case of regionalization approach (green boxes in Fig. 17), low 
flow indices reported values of median relative bias of − 26 % and –22 % 
for the Q90/Q50 ratio and QMNA(5), respectively. These values are 
practically same to the local calibration; only the 75th percentile (top 
edge of the box) for the Q90/Q50 shows a larger difference. In any case, 
although low flow indices still remain underestimated, the inclusion and 
calibration of a reservoir (using either approach) noticeably improves 
the simulated values of the low flow indices and the regionalization 
approach behaves very well, compared to the local calibration one. 

6. Discussion 

We used a conceptual approach, based on rainfall-runoff models, to 
improve the streamflow simulated by SASER (adding a reservoir at the 
grid-scale resolution). This is intended to provide a better representation 
of the slow component in the hydrological response, which is not well 
simulated by SURFEX. Results show that the additional reservoir, which 
is simple and easy to calibrate, has a very positive impact on the 
streamflow simulation. However, the calibration of the reservoir pa
rameters is only possible in gauged natural basins, which are not 
numerous in the area of study. 

The implementation of the conceptual reservoir has as its main 
objective to sustain the flows without having a significant impact on the 
daily high and medium flows (surface runoff). For this reason, the 
reservoir scheme is implemented as a postprocessing of just the 
drainage, which is the slow component. This redistribution of the water 
volume does not affect the shape of the hydrograph during peak events. 
During the summer months, there is a significant improvement in the 
low flow simulation, as shown in Fig. 16. This fact supports the effec
tiveness of the reservoir to improve the streamflow simulation. At the 
same time, at the monthly step, we see that the annual cycle has changed 
considerably, redistributing water from winter to summer and obtaining 
a more realistic double-peaked hydrograph at the outlet of the Ebro 
basin. 

A regionalization approach was established to find the values of the 
parameters for all the grid points of the area of study, not only those 
located in near-natural basins. This approach uses physiographic and 
climate-related predictors, although these variables are not immediately 
associated with groundwater, they exert an indirect influence on the 
runoff response. Therefore, those predictors are acting as proxies for 
defining the predictands. Moreover, several previous regionalization 
studies have emphasized the use of those predictors (Nijssen et al., 2001; 
Singh et al., 2014; Beck et al., 2016; 2020). 

The performance of the model with regionalized parameters is 
almost as good as that of the catchment-by-catchment (local calibration) 
approach as reported KGE values. In the local calibration approach the 
values of the parameters are lumped, which probably would not work 
well in larger basins. Thus, the regionalization approach would probably 
be more advantaged if tested in larger basins. Additionally, having 
lumped values of the parameters per basin does not play well with a 
model that is mostly physical and which tries to be as spatially distrib
uted as possible. 

The regionalization approach allows us to apply the reservoir 
everywhere in the study domain, even in heavily human-influenced 
areas where a local calibration approach is not feasible. Due to the 

lack of validation data, we have compared our simulation with a refer
ence one (SIMPA). The results from such an experiment are less easily 
interpretable. Still, least it makes it evident that the differences are lower 
now, even if they remain very large when compare with the reference 
model. 

The maps of the reservoir parameters produced by the regionaliza
tion approach are presented in Fig. A1. These maps cover the full domain 
at 2.5 km resolution and vary according to climate and physiographic 
information that we used as predictors. It is difficult to explain the 
spatial patterns due to the complex and strong connection between the 
different variables (e.g. climate, vegetation and soil properties) involved 
(Troch et al., 2013). 

Despite, we can identify spatial patterns related to known hydro
logical processes at least in one of the parameter maps (L, reservoir size). 
Patterns in this parameter, associated to soil moisture content, can be 
explained by the land cover, precipitation and soil granulometric dis
tribution. For example, in the region of the south-west of France where 
large sand deposits exist (Landes), the runoff response is quick and 
infiltration has high rates, thus a buffer is required to play the role of 
groundwater storage and sustain the flows during the dry season, and 
hence the values of the reservoir size are expected to be larger than in 
clay predominated regions. On the other hand, the patterns in the map of 
the k parameter are not easily interpreted. Both, soil properties and 
topography, influence the distribution of water storage and isolating the 
influence of each other is problematic (Price, 2011). 

Different regionalization experiments were carried out, to account 
the equifinality problem (multiple optimal solutions providing reason
ably similar or equal model performance values), which is one of the 
most important sources of uncertainty in hydrological modeling (Beven 
& Freer, 2001). Furthermore, in each experiment cross-validation pro
cess was used, that allows us to estimate the generalizability of the pa
rameters and provides an indication of uncertainty. Previous 
experiments done (not showed here) indicated that the parameters used 
to initialize the genetic algorithm have a strong influence over the 
search direction and efficiency score. 

As shown in Fig. 13 (light blue bands), time series of simulated daily 
streamflow provide, in general, a wide range of streamflow uncertainty 
bands derived from the parameter sets, especially at the end of the wet 
season and gradually decreasing during the dry season (July to August). 
Otherwise, the uncertainty bands during the winter months were of 
much lesser extent, except in some months (November and December), 
this could be explained by the fact that the reservoir configuration fo
cuses only on low flows, however, an extensive parameter uncertainty 
assessment is beyond the scope of this study. 

In addition to KGE scores, and to understand how well the additional 
reservoir simulates low flows, which is the main objective of the study, 
we evaluated the Q90/Q50 and the QMNA(5) indices. The negative 
relative bias in both indices of default simulation suggests a fast 
precipitation-to-runoff reaction of the SASER model; hence, the low 
flows are underestimated during the dry periods. Results of our different 
simulations (local calibration or regionalization approach) adding the 
reservoir showed a considerable improvement in both indices, although 
they are still slightly underestimated, suggesting the suitability of the 
conceptual reservoir to improve the simulation of the slow component of 
the streamflow, even though other aspects of the model still need to be 
improved. 

A key result of this work is that introducing a conceptual reservoir, in 
the SASER model, is useful even if we cannot easily calibrate the pa
rameters in each catchment, provided that values of the parameters are 
reasonable. This was demonstrated by different simulations (eight ex
periments and the three extra experiments using lumped parameters) 
carried out. Even if it is difficult to know which the most appropriated 
parameter maps is, at least we know that all of them produce reasonable 
results and that all of them are considerably better than the simulation 
without the reservoir (default). 
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7. Conclusions 

The main objective of this study is to improve the simulation of low 
streamflow in the hydrometeorological model SASER by using a simple 
conceptual reservoir scheme to postprocess the drainage and thus 
improve the slow component of the streamflow. The SASER simulations 
were made over a period of 35 years in an area that covers the Pyrenees 
and surrounding basins. 

The default SASER model presents a strong negative bias of low flow 
indices. The addition of a reservoir scheme to modulate the drainage had 
a positive result in terms of KGE values, when the parameters were set 
using a local calibration method, both for the calibration and validation 
periods. The addition of a conceptual reservoir proved to be a simple and 
efficient option, with a limited number of parameters, which improves 
the low flows simulated by SURFEX without deteriorating high flows, as 
shown in the improvement of the low flow indices studied (QMNA(5) 
and Q90/Q50). 

A regionalization approach, based on a genetic algorithm, was 
introduced to determine the values of the parameters all over the 
domain, including basins heavily influenced by water management, 
where a standard local calibration of these parameters is not possible. 
Results of the regionalization approach showed a clear general 
improvement of simulated streamflow (ΔKGE = 0.11) with an 
improvement for 79 % of the validation catchments. Those results were 

almost as good as using local calibration. Both, KGE scores and the two 
low flow indices indicate improvements, especially for the low flow 
indices, although a small negative bias of the low flow indices remains. 

The regionalization approach based on a genetic algorithm was 
possible due to the simplicity of the conceptual model and its imple
mentation as an external module of SURFEX. Applying this approach to 
calibrate other empirical parameters within the SURFEX model itself 
would be desirable, but impractical due to computational constrains. 

We established a relationship between the parameters of the con
ceptual reservoir with climate and physiographic variables through the 
genetic algorithm, which allows us to take into account the within- 
catchment variability all over the study area. Although this approach 
is not physically based, it allows linking the two new parameters with 
variables that are physical, which is a good compromise for a model that 
tries to be distributed and as physical as possible. 

In conclusion, the addition of a conceptual reservoir to postprocess 
the SASER simulated drainage led to considerable improvement in low 
flow simulation. The regionalization approach allows us to apply the 
reservoir all over the domain including the human influenced basins, not 
just natural ones. 
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