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Abstract

Metaphors are pervasive in our daily utterances, which is why the automatic processing
of metaphorical expressions has gained popularity in the field of Natural Language Pro-
cessing, with a view to achieve a more fluid and natural interaction between humans and
machines. The development of automatic tools that identify metaphors in English is sev-
eral steps ahead than in other languages. However, it is important for other linguistic
communities to be able to count on these resources as well. With this aim in mind, in
this work we focus on the task of Metaphor Detection in Spanish both from corpus-based
and computational approaches. On the one hand, we collect and manually label CoMeta:
the largest publicly available dataset with metaphorical annotations in texts of general do-
main for the Spanish language. We address in detail the main questions derived from the
application of the MIPVU guidelines used to develop the most popular metaphor corpus
for English, namely the VUA corpus, to the Spanish language. On the other hand, we
leverage CoMeta and multilingual pre-trained language models based on the Transformer
architecture to empirically evaluate the quality of the annotations. The close performance
achieved in comparison to the results obtained with the larger English VUA dataset are
quite promising and encouraging for future researchers interested in using CoMeta or in
developing their own corpora for their languages of interest.

Keywords: Metaphor Detection, Metaphor Identification, Computational Metaphor Process-
ing, Natural Language Processing
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1 Introduction

Metaphors are a pervasive resource in our daily utterances, as we permanently draw on
them to vehemently manifest our emotions, recount anecdotes or experiences more vividly,
provide an opinion with solid comprehensible grounds or to make abstract ideas and con-
cepts intelligible for our interlocutors.

This form of figurative language has been a riddle since Aristotle’s ancient Greece. In
his work Poetics(Aristotle), he defined metaphor as the “transference” of a name to an-
other, providing what might be the first attempt to describe metaphors. In the traditional
approach, metaphors were considered to be no more than a rhetorical resource that served
to the purpose of mere embellishment. Nonetheless, researchers from diverse fields, namely
Linguistics, Psychology or Philosophy, have put their efforts to offer a well-substantiated
theory that elucidates the machinery enabling this phenomenon. The latest trend, derived
from the acknowledged Metaphors We Live By (Lakoff and Johnson, |2008), is to consider
metaphors a cognitive-linguistic phenomenon constructed by the mapping between source
and target domains, to express ideas or abstract concepts in terms of the characteristics
and attributes of a more concrete domain. Thus, a conceptual metaphor or mapping
like TIME IS MONEY depicts the high value of time (target) matched with monetary
worth (source). This association of ideas can be put into words by means of multiple
linguistic metaphors, as shown by Example

(1) You're wasting my time
This gadget will save you hours.
How do you spend your time these days?
That flat tire cost me an hour.
I've invested a lot of time in her.
You need to budget your time.
Is that worth your while?
You don’ t use your time profitably.
(Lakoff and Johnson| 2008)

1.1 Motivation and Objectives

Figurative Language, more specifically metaphor processing, remains a tough nut to crack
in the field of Natural Language Processing (NLP), since the nature of the mechanisms
forging metaphors, though still puzzling, is mostly subjective and experience and culture
dependent. Nonetheless, the role of metaphor in NLP research has increased substantially
over the last years, as it fell into place that to achieve a high quality performance in
the interaction between humans and machines, metaphors are crucial. Furthermore, the
enhancement of figurative language processing could improve other tasks’ performance,
namely, metaphors in Machine Translation or Word Sense Disambiguation, or irony and
sarcasm when it comes to Sentiment Analysis.

On this account and given the necessity of upgrading and generating open source knowl-
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edge on the matter, the first workshop on Figurative Languageﬂ and its second editionE]
were celebrated in 2018 and 2020 (Leong et al, 2018, [2020)), respectively, achieving state-
of-the-art results on a wide range of tasks, such as Metaphor Detection, on which we focus
in this work.

As for most tasks in NLP, labeled datasets are an indispensable resource in order to
develop computational tools that identify metaphors in texts automatically. In the case
of English, it is relatively easy to comply with this demand, whereas this constitutes an
important gap for many languages. We considered that the development of this kind of
resources and automatic tools can be of high value to other linguistic communities, such
as Spanish, one of the most spoken languages in the world.

The main purpose of this work is to compensate this lack of freely and publicly avail-
able annotated data for the automatic processing of metaphors in Spanish and to lay the
foundations for future research on the matter. Therefore, to meet this goal, we have devel-
oped CoMetaﬁ a corpus with metaphorical annotations from texts of various domains in
Spanish. In addition, we specified the systematic methodology followed in the annotation
procedure, as well as the issues that arouse during the process illustrated with explana-
tory examples. In order to evaluate the quality of the annotations, we conducted a series
of monolingual, zero-shot and multilingual experiments. Subsequently, we compared the
performance of the models trained with CoMeta against those trained with the reference
dataset for metaphor identification in English, also used in the shared tasks previously
mentioned.

Thus, the main contributions of this work comprehend the publication of the largest
publicly available dataset with metaphorical annotations for the Spanish language. More-
over, we provide a detailed analysis of the application of a systematic procedure to annotate
metaphors originally developed for English. Additionally, we report the results of empiri-
cally evaluating the CoMeta corpus by means of supervised deep learning techniques. The
promising results obtained by these experiments can serve as a baseline for the task of
Metaphor Detection in Spanish. Finally, we believe that the current work can serve as a
basis for other researchers interested in developing the required resources and tools for the
detection and processing of metaphor in other languages.

1.2 Document Structure

This thesis report is structured as follows: in Section [2] we introduce the different ap-
proaches to tackle metaphor, namely theoretical, corpus-based studies and computational
frameworks. In Section [3| we detail the characteristics of both corpora used in this work,
the procedure followed for the identification of metaphors in texts to develop CoMeta,
and the third-party tools used in the annotation process and the experiments. Section
provides further details about the task of labelling CoMeta, such as the linguistic aspects
to take into account when annotating metaphors in Spanish and general remarks on the

"https://www.aclweb.org/anthology/volumes/W18-09/
Zhttps://www.aclweb.org/anthology/volumes/2020.figlang-1/
3The dataset will be publicly available in https://ixa-ehu.github.io/cometa
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resulting corpus. The specifications of the experiments carried out are included in Section
P, as well as an analysis of the results obtained. Finally, we review the principal conclusions
drawn from the development of CoMeta and the outcome of experiments in Section [6]
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2 Related Work

The aim of this section is to offer an overview of the multiple perspectives from which
to tackle metaphors. First, in Section we present the different types of metaphors,
according to most common classifications; Section summarizes the approaches adopted
to address metaphor depending on the subject and/or the field of research, namely Philos-
ophy, Psychology, Linguistics or NLP; to conclude, due to the interest of this work and the
motivations exposed above, Section focuses on the computational techniques developed
to process metaphors, with special emphasis on the state of the art on metaphor detection
and Spanish metaphor processing.

2.1 Metaphor Typology

At the most superficial level of classification, we can make a first distinction between
conceptual and linguistic metaphors. Within the former, the degree of acceptance
and usage of metaphorical expressions among speakers, in addition to the domains of the
mappings involved, can be used as criteria for classification. Whereas in the case of the
latter, to distinguish among various kinds of linguistic metaphors, the points of comparison
can be the scope of text covering the metaphorical expression and/or its syntactic structure.
Hereafter, a brief overview of some popular typologies is exposed, motivated by the work
of Rai and Chakraverty (2020)); Lakofl (1994])); Lakoff and Johnson, (2008]).

Conceptual Metaphors

e Degree of acceptance: Some authors like Nunberg (1987) or Bowdle and Gentner
(2005)) argue that metaphors traverse a “journey” or “career” of metaphoricity with
the following lifespan:

1. Novel Metaphors: emerging conceptual mappings of domains not commonly
associated that evoke a fresh metaphorical connotation, opposed to its lit-
eral basic sense. The result surprises the listener/reader/interlocutor, as they
might have never thought of those two concepts together. The usage of novel
metaphors is yet to be general, therefore, these mappings are at their early
stages, as conceptual metaphor TWEETING IS PERFORMANCE, represented
by Example [2]

(2) Snow debuts on Twitter []

2. Conventional Metaphors: metaphorical expressions with a widely spread
usage among speakers, to the extent of incorporating this new meaning in a
dictionary, e.g. adjectives from the TASTE domain to denote someone or some-
thing pleasant: “sweet love”.

4The Quint: https://bit.ly/2MZX2w7 in (Rai and Chakraverty, 2020)
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3. Dead Metaphors: expiring metaphors and mappings that are no longer evoked
by speakers, like conceptual mapping WOMAN IS COW (), at the time, con-
ventional, but nowadays, utterly outdated.

(3) He first enticed her with green pastures and then, put on her a noose of
household. (Rai and Chakraverty, [2020)

e Domain of Mappings: Lakoff and Johnson| (2008]) and |Lakoff| (1994) present in their
acknowledged Metaphors We Live By and lesser known Master Metaphor List some
of all possible groupings of metaphors organised by the domains involved in the
conceptual mappings.

1. Structural Metaphors: in which “one concept is metaphorically structured
in terms of another”. In other words, the characteristics of a target domain
are understood in terms of those of the source domain, by means of similarity
or associations of other nature, such as LINGUISTIC EXPRESSIONS ARE
CONTAINERS represented in .

(4) The introduction has a great deal of thought content.
Your words seem hollow.(Lakoff and Johnson|, 2008])

2. Orientational Metaphors: On the other hand, metaphors within this type
“organize a whole system of concepts with respect to one another [...] most
of them have to do with spatial orientation”. In other words, as the authors
explain, our cultural, physical or any other form of experiences shape our way
of conceptualisation and result in a certain amount of conventions inherited
and assumed by society. For instance, in the majority of Western communities,
future is instinctively located ahead of us, while the past is left behind. Another
popular mapping is inferred from placing good things in an upper position, as
evidenced by conceptual metaphors HAPPY IS UP, SAD IS DOWN that
could be part of the more general GOOD IS UP, BAD IS DOWN, among others.

(5) Thinking about her always gives me a [ift.
I'm feeling down.
He’s really low these days.
I fell into a depression.
My spirits sank. (Lakoff and Johnson, 2008)

3. Ontological Metaphors: We compartmentalise experiences, ideas or any un-
measurable continuous abstract concepts into discrete and structured catego-
rizations present in our daily lives. Within this type, we can differentiate in
turn other subcategories, such as entity and substance metaphors that al-
low us to quantify emotions ; or to understand the behaviour of intricate
systems effortlessly, by means of endowing them with physical and/or human

attributes like size, dimensions and sense-perceptible features, e.g. conceptual
mappings MIND IS A MACHINE or INFLATION IS AN ENTITY (6d).

Language Analysis and Processing
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(6) a. It will take a lot of patience to finish this book.
There is so much hatred in the world.
You've got too much hostility in you.

b. T'm a little rusty today.
We’ve been working on this problem all day and now we’re running out
of steam.

c. Inflation is taking its toll at the checkout counter and the gas pump.
Buying land is the best way of dealing with inflation.
Inflation makes me sick.

(Lakoff and Johnson| 2008)

Linguistic Metaphors As mentioned above, conceptual metaphors can be materialised
via several linguistic expressions. The proposal of Rai and Chakraverty| (2020) to classify
linguistic metaphors is the following:

e Contracted Metaphors: They are bounded to a word, sentence or phrase and are
frequently subdivided:

1. Lexical Metaphors span only one term conveying a metaphorical sense. Within
this category, we can establish subgroups regarding the POS of the lexical units
involved. Most common groups are presented down below, though the list can
be expanded depending on the POS of the metaphor expressions on which the
emphasis is placed.

— Type I Nominal: two nouns are linked by a copulative verb, so the mapping
of source and target domains is straightforward and explicit, e.g. HUMAN
IS ANIMAL in Example [I0D]

— Type Il Subject-Verb-Object (SVO): opposite to the previous, the map-
ping of domains emerges implicitly, typically involving a verb with metaphor-

ical meaning with respect to one of its arguments, either subject, object or
both, e.g. CONSUMPTION IS DRINKING in Example [11a]

— Type IIT Adjective-Noun (AN) This type is in line with Type II, involv-
ing an adjective, instead of a verb, acquiring a metaphorical sense applied
to a noun, e.g. PERSONALITY/NATURE IS TASTE in “sweet child”.

— Type IV: Adverb-Verb (AV) Similarly occurs in this class, when an ad-
verb is used metaphorically with respect to a verb, e.g. COMMUNICA-
TION IS LIQUID in “Ram speaks fluidly”. (Rai and Chakraverty, [2020))

2. Multiword Metaphors concern those metaphorical expressions represented
by two or more signifiers that constitute a single lexical unit. Phrasal verbs in
English are a prime example :

(7) If you use that strategy, he'll wipe you out. (Lakoff and Johnson| 2008)

Language Analysis and Processing
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e Extended Metaphors: they comprise larger pieces of discourse and can result in
complex analogies that are recurrent in literary work, e.g. LIFE IS THEATER:

(8) “All the world’s a stage,
And all the men and women merely players;
They have their exits and their entrances,
And one man in his time plays many parts,
His acts being seven ages.” - As you like it - Shakespeare.

2.2 Approaches to Metaphor

This subsection’s purpose is to provide an account of the trends in the study of metaphor.
The approaches to be mentioned vary in respect of the area of study and the questions they
intend to answer. Thus, theoretical approaches aim at describing explicitly the mecha-
nisms underlying human metaphor processing, by means of knowledge-based thinking and
reasoning. Corpus Linguistics (Semino, 2017)) goes in an opposite direction, as they
advocate for a bottom-up strategy. Their methodology consists in examining the presence
of metaphor in texts to extract quantitative information. Therefore, the conclusions drawn
in this kind of research are based on empirical analysis and observation of verifiable data.

On the other hand, NLP’s focal point is the development of automated tools that
deal with metaphor processing. In order to achieve this goal, these experiments often take
advantage of the resources published by researchers from the previous field.

Down below we review this evolution of metaphor research throughout the years. Since
the topic of this work revolves around computational metaphor processing, in particular,
metaphor detection, we devote a separate subsection to NLP approaches.

Traditionally, studies concerning metaphor have focused their attention on unravel-
ing the mental process that enables us to generate and understand original metaphorical
expressions. First attempts considered metaphor as an implicit form of simile, such as
The Substitution and Comparison Views; proposals like The Anomaly and Class Inclusion
Views place the accent on lexical-semantic information; nonetheless, cognitive-linguistic
approaches have gained popularity over the last decade, after the publication of Lakoft and
Johnson| (2008). Years later, some of these theories have become a source of inspiration
for the development of some systems to process metaphor computationally.

The Substitution View (Winner, |1997) This perspective judges metaphors as a minor
way of communication that comes in handy whenever there is a “lack of a clearer literal
expression” (Rai and Chakraverty, 2020)). Since this theory comes from the propositional
logic field, where statements can only be true or false according to reality, they consider
metaphorical expressions to be ambiguous, inaccurate and false. Moreover, they claim that
speakers resort to metaphors to “merely provide pleasure or hints of surprise to a reader”.
Thus, metaphors’ validity can only be acknowledged from their literal paraphrase, not the
metaphorical expression itself. Under this perspective, utterance [9] is incongruous within
speakers’ reality. Therefore, they substitute lion for potential features represented by this
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animal and that are coherently attributable to watchman, such as hairiness or fearlessness.
Only the resulting sentence after the replacement of the metaphorical expression can be
stated as true, hence, comprehensible.

(9) My watchman is a lion. (Rai and Chakraverty, [2020))

The Comparison View (Kirby, 1997; Gentner| [1983) Parallel to the previous, this
theory postulates that all metaphorical expressions are an implicit and “condensed” form
of simile, which can be rephrased into an explicit one. The rationale behind this approach
is based on Aristotle’s principle of analogy introduced in Poetics (Aristotle): if A : B :: C
: D, then B and D, that would correspond to metaphorical expressions, are interchange-
able. This was later reshaped by Gentner (1983) in his concept of “structure mapping”,
which enables the match of a series of similarities of any nature, namely visual, abstract
characteristics, or individual associations, between the domains involved in a metaphorical
expression.

This trend extends the idea of substitution from the previous approach and intends to
apprehend more complex relations besides perceivable characteristics. For instance, from
example [J] the Comparison View would take into consideration deeper analogies from lion,
such as “capable of protecting from danger (thieves), watches over the jungle (premises),
or hunts down its predators (robbers)” (Rai and Chakraverty], 2020)).

However, as Examples and illustrate, metaphorical utterances encapsulate
nuances that can be grasped by speakers but are not conveyed by their literal counterpart:
“conveys a less energetic and less aggressive picture of the lawyer [...] we are likely to
evoke more metaphorical and abstract emergent characteristics such as sly, cunning and
greedy while alluding to the abstract notion of shark as a dangerous animal” from (Rai
and Chakraverty, 2020)). Therefore, these two proposals have attracted criticism due to
their simplification of metaphor as a complement of simile.

(10) a. My lawyer is an old shark.

b. My lawyer is ltke an old shark.
(Rai and Chakraverty} 2020)

The Anomaly View (Violational of Selectional Preference) (Wilks, |1975| |1978;
Percyl, [1958) This perspective’s foundation is the notion of Selectional Preference
(Wilks, 1975, 1978), which suggests that lexical units tend to occur in the company of
others giving as a result a series of patterns determined by the convergence of semantic
features. For instance, the verb to drink requires the object to be an edible fluid substance
and the subject, an animate entity that carries out the act of drinking. In line with this
reasoning, metaphorical senses arise when the principle of Selectional Preference is trans-
gressed and there is no match between semantic features of both terms. As demonstrated
by Example [I1a} the subject, car, lacks [ANIMATE] as a semantic feature. Consequently,
it does not satisfy the tendency of verb to drink of selecting animate subjects and so,
this infraction enables a metaphorical reinterpretation of the term. Likewise in [11D] the
incongruity arises from the object, since verb to devour typically selects edible objects. As
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book does not contain this semantic information, devoured is understood in terms of “to
read rapidly and with great relish”.

(11) a. My car drinks gasoline. (Wilks, 1978)
b. She devoured the book. (Hanks, |2008)

Class Inclusion View (Glucksberg et al., [1997; Davidson, |1978) This theory empha-
sizes on metaphorical expressions of the type “X is Y”, where source and target domains
are linked by a copulative verb. These authors take a step aside from perspectives defend-
ing the comparison between domains, either resulting in similarity or dissimilarity, and
argue that statements of this kind are a “class-inclussion assertion”, as in In other
words, X domain belongs to the superclass of domain Y (an apple is a kind of fruit), where
the latter represents all members of that class. Agreeing with this assumption, it could be
erroneously inferred from that job is a member of class jail. Nonetheless, they state
that source domain represents a generic set of attributes characterizing element Y. Hence,
in this case, jail depicts an “unpleasant, confining situation” class in which target domain
can be included (Rai and Chakraverty, [2020).

(12) a. An apple is a fruit.
b. My job is a jail.

The Interaction View (Black, 1962; Ortony, [1980; Indurkhya, 2013; [Hesse, 2000)
Opposite to perspectives mentioned so far, this proposal puts forward the uniqueness of
metaphors as a distinct cognitive phenomenon, instead of the subsidiary conception of
them as aid when lacking an adequate literal expression. Moreover, the attention of this
view does not pivot on target and source domains, but on a specific term containing both
literal and metaphorical senses. This term in question is referred to as the metaphori-
cal focus, e.g. plow in[13a], surrounded by the context or literal frame. Bearing this in
mind, the authors defend that if speakers and listeners are familiar with the literal meaning
and share cultural connotations related to the metaphorical focus (what they call “associ-
ated commonplaces”), they are provided with the resources to reinterpret the interaction
between these two components and draw an inference of the metaphorical meaning.

Given this argument, contrary to the Comparison View, they pose that the mappings,
outcome of these interactions, are not predefined in our intellect, but they emerge from
our encounter with the metaphorical expression. For this reason, novel metaphors are
understandable depending on one’s experience and background knowledge. For instance,
Example ties in two concepts rarely related, CAT and FOG, drawing on shareable
attributes: “moves stealthly, difficult to catch, falls softly, territory specific, off white
shade” (Rai and Chakravertyl, 2020).

(13) a. The chairman plowed through the discussion. (Black, |[1962)

b. The fog comes
on little cat feet.
It sits looking
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over harbor and city on silent haunches.
and then moves onPl

The Conceptual Mapping View (Lakoft and Johnson| [2008)) This framework also
stresses the cognitive aspect of metaphors, however, it turns the spotlight on concepts
instead of specific words in a metaphorical expression. The Conceptual Metaphor The-
ory (CMT) suggests that metaphors occur as a consequence of a “re-conceptualization” of
a more abstract target domain into source domain, of more concrete and intelligible na-
ture. The resulting conceptual mappings are supposedly stable (the Master Metaphor
List fronstitutes an intent from [Lakoff (1994) to compile them in a systematic fashion).
On the contrary, linguistic metaphors reflecting these mappings can be formulated by
means of countless utterances and terms. To elucidate with an example from Lakoft and
Johnson| (2008)), the elements involved in an argument are typically correlated to those
of war, leading to the conceptual mapping ARGUMENT IS WAR, worded in and
These conceptual metaphors can be shared among different languages, enabling crosslingual
computational processing of metaphors. However, their main configuration is motivated by
culture and personal experiences (Kovecses, 2005). As a matter of fact, most detractors of
this theory critic the absence of a hypothesis that gives an account of the processes support-
ing these re-conceptualizations, especially when there are multiple conceptual mappings
involved in one linguistic expression that prompt complex analogies.

(14) a. Your claims are indefensible. (Lakoff and Johnson, [2008)

Corpus-based approaches, contrary to the theories mentioned so far, rely on the
statistical analysis of a large amount of data to examine the occurrences of a linguistic
phenomenon. Generalisations and proposals can be derived from the observation of these
results. This sort of studies mainly depend on the type of corpora and tools utilised, as
well as on the scope of metaphorical expressions of interest.

Due to the wide range of different metaphorical expressions, most authors narrow down
their research to identify metaphor in corpora of a specific domain. For instance, in religious
texts (Charteris-Black, 2004), business (Skorczynska and Deignan, 2006) or political dis-
course (I'Hotel 2014). [Semino et al.| (2017)) also compared the presence of violent metaphors
in posts from patients diagnosed with cancer to those of health professionals. Others make
use of publicly available corpora of general domain to examine metaphors. The variety of
genres permits authors to infer patterns of metaphor behaviour within one language, like
English (Stefanowitsch, 2006|), or crosslinguistically, e.g. English and Italian in (Deignan
and Potter, |2004).

There is a whole gamut of techniques to spot metaphors in large size corpora, apart
from NLP tools that will be resumed in Section [2.3] Commonly, these imply the matching
of a series of target words or phrases in text, marked together with their most immediate

°By Carl Sandburg, https://www.poetryfoundation.org/poems/45032/fog-56d2245d7b36¢ in (Rai and
Chakraverty, [2020)
http://www.lang.osaka-u.ac.jp/ sugimoto/MasterMetaphorList/metaphors/index.html
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context. For instance, Deignan| (2005) searched for animal names to spot metaphors involv-
ing animals as source domain. On the same basis, some studies keep track of collocations
that include a target word. As a way of looking for examples that corroborate concep-
tual mapping A PURPOSE LIFE IS A BUSINESS, |Semino| (2008) scrutinized collocates
with the term rich in the British National Corpus (BNC)E} Other tools save researchers
the step of selecting in advance a fixed list of terms to identify specific domains. Such
an example is USASﬁ (Rayson, [2008]), which assigns words with a tag corresponding to
its semantic domain, e.g. war receives “Warfare, defence and the army; weapons” labels
(Semino, [2017)).

The work of the Pragglejaz Group (Pragglejaz, 2007) and posterior MIPVU (Steen
et al., 2010) takes one step further. Besides analysing statistically occurrences of metaphors
in texts of various domains, their primary goal is to provide a systematic guideline for
linguistic metaphor identification in documents. The VUA dataset (Steen et al., 2010)),
result of their efforts, constitutes the larger dataset of general domain with metaphorical
labels in English. It deserves a special mention in this work, furtherly detailed in Section
3.2}, as this kind of resources is essential but scarce for research in NLP. To such an extent,
that major progress on computational metaphor processing emerges from shared tasks on
the matter that make use of this corpus. In addition, it has set a benchmark for other
languages (Nacey et al.| 2019), including this particular thesis.

2.3 Computational Metaphor Processing

Metaphor computational processing can be tackled from various approaches, depending on
the type of the subject of study; the methodologies involved, either statistical corpus-based
metrics or deep learning techniques; or the ultimate goal of the task[’] In agreement to the
latter, computational metaphor processing forks into three fundamental paths.

Metaphor interpretation challenge lies in the hardship of machines grasping the
meaning contained in metaphorical expressions and their capability to rephrase it in an
unambiguous form. For it requires an extensive and thorough knowledge of the real world
and culture, in addition to the different kind of relationships that sustain metaphors, either
resemblance, dissimilarity, membership or any other association emerged by individual or
societal experience. Initial endeavours implicated hand-coded systems to extract semantic
relations between target and source, like relatedness, hypnernymy or antonymy (Martin,
1990; Narayanan, 1999)). Agerri (2008]); [Mohler et al.| (2013) explored how metaphor in-
terpretation can benefit from the task of Recognising Textual Entailment. Corpus-based
and deep learning approaches shifted to other techniques. Kintsch (2000, 2008) developed
a system based on Latent Semantic Analysis (LSA) to compute cosine distance between
source and target domains features. |Xiao et al.| (2016)) employed too LSA to extract word

"http://www.natcorp.ox.ac.uk/

8http://ucrel.lancs.ac.uk /wmatrix/

9For a thorough analysis of metaphor computational processing, consult comprehensive publications on
the matter from [Shutoval (2010b} 2011)); [Shutova et al.| (2013b).
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associations of source domain and measure their co-occurrences. [Su et al.| (2016]) extracted
perceptual properties from source and target domains and measured similarity between
their synonyms, with the aid of WordNet. Veale and Hao| (2008) built a “fluid knowledge
representation” that links concepts by means of WordNet information, obtained from pat-
terns such as IS-A, LIKE-A, or AS-A. Shutova| (2010a) generates substitutes for metaphors
based on WordNet as well, to subsequently check the validity of the literal replacements.
Rosen! (2018) made use of supervised deep learning techniques and trained a neural net-
work with argument structure of sequences to classify source domains. On the contrary,
Bollegala and Shutoval (2013)) extended the work of [Shutova, (2010a) in an unsupervised
fashion.

The automatic generation of metaphors implies analogous obstacles, furthermore,
machines are expected to be “creative” and “coherent” as to the extent of what humans
consider metaphorically acceptable. For this reason, research on this topic is a bit scarcer.
Main developed systems intend to assemble concept metaphors in the form of “X is Y” or
other patterns to fulfill within the boundaries of a specific domain (Jones| [1992; |Abe et al.
2006; [Terai and Nakagaway, 2010; |Ovchinnikova et al., 2014; |Lederer, 2016; [Veale, 2016]). A
special distinction can be made with the work of Hervas et al. (2007)), as it explores text
generation with aid of metaphors, and that of Yu and Wan| (2019), since they implement a
metaphor generation system without counting on any template in an unsupervised fashion.

Hereon and in accordance with the topic of interest of this work, a more extensive
overview on metaphor detection will be presented, covering the state-of-the-art systems
submitted to the aforementioned workshops and with posterior special mention to the state
of the art on Spanish computational metaphor processing.

2.3.1 Metaphor Detection

This task of Metaphor Detection can be approached as a sequence labeling issue, that is,
each token is assigned with a label from a predefined set of tags. Whereas if it is regarded
as a classification problem, the goal is to decide whether an utterance belongs to a “literal”
or “metaphorical” category based on a learned set of features. Most research carried out
so far address metaphor detection from the first perspective.

Within the bounds of metaphor detection, besides the typology of the input metaphors
and the techniques used, another aspect to take into consideration is the theoretical back-
ground that serves as foundation for researchers to select a set of distinctive features to
spot metaphors.

First approaches to metaphor detection pivoted predominantly on hand-coded rules,
by searching for infringements of Selectional Preference (Fass, |1991)), also with the aid of
lexical resources such as WordNet (Mason, 2004)), or linguistic metaphorical cues (Goatly,
1997). Statistical methods to identify metaphors employed corpus-based metrics, for in-
stance word frequency (Sardinhal 2002, 2006)), or the computation of similarity, as used in
the work of |Gedigian et al. (2006) or Birke and Sarkar| (2006) for sentence clustering to
disambiguate literal/metaphorical senses of verbs; in the same line, that of |[Shutova et al.
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(2010), who selected grammatical relations and verb frames to spot verb-noun metaphors.

Other statistical approaches steer towards the Class Inclusion View and resort to the low
relatedness between source and target domains in Type I metaphors. Therefore, research of
some authors (Krishnakumaran and Zhu, 2007; Neuman et al.| [2013) hinge on the absence
of hyponyms between target and source, according to the logic of target belonging to
source’s superclass in literal expressions.

The arrival of Word2Vec pre-trained embeddings (Mikolov et al., 2013) entailed a ma-
jor transformation in methodologies and the evolution of the NLP field, that allowed re-
searchers to represent and operate with semantic information computationally with ease
and more accurately. So did |Su et al.| (2017), who extended the proposal of Krishnaku-
maran and Zhu/ (2007) by using word embeddings to compute similarity between target
and source concept domains; |Gutierrez et al.| (2016) explored AN metaphorical represen-
tations in vector space and Bizzoni et al| (2017)) exploited them to train a one layer neural
network on AN metaphors as well. In order to capture contextual information, Mu et al.
(2019) and |Gao et al.| (2018)) utilized in addition paragraph embeddings.

A great deal of researchers relied on cognitive features, inspired by the Conceptual
Metaphor Theory (Lakoff and Johnson, 2008)), to identify metaphors, such as abstract-
ness (Turney et al., |2011; |Ben and Last, 2015; [Tsvetkov et all 2014)), conceptual features
(Rai et all 2017, 2018)), or concreteness and imageability (Gargett and Barnden| 2015)).
Shutova et al.| (2016|) presented a hybrid model that draws on linguistic and perceptual in-
formation, by virtue of visual embeddings. Moreover, a late approach is to take advantage
of the Topic Modeling task to extract information about concept domains, as |Jang et al.
(2016) and [Heintz et al.| (2013) put in practice.

Shared Tasks on Metaphor Detection All things considered, most crucial enhance-
ments on metaphor detection stem from the work submitted to shared tasks on the matter
proposed by the Figurative Language workshops’ mentioned beforehand. Initially, four
editions of Workshops on Metaphor in NLP were celebrated by NAACL and ACL from
2013 to 2016 (Shutova et al., |2013a; |Beigman Klebanov et al.; 2014; Shutova et al., 2015}
Beigman Klebanov et al 2016]). The next editions in 2018 and 2020 broadened the topic to
all kinds of Figurative Language, ranging from irony or sarcasm to metaphor, metonymy
and hyperbole, among others. Due to the extensive scope covered by these workshops,
from here on we will refer only to metaphor identification as a sequence tagging task given
annotated corpora.

On the first edition (Leong et al., [2018), the VUA dataset (Steen et al., |2010) was
published for participants to train their systems. In addition, they offered two versions of
the dataset: one with metaphor labels for all POS (semantically significant lexical units:
nouns, verbs, adjectives and adverbs) and another with only verb metaphors.

Two baselines obtained by means of training two logistic regression classifiers and a num-
ber of features were publicly available for contestants as well. Baseline 1 sets an F1 score
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of 0.581 (all POS) and 0.573 (verbs) after usage of lemmatized unigrams fed into the
classifier; baseline 2 achieved 0.589 F1 (all POS) and 0.600 (verbs), with lemmatized
unigrams, WordNet classes and concreteness features. The models submitted, 8 in total,
exhibited the general trend of neural network architectures, with predominance of Bidirec-
tional Long Short-Term Memory (BiLSTM) systems to capture contextual left and right
information (Stemle and Onysko, 2018; Swarnkar and Singh, 2018} |Pramanick et al., [2018;
Mosolova et al., 2018; Bizzoni and Ghanimifard, 2018; Skurniak et al.l 2018 [Wu et al.,
2018; Mykowiecka et al.,[2018)). Among which, the proposal of [Wu et al.| (2018)), consisting
of a Convolutional Neural Network (CNN) + BiLSTM + softmax classifier and word em-
beddings, stands out attaining 0.651 F'1 for all POS labels, and still finer score for verb
metaphors: 0.672 F1. For further detail, refer to |Leong et al.| (2018).

The second workshop (Leong et al. [2020) exhibited a major improvement, as the ex-
ploitation of Transformers’ BERT models (Devlin et al., |2018]) and successive derived in a
remarkable increase of overall performance. On top of VUA dataset, organizers released
the TOEFL corpus comprising essays in English written by non-native speakers, subset of
ETS Corpus of Non-Native Written English.m This new dataset, together with VUA’s,
was splitted once more into all POS and verb versions.

Likewise, two new baselines were set as benchmark besides baseline 2 from previous
workshop (0.528 all POS TOEFL, 0.564 verbs TOEFL); baseline bot.zen belongs to
the F1 score, obtained by |Stemle and Onysko (2018)’s LSTM + Recurrent Neural Net-
work (RNN) model, of 0.593 (all POS VUA), 0.551 (all POS TOEFL), 0.634 (verbs
VUA), 0.580 (verbs TOEFL); the third baseline mainly outperforms any submission
from the prior edition. The fine-tuning of the BERT model (Devlin et al. 2018) resulted
in F1 values of 0.718 (all POS VUA), 0.756 (verbs VUA), 0.624 (all POS TOEFL) and
0.657 (verbs TOEFL). A total of 13 participants registered their approaches from which
three tendencies can be noted: usage of neural network architectures, namely BiLSTM,
(Bi)RNN or Multi-layer Perceptron (Kuo and Carpuat, 2020; Rivera et al., 2020; Maud-
slay et al.l 2020; Stemle and Onysko, 2020; Brooks and Youssef, 2020; Alnafesah et al.,
2020; Mingyu et al., [2020); Transformers models (Gong et al.| [2020; [Su et al.| |2020; |Liu
et al., 2020; Chen et al., 2020)), and the combination of both (Kumar and Sharma) [2020;
Li et al.; 2020). Among all submitted proposals, DeepMet system (Su et al., [2020) led the
ranking showing highest performance in the four variants of the task, as demonstrated by
F1 values: 0.769 (all POS VUA), 0.804 (verbs VUA), 0.715 (all POS TOEFL), 0.749
(verbs TOEFL). This approach is constructed on a set of linguistic features (global text
context, local text context, query word, general POS and finegrained POS) represented in
the embeddings fed to a Transformers stack, with the aim of identifying the metaphoricity
of each token within the subsequence of a sentence.

Most of the approaches mentioned so far involve supervised methods, thus in order for
them to be developed, annotated datasets are an indispensable resource. Although not as
abundant as for other NLP tasks, if the language of interest is English, there is a seemly

Ohttps://catalog.ldc.upenn.edu/LDC2014T06
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amount of accessible options.

Commonly, authors collect their own data in accordance with the interest of their re-
search, usually exploiting subsets of larger corpora, like New York Timed' or Reuterd™? As
a result of this laborious duty, datasets for metaphors of type I and conceptual mappings
are available (Thibodeau et al., 2016)@, (Lakoff, 1994; Shutova and Teufel, |2010); others
gather a list of verbs with metaphorical meaning as in the TroFi datasetE], or adjective-
noun metaphors (Gutierrez et al. 2016)E]7 (Tsvetkov et al., 2014)@. The VUA dataset
(Steen et al., 2010) constitutes the benchmark in the present day, as it is the greatest
corpus with annotations of linguistic metaphors from texts of multiple genres.

2.3.2 Metaphor Processing in Spanish

For Spanish the situation is rather different. In fact, the only known attempt to annotate
linguistic metaphor in general domain texts in Spanish is that of Santiago et al.| (2014]),
who labeled a sample from SemEval 20137"| dataset of the news genre employed for WSD
task in Spanish. The outcome of their work contains a total number of 306 sentences from
which 286 terms (nouns and verbs) were labeled as metaphors, however, this material is
not publicly available.

The picture of the exploration of metaphors in specific domains is slightly more color-
ful. Some authors examined metaphorical expressions in corpora on varied topics, namely,
marine biology (Urena Gdémez-Moreno et al., 2011)), cancer (Magana and Matlock, 2018;
Williams Camus et all [2016), economics (Charteris-Black and Ennis|, 2001; [Llopis and
Lépez, 2009) or political (Diaz-Peraltal [2018)) and academic discourse (Urena and Terce-
dor}, [2011)). Other remarkable work involving Spanish corpora is that of David and Matlock
(2018), who used the tool MetaNet (Dodge et al., 2015 to deeply analyze the internal
structure of domains frames involved in conceptual mappings extracted from English and
Spanish datasets concerning cancer and poverty topics. Then again, most focus on statis-
tical analysis or comparative studies to examine crosslingual conceptual metaphors more
than on actually annotating the corpora they made use of.

Consequently, due to the scarcity of open source data and the expensive and time-
consuming nature of the annotation process, major research projects to tackle Spanish
metaphor detection consisted of semi- or unsupervised crosslingual approaches: Shutova
et al.| (2017)) used clustering techniques to map abstract and concrete concepts by means
of source and target domains and context of metaphorical expressions, continuing with
the idea presented in (Shutova et al., 2010). Their system was evaluated with English,

"https://catalog.ldc.upenn.edu/1dc2008t19
2https://trec.nist.gov/data/reuters/reuters.html
3https://www.academia.edu/31782600/Corpus_NominalMetaphors
“http://natlang.cs.sfu.ca/software/trofi.html
5http://pages.ucsd.edu/~edgutier/m4p/AN-phrase-annotations.csv
http://www.cs.cmu.edu/~ytsvetko/metaphor/datasets.zip
"https://www.cs.york.ac.uk/semeval-2013/
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Spanish and Russian unlabeled corpora, achieving 0.74 precision in the case of Spanish.
Nonetheless, it is centred on conceptual mappings, not linguistic metaphors.

Tsvetkov et al. (2014)) trained a Random Forest classifier with an English dataset for
detection of SVO and AN metaphorical utterances and other features such as abstractness,
imageability and supersenses from WordNet. To prove the hypothesis of metaphors being
crosslingual, they evaluated their system with English, Farsi, Russian and Spanish corpora
achieving in the end a performance of 0.76 F1 for SVO and the value of 0.72 for AN
metaphors in Spanish language. However, it should be noted that this results are obtained
on a very small test data (for example, for Spanish the testset consisted of only 220 SVO
examples and 120 AN pairs) and that this metaphor detection is not performed in context,
as the authors acknowledged.

In this sense, it is clear that there is a lack of annotated datasets for metaphor detection
in Spanish, which this thesis addresses by developing a general domain Spanish corpus with
annotation of linguistic metaphors: the CoMeta corpus.
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3 Data and Resources

In the following subsections we introduce the two datasets utilised in this work. On one
hand, we specify the sources and practical details of the corpora that eventually became
CoMeta after the annotation process. Also, we present an overview of the VU Amsterdam
Corpus (VUA), which took part mainly in the experiments, along with CoMeta. Then,
we outline the principal points of MIP & MIPVU (Pragglejaz, [2007; [Steen et al., 2010)),
the guidelines employed to develop the metaphor annotation in a systematic fashion. Fi-
nally, we comment on the tools and resources exploited to perform both annotations and
experiments.

3.1 Data Collection

CoMeta In order to perform metaphor annotations in utterances representative of every-
day language, we collected a total number of 3633 sentences from texts of various domains,
namely news, fiction, reviews, blogs, politics and wiki. Furthermore, the annotated corpus
is utilised to conduct a series of monolingual and multilingual experiments that, at the
same time, allows us to evaluate the quality of annotations. According to the different
sources of the texts, we can divide CoMeta into two general domains:

¢ Universal Dependencies (UD)[| - Initially, we extracted a subset of 3000 sen-
tences from two datasets developed by Universal Dependencies framework with lin-
guistic annotations such as lemma, POS or dependencies, to name a few. The two
datasets in question are the following:

— UD _Spanish-AnCord™®} This dataset consists of a version of the original
AnCora corpug®| with manual annotations developed by UD to use in CoNLL
2009 shared task (Hajic et al., [2009)). It contains 17680 sentences from texts of
the news domain. From this dataset, we extracted a subset of 2000 sentences.

— UD_Spanish-GSDP'} This dataset was collected and annotated automatically
by UD, therefore, it contains miscellaneous domains, such as news, wiki, blogs
and reviews. It includes linguistic information as well, however, as not all fea-
tures were manually checked, some labels might contain mistakes. From this
dataset, we selected 1000 sentences.

Due to the duplication of several sentences, we eliminated these repetitions. As
a result, a total amount of 2862 utterances from these two sources was compiled
in CoMeta. The resulting number of sentences from each source is specified in
Table [

8https://universaldependencies.org/

9https://universaldependencies.org/treebanks/es_ancora/index.html, https://github.com/
UniversalDependencies/UD_Spanish-AnCora

“Yhttp://clic.ub.edu/corpus/es

2lhttps://universaldependencies.org/treebanks/es_gsd/index.html, https://github.com/
UniversalDependencies/UD_Spanish-GSD
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e Political Discourse (PD) - With the aim of increasing the rate of metaphorical in-
stances, we gathered manually ten transcripts of political discourse: five documents
from briefings of the Spanish Governmentf??] and five from parliamentary sessions of
the Basque Government %] The motive behind the election of this genre is the abun-
dance of metaphorical expressions in this kind of speech, which serve to the purpose
of conveying more powerful messages for their audience. In order to extract linguistic
information from these documents in the same CoNLL format, we took advantage of
the UDPipe, presented in [3.3] Thus, these annotations were automatically generated
and might include errors. This subset contains the sum of 771 setences.

CoMeta
UD_AnCora | UD_GSD | PD
Sentences 1925 937 771
Total 3633

Table 1: Number of sentences in CoMeta by source of text.

VU Amsterdam Corpus (VUA) The VUA dataseﬁ is the largest publicly available
corpus with manually-annotated metaphors in general domain texts in English. It consists
of about 190000 lexical units from 117 texts of the BNC-Baby [?] subset of the major BNC.
The resulting dataset comprises texts from multiple domains, namely academic, news, con-
versations and fiction, which were annotated following the MIPVU method. The authors
of both the annotations and the elaboration of systematic guidelines for metaphor identi-
fication report the process in detail in their publication A Method for Linguistic Metaphor
Identification: From MIP to MIPVU (Steen et al. 2010). In its original XML format, the
dataset includes a variety of tags representative of different metaphorical relations, such
as the type of metaphors (direct vs indirect), personification or ambiguous cases that did
not suffice inter-annotator agreement filter.

For both shared tasks on Metaphor Detection (Leong et al., |2018],2020), the organiza-
tion published a simplified version in tabulated format, with binary labels to differentiate
between tokens with metaphorical meaning from those used literally. The whole dataset
was submitted for the participants splitted into train and test sets along with their corre-
sponding gold standards. In our experiments, we exploited these specific partitions E] with
two principal purposes: first, to set a baseline for comparison against the results of a sys-
tem trained with CoMeta; subsequently, to conduct crosslingual experiments and explore
different deep learning scenarios.

2Znttps://www.lamoncloa.gob.es/consejodeministros/ruedas/Paginas/index.aspx

2https://www.ixa.eus/node/13077

24nttp://wuw.vismet.org/metcor/documentation/home. html

2nttp://www.natcorp.ox.ac.uk/corpus/babyinfo.html

26 Available in https://github.com/EducationalTestingService/metaphor/tree/master/
VUA-shared-task

Language Analysis and Processing


https://www.lamoncloa.gob.es/consejodeministros/ruedas/Paginas/index.aspx
https://www.ixa.eus/node/13077
http://www.vismet.org/metcor/documentation/home.html
http://www.natcorp.ox.ac.uk/corpus/babyinfo.html
https://github.com/EducationalTestingService/metaphor/tree/master/VUA-shared-task
https://github.com/EducationalTestingService/metaphor/tree/master/VUA-shared-task

Detection of Everyday Metaphor in Spanish 19 Aﬁl

3.2 MIP & MIPVU

Multiple publications on the study of metaphor included a manually-annotated dataset
adapted to their needs. Nonetheless, seldom was the annotation procedure detailed in this
kind of research. With the purpose of filling this gap, The Pragglejaz Group (Pragglejaz,
2007)) first presented the Metaphor Identification Procedure (MIP) as a means to perform
metaphorical annotation in texts systematically. It consists of four explicit rules:

1. Read the entire text—discourse to establish a general understanding of the meaning.
2. Determine the lexical units in the text—discourse

3. (a) For each lexical unit in the text, establish its meaning in context, that is, how
it applies to an entity, relation, or attribute in the situation evoked by the text
(contextual meaning). Take into account what comes before and after the lexical
unit.

(b) For each lexical unit, determine if it has a more basic contemporary meaning
in other contexts than the one in the given context. For our purposes, basic
meanings tend to be

e More concrete; what they evoke is easier to imagine, see, hear, feel, smell,
and taste.

e Related to bodily action.
e More precise (as opposed to vague).

e Historically older. Basic meanings are not necessarily the most frequent
meanings of the lexical unit.

(c) If the lexical unit has a more basic current—contemporary meaning in other con-
texts than the given context, decide whether the contextual meaning contrasts
with the basic meaning but can be understood in comparison with it.

4. If yes, mark the lexical unit as metaphorical.

These seemingly straightforward instructions do not cover ambiguous cases. As a con-
sequence, [Steen et al.| (2010) presented MIPVU as an extended version of MIP that deals
with issues unaddressed in the latter.

Some of the contributions incorporated in MIPVU concern a description of the concept
of lexical unit, which comprises all words with an individual POS tag and polywords; an-
other update entails that lexical units can labeled as metaphorical-related words, borderline
cases or as metaphor flags (words denoting comparison). Within the group of metaphor-
related words, they made a distinction among direct, indirect and implicit metaphors. The
first type refers to linguistic metaphors in which the cross-domain mapping is explicited by
a metaphorical flag, e.g. like, as, as if, etc. On the contrary, if there is no such metaphorical
cue, the metaphorical expression is classified as indirect. Lastly, implicit metaphors class
is reserved to mark grammatical units that substitute terms with metaphorical meaning.
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Regarding the definition of “basic sense”, MIPVU deviates from MIP in that the dia-
chornic criterion is discarded. Therefore, they determine the basic sense of a lexical unit as
“as a more concrete, specific, and human-oriented sense in contemporary language use”. In
this work we continue with this reasoning, as the majority of speakers ignore the historical
evolution of the meanings of a word. In addition, this information is not always available
in general usage dictionaries. Thus, we do not take etymology into account, but we regard
as basic senses those that fit in the aforementioned definition.

The work reported in MIPVU’s publication covers a wide range of doubtful cases en-
countered in English texts and depending on the genre of the text as well. However, the
application of this metaphor identification procedure to another language, namely Spanish,
might lead to unresolved questions. Hence, we adopted MIPVU as a reference point to
carry out the annotations in CoMeta and give an account of the predominant encountered
problems in next section [4]

3.3 Tools

We relied on two fundamental tools to accomplish the annotation process of CoMeta:

e UDPipe (Straka and Strakova, 2016|) is a tool developed by the UFAL (Institute
of Formal and Applied Linguistics) research group from the Charles University in
the Czech Republic. It consists of a trainable pipeline that performs tokenization,
lemmatization, tagging and dependency parsing of texts and returns the output in
CoNLL-U?] format. It is available for the public in various formattings, namely a
library for Python, Java, Perl and C++ or as a web servicd®™} We took advantage of
this online option, since we only needed to process a total of 10 documents from the
domain of Political Discourse.

e Diccionario de la Real Academia Espanola (DRAE)®| (RAE). The MIP al-
ready takes dictionaries as an aid to consult the senses of some words, as well as to
identify some lexical units as polywords. In the case of Spanish, similar to [Santiago
et al.| (2014), we used the DRAE (RAE)), as it contains a vast amount of thorough in-
formation in lexical units’ entries and is regarded as a reference material for Spanish
speakers.

3.3.1 Transformers

With respect to the experimental part, we present the Transformers models utilised to train
our systems for the sequence labeling task of metaphor detection. These models based on
Transformer architecture (Vaswani et al., 2017)) have revolutionized the NLP field achieving
state-of-the-art results in most tasks. BERT (Bidirectional Encoder Representations from

2"https://universaldependencies.org/format.html
28nttps://lindat.mff.cuni.cz/services/udpipe/run.php
nttps://dle.rae.es/
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Transformers) (Devlin et al 2018), the first of many, is based on two main concepts that
differentiate it from previous approaches: pre-training and fine-tuning.

To develop pre-trained embeddings they take advantage of the Masked Language Mod-
eling technique (MLM). It consists in hiding a random number of tokens in a specific
sequence by replacing them with the tag [MASK]. During the training process, the model
aims at recovering the original sequence of tokens, in other words, guessing which is the
token behind [MASK] according to the surrounding context within the sequence. This
technique permits to capture the previous and next token simultaneously. Contrary to
other contextual embeddings such as ELMo (Peters et al., 2018), which learn the context
from both directions, left to right and right to left separatedly, from a BiLSTM. In this
way, contextual embeddings obtain multidimensional word representations that deal with
polysemy.

These advances are the result of the evolution from static embeddings like Word2Vec
(Mikolov et al., |2013)) or GloVe (Pennington et al., 2014), which extracted embeddings
from words taking into account the local context within a window of fixed size. The idea
of MLM enhanced the basis of the CBOW technique (Continuous Bag of Words) from
Word2Vec, which intended to predict a center word given the words in its closest context.

The greatest advantage of these models is based on the conception of fine-tuning. Pre-
trained models such as BERT and subsequents can be adjusted to a specific task by feeding
them with a small sample of supervised data and tuning the required parameters. In
addition, they allow to perform Transfer Learning, that is, use one of these models to resolve
a task for which it has not been trained, achieving great performance, as demonstrated by
GPT-2 (Radford et al.| [2019)) and GTP-3 (Brown et al 2020). Nonetheless, the large size
of these models consume a huge amount of memory resources, therefore their usage is in
hands of a few.

Following BERT, other optimized pre-trained models arrived, such as RoBERTa ([Liu
et al., 2019)). The authors increased the performance of BERT by means of the usage of
a larger dataset and the tuning of key hyperparameters, achieving state-of-the-art results
on NLP tasks such as Language Understanding or Question Answering.

Multilingual pre-trained models were released as well. Those of our interest for the task
of sequence labeling are the multiligual version of BERT (m-BERT) and XLM-RoBERTa
(Conneau et al., 2020). The first was trained with the largest Wikipedias for 104 languages,
among which Spanish is included. More specifically, we used the bert-base-multilingual-
cased checkpoint.

XLM-RoBERTa was fed with 2.5TB of preprocessed text in 100 languages from Com-
monCrawl, covering Spanish as well. It manifested a substantial improvement in sequence
labeling tasks with respect to previous multilingual pre-trained models, which is why we
made use of the zlm-roberta-base checkpoint for all experimental setups. On the first round
of monolingual experiments, we compared m-BERT and XLM-RoBERTa. Since the latter
outperforms the former, we selected only XLM-RoBERTa to conduct the set of multilingual
experiments.
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4 Development of the CoMeta Corpus

The aim of this section is to describe the annotation procedure carried out to elaborate
CoMeta, following MIPVU (Steen et al., [2010) and posterior Metaphor Identification in
Multiple Languages (Nacey et al.; 2019), as reference point. The latter gathers in its
chapters the application of MIPVU to a series of languages, being French, Dutch, German,
Scandinavian, Lithuanian, Polish, Serbian, Uzbek, Chinese and Sesotho. Spanish is out of
this list, so we present our particular application of MIPVU for this language. Firstly, a
brief exposition of the methodology followed and other practicalities will be introduced.
In spite of the rigorousness and the wide range of particular cases reviewed in MIPVU,
there is always room for doubt and subjectivity when it comes to metaphor labelling. As
a consequence, the posterior subsection delves into each of the linguistic and cognitive
features concerning ambiguous cases and potential idiosyncrasies of Spanish metaphor.

4.1 Methodology

The labelling process of CoMeta has been conducted by a linguist and Spanish native
speaker. Due to the limited scope of the project and lack of larger resources, it was not
possible to distribute the workload among different annotators, in order to produce results
based on agreement metrics.

For the sake of simplification, we decided to annotate lexical units by a binary relation
with respect to metaphor. We did not include either another specific tag for ambiguous
cases as VUA did, since our data is of a considerable smaller size than theirs. The existence
of multiple tags would yield to a small number of representative samples in each class, which
interferes with the learning process of deep learning systems.

The first attempt to annotate was a general scanning to identify metaphorical lexical
units. In these early stages, we did make use of a third tag to flag doubtful cases, nonethe-
less, these were resolved in posterior reviews. In subsequent turns, we focused on the
annotation of lexical units belonging to one POS each time, in other words, the corpus was
examined thoroughly in four occasions: NOUNS, VERBS, ADJECTIVES and ADVERBS.
Finally, we inspected the whole corpus three more times to examine definitive annotations.

4.2 Scope of Annotations

According to MIPVU, words are the unit of annotation, nevertheless, the complexity in-
volved in the definition of “word” is a well-known concern in linguistics. To set clear bound-
aries, they opt for the broader expression “lexical unit”, which covers a) every term with
individual POS tag and b) so-called “polywords” or “multiword expressions” (MWE). In
the same line, we consider lexical units as the basic linguistic piece that can hold metaphor-
ical meaning. Nonetheless, the limits that demarcate what constitutes a lexical unit and /or
a MWE can sometimes be blurry. The difficulties that arise from this fact and interfere in
the annotation process will be resumed in subsection [4.5]
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With respect to POS, we only considered lexical units with semantic content as candi-
dates for metaphor labelling, these being nouns (PROPN, NOUN), verbs (VERB), adjec-
tives (ADJ) and adverbs (ADV). All remaining categories are labelled by default as non-
metaphorical. We are aware of the crossovers within some of these classes, for instance,
Spanish adverbs with ending in -mente (equivalent to -ly) usually derive from adjectives,
therefore contain more semantic information than others; similarly, some prepositions al-
lude to deictic or contextual information (desde, lit. “from”; con, lit. “with”), while others
act as link or are merely selected due to diachronic issues, e.g. confiar EN (lit. “trust in”),
acordarse DE (lit. “remember of”). For the sake of simplicity, the latter class is left aside,
together with copulative verbs (AUX), as they lack semantic meaning.

This does not necessarily entail the exclusion of verbs that in some contexts act like
auxiliaries: in Example[15] the contextual meaning of the verb hacer (lit. “to do or make”)
refers to the action of production with a sense of “creation” or “construction” of physical
objects. Thus, as this contextual meaning contains semantic information in this sentence
and the world is not a handcrafted item, it is marked as metaphorical.

(15) El mundo puede hacerse nuevo cada vez (lit. “A brand new world can be made
each time”).

4.3 Other Forms of Figurative Language

Regarding other kinds of figurative language, in metonymic expressions, among which
we include synechdoche, an element is referred to by means of another with which it
shares a relation of contiguity. Such relation can occur in multiple forms: denoting the
content by the container, e.g. beber una botella de ginebra (lit. “to drink a bottle of gin”),
when what we actually drink is the liquid in the bottle, not the bottle itself; another case is
that in Example [16] in which the capital cities are representing political authorities. Such
expressions do not sound odd to speakers due to our knowledge of the world.

In addition, metonymy involves the substitution of a referent for another but within
one same domain; contrary to metaphors, which entail the association or comparison be-
tween two distinct domains. Thus, as we consider divergences between metonymy and
metaphor sufficiently discernible, we treat them as two separate phenomena and will focus
on annotation of metaphorical relations only.

(16) Londres y Washington rechazaron tal posibilidad (lit. “London and Washington
rejected such possibility”).

The discrimination between metonymy and personification occasionally leads to con-
fusion. Steen et al. (2010) study the role of personification in fictional publications. To
clarify the particularities of each phenomenon, they provide the following sentences: Ex-
ample is classified as metonymic, whereas and are interpreted as instances
of personification. The rationale behind this implies that eyes in are involved in the
process of searching and represent the person taking part in this action. On the contrary,

Language Analysis and Processing



Detection of Everyday Metaphor in Spanish 24 Aﬁl

a gaze and a stomach do not participate in actions such as coming back or turning a som-
ersault. The author is assigning them agency or volitional attributes that enable them to
actually develop these acts, so they are not just a representation of an upper organism.

(17) a. His gaze came back to George, still sprawled over the control desk.
b. Paula’s stomach turned a somersault.
¢. They reached the main deck, dropping down in a defensive posture, eyes search-

ing the stacked containers.
(Steen et al., 2010)

SVO personifications are usually grounded on the violation of selectional preference
of verbs that tend to occur with animate subjects. Thus the attribution of human or
living being characteristics triggers a metaphorical interpretation (Examples , .
Nevertheless, personification is also recurrent in the form of other linguistic structures like
AN metaphors in[18¢, [18d} The potential identification of the template “X (target domain)
IS A HUMAN BEING (source domain)” within this kind of utterances encourages us to
treat personification as a kind of metaphor, thus include it in our annotations.

(18) Les atrapd la miseria humana (lit. “Human misery caught them”).
La naturaleza nos adiestra (lit. “Nature trains us”).

Tozudo oleaje (lit. “Stubborn waves”).

0 Toe

Fuego canibal (lit. “Cannibal fire”).

When we first learn about metaphor and simile in school, traditional explanations offer
an unequivocal mechanism to recognise each resource: in similes, the comparison is made
explicit by means of linguistic cues, e.g. like, as, as if, etc.; on the other hand, metaphors
encompass utterances that lack such comparative signs. However, in terms of source and
target domains, the mapping between two domains is the same regardless its explicitness,
as exemplified by and [I9D] both corresponding to BOATS ARE FACTORIES. As a
result, we support MIPVU’s categorization of similes as a sort of direct metaphors, in
contrast to indirect ones. Thus, in our annotations we mark both types, although we do
not reflect the distinction in the labels.

(19) a. Mi barco es como una fabrica (lit. “My boat is like a factory”).
b. Mi barco es una fdbrica (lit. “My boat is a factory”).

Analogy is another form of figurative language built on extended metaphor expres-
sions. Either when a single mapping encompasses multiple elements from source and target
domains or when there are multiple mappings involved in a linguistic metaphor. In[20] the
lifetime of a person is compared to the solar cycle by means of metaphorical expressions,
based on conceptual mappings such as YOUTH IS BRIGHT, OLD AGE IS DARK, LIFE
IS DAY, DEATH IS NIGHT, and so on. Since annotations occur at lexical unit level, we
treat analogies as sequences of sentences and perform the labelling at this level. There-
fore, we do not take into account metaphors present in distant contexts. Consequently,
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in m, terms tagged as metaphorical would cover wvejez (lit. “old age”), crepusculo (lit.
“twilight”), dia (lit. “day”) and solar (lit. “sunny”).

(20) La vejez en el crepisculo de este dia solar que es la vida (lit. ‘The old age in the
twilight of this sunny day that life is”).

Not always are boundaries clearly perceivable, which is why some authors advocate for a
continuum of literalness-metaphoricity including several nuances(Radden, 2002)). However,
binary labelling used in this work does not enable to reflect the degree of metaphoricity.
For this reason, we made these distinctions among phenomena that in other contexts might
be grouped together.

4.4 Polysemy

Traditionally, the concept of polysemy has been used to allude to the fact that words can
have more than one meaning, which occurs with high frequency in language. It plays an
important role in the production of new metaphors and, consequently, in the annotation
procedure. After all, metaphorical meanings arise from the extension of the more basic
sense of a term. MIPVU’s guidelines prompt annotators to compare the contextual meaning
of a lexical unit to a more basic one, nonetheless, this task can become a much more arduous
and ambiguous job due to polysemy.

The most favourable scenario comprehends metaphorical meanings that have been lex-
icalised, thus included in the dictionary. In the particular case of the DRAE (RAE), the
metaphorical entry of a word is flagged with “U. t. en sent. fig” (lit. “also used with
figurative sense”). Such is the case of verb wolcar (lit. “to pour/spill”) and the second
sense marked with this note “Verter algo dando la vuelta al recipiente que lo contiene”
(lit. “to pour something by flipping over the recipient that contains it”). Example
evokes the metaphorical sense of volcar, which in this context means to capture ideas or
influences in order to express them in a work of art or a project. On the contrary, in
volcar depicts the definition provided by DRAE (RAE) in its most literal sense, since the
context includes the bottles as recipients and an unspecified substance being poured out of
those recipients.

(21) En el disco han volcado sus influencias de indie pop. (lit. “They poured their indie
pop influences into the album?”).

(22) Le voleo sobre la cabeza los frascos que atin no habia vaciado (lit. “They poured
on their head the bottles that they hadn’t emptied yet”).

Nonetheless, this aid provided by the dictionary appears randomly in some entries.
This lack of consistency implies that all flagged meanings are certainly metaphorical, yet
in a large number of metaphorical senses, this signal is not present. Consequently, although
helpful, it cannot be used systematically to spot metaphorical meanings.

Even with the straightforward definition provided in MIPVU on what constitutes a
“basic sense”, a considerable number of lexical units have a high degree of polysemy. A
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clear example are delexicalised verbs that, in company of some nouns, lose their original
meaning, e.g. verb tomar (lit. “to take”) in tomar una decision (lit. “take a decision”)
or dar (lit. “to give”) in “dar un paseo” (lit. “to have a walk”) (Espanola, |2010). Both
in these cases, the verbs, although devoid of meaning, form fixed expressions and cannot
be exchanged with other verbs from the same domain: *entregar un paseo (lit. “*to give
a walk”) or *coger una decision (lit. “*to catch a decision”).

In line with this reasoning, we established the degree of fixation in this kind of expres-
sions as a criterion to determine whether a lexical unit can be marked as metaphorical
or not. Most ambiguous instances belonged to this type of verbs with a high number of
senses in their dictionary entry. In addition, the distinctness among some of the registered
meanings is not easily perceptible. The following example elucidates how the application
of this methodology come into play in the annotation process.

The verb alcanzar (lit. “to reach”) appears in different contexts in our corpus. The first
step to classify the contextual meaning as metaphorical or not requires the identification of
it most basic sense. This corresponds to the first option displayed in DRAE (RAE) out of
a total number of sixteen senses: “Llegar a juntarse con alguien o algo que va delante” (lit.
“To come together with someone or something that is ahead”). Examples in [23[show nouns
that tend to co-occur with alcanzar in high frequency, therefore they could be considered
idioms or fixed collocations. However, if this verb is substituted by another of a similar
domain, like llegar (lit.“to arrive”), the meaning of the sentences is still coherent, as in
24 Both example pairs represent the mapping of two domains: GOALS (target) ARE
LOCATIONS (source). Thus alcanzar is used metaphorically in these contexts, due to the
facts that a) the nouns logros, metas, acuerdos are not physical entities located ahead of
the speaker, b) the verb is not delexicalised and neither does it conform a fixed collocation
along with the nouns, as it can be replaced by a synonym and the meaning of the sentence
remains similar, ¢) the contextual meaning is different from its most basic sense.

(23) a. Los logros que se han alcanzado hasta ahora (lit. “The accomplishments that
have been reached so far”).

b. A propésito de los acuerdos que se han alcanzado (lit. “Regarding the agree-
ments that have been reached”).

(24) a. Los logros a los que se ha llegado hasta ahora (lit. “The accomplishments to
which we have arrived so far”).

b. A propésito de los acuerdos a los que se ha llegado (lit. “Regarding the agree-
ments to which we have arrived”).

It is not only polysemous verbs that hinder the metaphor annotation process, but
also adjectives and nouns. Many lexical units from our everyday language display a large
amount of meanings in their dictionary entries. However, the boundaries that determine
the differentiation among these senses are often slight nuances. For instance the term claro
presents in DRAE (RAE) 18 adjective senses, 13 noun senses and 2 for its adverbial form.
If we focus on the lexical unit as an adjective, we can distinguish two basic senses: “Que
tiene abundante luz” (lit. “Having abundant light”) and “Dicho de un color o de un tono:
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Que tiende al blanco, o se le acerca més que otro de su misma clase.” (lit. “Said about a
colour or tone: with a tendency to white or closer to it than any other of the same class”).
Other meanings cover a very wide scope of contexts, however it becomes a hard task to
identify to which a term in a specific utterance belongs.

In [25D)] the basic meaning is effortlessly discernible. However, claro in could mean,
according to DRAE entries (RAE]) either “Inteligible, facil de comprender” (lit. “Intelligi-
ble, easy to understand”), “Que se percibe o distingue bien” (lit. “Properly perceivable or
distinguishable”), “Expresado sin reservas, francamente” (lit. Expressed without reserva-
tions, frankly”). Regardless the ambiguity of the contextual meaning, all these definitions
contrast with the basic sense, as in Example the adjective is not referring to the do-
main of LIGHT nor COLOUR, but LANGUAGE or COMMUNICATION. Thus it can be
marked as metaphorical without the need to specify the exact contextual meaning.

(25) a. Los otros nombres de modelos tenian un significado claro (lit. “The names of
other models had a clear meaning”).

b. La reina Soffa vestia un abrigo verde claro (lit. “Queen Sofia was wearing a
light green coat”).

4.5 Multiword Expressions

As mentioned above in[4.2] we adopted the lexical unit as the basic piece with metaphorical
meaning. Steen et al. (2010) include in their definition of lexical unit: a) all words or tokens
with an own POS tag and b) polywords, which are regarded as a single lexical unit. The
first criterion is easy to understand, on the other hand, polywords cover an extensive variety
of cases.

Multiword expressions, generally speaking, can be understood as the result of two or
more words that co-occur with high frequency and act as a single lexical unit. For this
reason, the guideline in MIPVU (Steen et al., 2010) prompts to annotate the contextual
meaning of a MWE as a whole, instead of identifying the contextual meanings of each word
composing the polyword. We proceeded in this way, however, in the actual annotation
process, doubts arise as to whether to consider some particular examples as a MWE or
not. Regardless the lack of consensus in the definition and the characteristics of MWE,
there is a certain amount of notions that can facilitate the task.

Typically, most fixed MWE have their own entry in the dictionary or are listed in
a closed catalogue, such as the BNC list used in MIPVU. In Spanish, there is no such
resource. The dataset utilised in this work included a specific tag for MWE, which could
be used as cue. Nonetheless, as some of these annotations come from automatic tools, we
did not take advantage of them. Instead, we relied on DRAE (RAE]) once more. If an
expression is susceptible of being a MWE and it is registered in the dictionary with an
individual entry, we treated it as a single lexical unit.

It is important to bear in mind that MWE included in dictionaries are often idiomatic,
which translates to their meaning not being compositional nor transparent. Since the
overall meaning of an idiomatic expression rarely has anything to do with the sum of its
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constituents, they behave as a black box. In practice, corriente in is part of the idiom
collected in DRAE (RAE) estar al corriente, which means “to be aware or know about
something”. Therefore it is not considered a lexical unit but a piece of a larger MWE,
in this case, not metaphorical. On the contrary, corriente (lit. “current”) in can
be treated as a single lexical unit with a contextual meaning of “trend” or a group of
people that share similar principles. Since the most basic sense of this term alludes to
the movement of some fluids, like air or water as in corriente de aire (lit. “airflow”), it is
annotated as a metaphor.

(26) a. Estaba al corriente de sus secretos (lit. “They were aware of their secrets”).

b. Una corriente cristiana que se origind en el siglo I (lit. “A christian current
that was originated in the I century”).

Other MWE such as collocations, less often listed in dictionaries, do not present such a
degree of fixation and permit the variation of one of its components. In order to determine
whether a MWE should be regarded as a single lexical unit or not, the mechanism of
substitution can be of great help. For instance, the verb disipar has a basic meaning of
“something that evaporates”, which can be used metaphorically, as in 27, However, it
tends to select a set of nouns denoting negative concepts, namely dudas (lit. “doubts”),
sospechas (lit. “suspicions”) or miedos (lit. “fear”). If we apply the exercise of substitution
and replace dudas with a term with positive connotation alegria (lit. “joy”), we obtain
a perfectly understandable and grammatically correct expression, although, it will rarely
come to the mind of a native speaker. Thus, it can be stated that the collocation “disipar”
+ “dudas” can be considered a MWE, however, it should not be treated as a single lexical
unit, like in[26al As a consequence, since both disipar and dudas are individual candidates,
we label disipar as metaphorical, due to its contextual meaning of “to disappear”.

(27) Entonces se disiparon todas las dudas y pudo hacer sin remordimientos lo que la
razén le indicé (lit. “Then, all doubts dissipated and he could do what the reason
told him to with no remorse”).

(28) Esa noticia ha disipado mi alegria (lit. “This piece of news has dissipated my joy”).

4.6 Terms of Motion

Lexical units denoting motion appear recurrently holding metaphorical meaning. They
tend to be highly polysemous, to such an extent that eventually they become a piece of
a lexicalised expression. In previous subsection [£.4 we observed this fact with motion
verbs, like llegar or alcanzar, in which the action culminates after the endpoint, typically a
location, is reached. In these cases, the metaphorical sense emerges when this “endpoint”
is not a physical location but an abstract concept. Similarly, it occurs with terms that
comprise in their meaning the direction of the event.

For instance, caer (lit. “to fall/drop”), and derived terms, is a motion verb that entails
the action of “going downwards”. The basic meaning therefore refers to the movement of an
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element towards the ground, driven by the force of gravity. From this sense, metaphorical
meanings emerge, not only manifested in verb metaphors but also by means of nouns or
adjectives. Like Example 29a] in which the contextual meaning of caida represents the
disappearance of the Soviet Union. In opposition, in sentence [29b] the contextual meaning
of caida, here a deverbal adjective equivalent to a participle, agrees with the basic meaning,
thus it is labelled as literal.

Nonetheless, DRAE (RAE) includes another use of caer: “to descend from an upper
level or value”. We considered that this meaning is lexicalised and evoked by speakers
along with the previous sense. For this reason, we decided not to annotate as metaphorical
those terms with inherent hierarchical values or levels in their meaning, like numbers or
other quantifiable entities. A clear example is that of 29¢ caida was not considered to be
a metaphor since the percentage of unemployed people is measured by numbers, and some
values are objectively lower than others. Therefore, caida in this context implies an actual
decrease in the number of unemployed people.

(29) a. Es el metro més moderno de Rusia y el primero en aparecer en este pais tras
la caida de la Unién Soviética (lit. “It is the most modern subway in Russia
and the first one in this country after the fall of the Soviet Union”).

b. Se encontraron con la lona de la tienda de campana empleada como comedor
caida por la fuerza de la tormenta (lit. “They found that the canvas of the tent
used as dining room fell down due to the force of the storm”).

c. Latemporalidad de los contratos impide la caida del paro (lit. “The temporality
of contracts prevents the fall of unemployment”).

4.7 Dimensional Adjectives

Another regular group of terms used metaphorically and embedded in our everyday par-
lance are adjectives that denote measurable characteristics such as size, height or temper-
ature, among others. For ambiguous instances, we proceeded following the same reasoning
as in [4.6] Those adjectives that typically express large or small size, if applied to entities
with quantifiable dimensions, they will not be considered metaphorical. Clear examples of
this possibility are in [30} in the first sentence [30a] gran (lit. “big”) refers to an excessive
amount of velocity with respect to the norm, which can be measured by km/h, or other
units; in [30D] the adjective alto (lit. “high”) is alluding to the altitude of mountains,
quantified in metres. Consequently, both examples can be interpreted literally.

On the contrary, if adjectives are applied to uncountable terms and, in addition, their
contextual meaning is related to another domain, like quality (conceptual mapping BIG IS
GOOD, GOOD IS UP), they are labelled as metaphors. Examples|31|depict the metaphor-
ical usage of the same adjectives. The first sentence shows grande in two contexts: in
to put into words the strong suffering derived from the sentiment of sorrow; in the second
utterance, the adjective in grandes intelectuales expression denotes great importance. Like-
wise, the adjective alta from expresses the excellence of the food. These three cases
illustrate the usage of dimensional adjectives modifying abstract concepts that cannot be
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objective nor quantitatively measured. Based on this argumentation, their contextual
meaning is tagged as metaphorical in contrast to the most basic, observed previously in

31

(30) a. El COVID-19 se extiende por todo el mundo a gran velocidad todos los dias
(lit. “COVID-19 spreads around the world at great speed every day”).

b. Es precisamente en las partes altas de las cordilleras de la Costa y Andina
donde existe con mayor abundancia (lit. “It is precisely in higher parts of the
Costa and Andean mountain ranges where it exists more abundantly”).

(31) a. Pena grande que quienes se mostraron ofendidos [...] fueron nada mas ni nada
menos que grandes intelectuales (lit. “Great sorrow for those who took offense
were none other than major intellectuals”).

b. Realizan el catering con productos de alta calidad (lit. “They elaborate the
catering with high quality products”).

4.8 Pronominal Verbs

Pronominal verbs are an idiosyncratic phenomenon of Spanish language with no counter-
part in English. Generally speaking, the infinitive form consists of a verb plus se pronoun.
This pronoun can appear either prepended and graphically separated from the verb: se
arrepienten (lit. “they repent”) or as a clitic: no pueden arrepentirse (lit. “they cannot
repent”). Tt is able to play multiple roles depending on its context of occurrence.

According to Diccionario panhispdnico de dudaafﬂ se pronoun encompasses the func-
tion of a) variants of personal pronouns le, les (for indirect objects) to prevent cacophony,
e.g. *Le lo dio vs se lo dio (lit. “he/she gave it to him/her”); b) reflexive value for the
third person both plural and singular, e.g. Ella se peina el pelo (lit. “She combs her hair”);
c) reciprocal value for the third person in plural, e.g. Ellos se besan (lit. “They kiss each
other”); d) passive mark, e.g. El puente se construyé en 1900 (lit. “The bridge was built
in 1900”; e) impersonal mark, e.g. Se habld de futbol en la cena (lit. “they talked about
football at dinner”; f) pronominal verbs, in which the pronoun is another part of the whole
verb form, devoid of a syntactic function, e.g. quejarse (lit. “to complain”).

Some pronominal verbs only exist in its intransitive form, such as enterarse (de) (lit.
“to learn (about))”; on the other hand, the alternations between transitive and intransitive
variants can lead to oppositions of meaning, e.g. quedar (lit. “to meet”) vs quedarse (lit.
“to stay”), or other linguistic information, such as causativity, inchoative aspect or change
of state.

It is crucial for annotators to be able to recognise each case and discern among all these
subtleties, in order to label metaphors coherently, especially when annotating anaphoric
references. In this work, pronouns are not candidates in the tagging process but verbs
are. This kind of lexical units is represented in our corpus by three different tokens: a)

30nttps://www.rae.es/dpd/se
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the complete form: verb+se, e.g. olvidarse (lit. “to forget”); b) isolated verb form, e.g.
olvidar; c¢) isolated se pronoun.

In order to preserve all potential verb metaphors and capture semantic information,
we decided to label options a) and b). For instance, in Example 32, engancharse (lit.
“to hook”) in its intransitive variant can hold various meanings, like “get addicted”, or,
in this case, “to resume an interrupted activity or work”. In contrast to the transitive
form enganchar, which in turn represents the most basic meaning: “hanging or placing
something on a hook”. The contextual meaning derives from the basic sense in that the
football career is the hook to which the player can be held again. Therefore, both tokens
engancharse and enganchar were labelled as metaphorical.

(32) Garrido tendra hoy un partido especial, sobre todo por si puede engancharse a la
Europa League (lit. “Garrido will have a special match today, mainly if he is able
to rejoin the European League”).

4.9 Summary

Throughout this section we have described the annotation process to elaborate CoMeta.
From practical aspects, to the examination of real examples with the aim to illustrate
ambiguous cases and how we proceeded to solve them. In the following, we will comment
on some general observations noticed from the study of the corpus and during the course
of its annotation.

With respect to linguistic metaphors, the POS with higher number of metaphorical
lexical units is that of verbs, followed by nouns, adjectives and adverbs in the last position
of the ranking, as shown in Table 2] In texts of the PD domain, noun metaphors are more
abundant than verb metaphorical expressions.

In general terms, a large amount of verb metaphors involve a verb of motion or change
of state applied to concepts lacking this semantic information, e.g. abrir/cerrar (lit. “to
open/close”), salir/entrar (lit. “to go in/out”), ascender/descender (lit. “to ascend/de-
scend”), frenar/acelerar (lit. “to accelerate/brake”), partir/llegar (lit. “to leave/arrive”),
and many others. Personifications take part as well, in which an inanimate entity carries
out actions typically executed by animate agents, e.g. in [4.3|

CoMeta UD PD
Met No_met Met No_met Met No_met
NOUN + PROPN | 847 + 1 20118 + 8418 | 5074+0 15790+7010 | 340+1 432841408
VERB 873 9803 570 7560 303 2243
ADJ 396 6922 313 5413 83 1509
ADV 28 3836 15 2779 13 1057
Total 2145 49097 1405 38552 740 10545

Table 2: Number of metaphorical and non-metaphorical tokens by POS in overall CoMeta
and in the separate domains from Universal Dependencies (UD) and Political Discourse
(PD).
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Noun metaphors are a more heterogeneous group, therefore it is more challenging to
infer patterns. They range from physical entities or characteristics applied to abstract
concepts, e.g. fantasma (lit. “ghost”) to refer to an undesired presence , to deverbal
and deadjectival nouns that capture similar information to verb and adjective metaphors,
e.g. crecimiento (lit. “growth”), llegada (lit. “arrival”), avance (lit. “advance), salida (lit.
“departure/output”), fuerza/fortalecimiento (lit. “strength/strengthening”).

However, there is a recurrent structure highly productive in noun metaphors: Noun
Phrase 4+ Preposition + Noun Phrase. In this “template”, one of the nouns is often
used metaphorically. For example, in , de mantequilla (lit. “of butter”) equates to an
adjective that modifies docilidad (lit. “docility”) and depicts “softness”. Therefore, as we
do not label prepositions, we mark mantequilla as metaphorical, since in this sentence its
contextual meaning is the quality of being or behaving in a “smooth” or “soft” manner,
which is opposite to the basic meaning of butter as food.

(33) El PRI habia sentido el fantasma de la oposicién (lit. “The PRI had felt the ghost
of the opposition”).

(34) Lallave de paso cedié con docilidad de mantequilla (lit. “The shut-off valve loosened
with butter docility”).

Adjective metaphors, although less frequent, convey very powerful associations of do-
mains. By means of the mechanism known as synesthesia, a concept is understood in terms
of features perceivable by one of the five senses, like Examples in which mix hearing,
taste, sight and touch. Adjectives denoting physical dimensions are as well commonly used
with metaphorical meaning in company of abstract or uncountable concepts, as mentioned
and exemplified in previous section [4.7]

(35) Foto rancia (lit. “stale photo”).
Calor rubio (lit. “blond warmth”).

Paisaje sonoro (lit. “sonorous landscape”).

T S

Sonidos crudos (lit. “raw sounds”).

With respect to the domains involved in linguistic metaphors, two mappings have been
observed repeatedly in this corpus: in examples like |36|and , DEMOCRACY /POLITICS
is understood in terms of the CONSTRUCTION field, and VIRUS, as WAR. Nonetheless,
as this work is centered on linguistic and not conceptual metaphors, a further examination
of this kind of information could be of interest for future research regarding CoMeta and
Spanish Metaphor.

(36) a. Es imposible construir un proyecto de Estado. (lit. “It is impossible to build
a State project”).

b. Solo podra vencer [...] si logra una alianza sélida con el PDR (lit. “They will
only be able to win if they form a solid alliance with the PDR”).

c. La candidatura de Osaka es muy sdlida (lit. “Osaka’s candidacy is very solid”).
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d. Acuerdos que tienen como objetivo la seguridad sanitaria y la reconstruccion
social y econémica (lit. “Agreements with health security and social and eco-
nomic reconstruction as goals”).

(37) a. Unidos conseguiremos de nuevo vencer al virus (lit. “Together we will defeat
the virus again”).

b. El inico arma terapéutica que tenemos en este momento para luchar contra el
coronavirus (lit. “The only therapeutic weapon available at this time to fight
against coronavirus”).
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5 Experiments

The aim of this section is to describe the experiments undertaken in order to evaluate the
quality of the corpus, result of the annotation process exposed above. First, we will specify
the datasets utilised to, subsequently, detail all the scenarios in which we conducted the
experiments: monolingual, crosslingual and zero-shot systems. As well as the variations
in performance taking into account both the methodology and the tuning of the main
parameters. Finally, we will present the results qualitatively, after the observation and
comparison of test predictions and gold standards; for the quantitative analysis, we followed
the same evaluation method as in the aforementioned shared tasks (Leong et al., [2018,
2020)), by means of the standard evaluation metrics Precision, Recall and F1. The F1 score
was computed taking into account only the predictions of metaphorical expressions, since
we do not aim at measuring the identification of literal meanings.

5.1 Datasets

In order to perform the following experiments, we made use of the VUA dataset (Steen
et al., 2010) and CoMeta. Both corpora were preprocessed and converted into the tab-
separated format fed into Transformers models (Wolf et al., [2020). This consists of a first
column for the tokens and a second one for the label assigned to each token, moreover,
each sentence is delimited by a blank line.

VUA CoMeta
Train | Dev | Test | Train | Test
Sentences | 9632 | 2409 | 4066 | 2906 727
Total 16107 3633

Table 3: Number of sentences in VUA and CoMeta dataset.

VUA CoMeta
Train | Dev | Test | Train | Test
Metaphor 8668 2372 | 3982 | 1713 432
No_Metaphor | 135896 | 34297 | 54347 | 91628 | 23342
Total 144564 | 36669 | 58329 | 93341 | 23774

Table 4: Number of metaphorical and non-metaphorical tokens in VUA and CoMeta
datasets

Regarding VUA dataset (Steen et al., 2010), we employed the original train and test
sets that were provided in the shared tasks (Leong et al. 2018| |2020)), with annotations
from their corresponding gold standards. We splitted the train file into train/dev (0.8/0.2)
partitions. Due to the smaller proportion of sentences in CoMeta, in this case we simply
separated the corpus into training and test sets. The number of sentences and tokens with
metaphorical meaning in each corpus is specified in Tables [3] [4]
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5.2 Monolingual Experiments

The first set of experiments aimed at checking which of the pre-trained models fed with
CoMeta achieves highest performance. To accomplish this goal, we previously trained the
models with VUA dataset, so as to obtain a baseline for comparison. Results will be
measured by means of the standard metrics F1, Precision and Recall.

On this first set of monolingual experiments, we selected the two main multilingual
language models available in the Hugging Transformers library (Wolf et al., [2020) to be
able to train in Spanish as well: BERT (Devlin et al., [2018)) and XLM-RoBERTa (Conneau
et al., 2020). The set of experiments were developed tuning the following parameters:
maximum sequence length, batch size and the learning rate. The epochs were tested in a
range from 5 to 10.

The results from Table [5| show that XLM-RoBERTa outperforms BERT for both cor-
pora. The highest F1 score for VUA was achieved by the combination of parameters
max_seq_length=256, batch_size=16, learn_rate=5.00E-5 and 5 iterations. Thus the base-
line is fixed at 0.6728 for the F1, 0.7692 for Precision and 0.6097 for Recall. In the case
of CoMeta, the best results are obtained with the same values for each parameter, ex-
cept for the number of epochs=7. The results in Spanish do not reach the values set as
benchmark in the English data. Nonetheless, bearing in mind the considerable difference
in size and proportion of annotations between both corpora, the performance achieved by
XLM-RoBERTa trained with CoMeta is in a remarkable close proximity, deviated from
VUA for about 0.02 points.

Dataset | Transformers Model Epochs F1 Precision Recall
XLM-RoBERTa-base 5 0.6728 0.7505 0.6097
XLM-RoBERTa-base 7 0.6692 0.7547 0.6012

VUA XLM-RoBERTa-base 10 0.6695 0.7692 0.5926
bert-base-multilingual-cased 5 0.6477 0.7470 0.5718
bert-base-multilingual-cased 7 0.6619 0.7409 0.5981
bert-base-multilingual-cased 10 0.6603 0.7287 0.6037
XLM-RoBERTa-base 5 0.6294 0.6966 0.5740
XLM-RoBERTa-base 7 0.6498 0.7158 0.5949

CoMeta XLM-RoBERTa-base 10 0.6376 0.7400 0.5601
bert-base-multilingual-cased 5 0.6017 0.6629 0.5509
bert-base-multilingual-cased 7 0.6295 0.6935 0.5763
bert-base-multilingual-cased 10 0.6068 0.6685 0.5555

Table 5: Monolingual experiments: Top 3 performance for language model XLM-RoBERTa
and BERT trained with VUA and CoMeta.
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5.3 Zero-Shot and Multilingual Experiments

Multilingual experiments were conducted by taking into consideration just the XLM-
RoBERTa and the corresponding set of parameters that achieved the highest performance
for each dataset. The aim is to explore a) whether a model trained with metaphorical
annotations from one language can achieve good results when evaluating metaphors in
another language b) to what extent metaphors are shared between these languages.

In order to explore the first question, we performed our experiments in a zero-shot
manner, that is, train the language model with the English dataset and evaluate it with
the Spanish one, and viceversa. The low numbers of the scores in Table [6] demonstrate
the poor performance of the model trained in this fashion. In the en—es scenario, Recall
values indicate that the model tags a fair amount of tokens, nonetheless, the low numbers
of Precision show that very few labels out of these predictions are actually correct. On
the contrary, when training in Spanish and predicting in English respectively, the tables
are turned: the values of Recall are minuscule, thus the model predicts a little amount of
tokens, however, a high rate of these estimations match the gold standard.

Training | Predictions | Epochs F1 Precision Recall
5 0.3365 0.2281 0.6412
en es 7 0.3374  0.2295 0.6365
10 0.3346 0.2324 0.5972
5 0.1611 0.7573 0.0901
es en 7 0.1532 0.7456 0.0853
10 0.1530 0.7583 0.0851

Table 6: Zero-shot experiments: Performance of XLM-RoBERTa trained and evaluated in
a zero-shot manner with VUA (en) and CoMeta (es).

The last group of multilingual experiments consisted of concatenating both datasets to
examine whether metaphorical annotations from a language can be transfered to another.
In this particular case, we aim at checking if the annotations in the VUA dataset, combined
with CoMeta, can boost the performance of the model when predicting in Spanish, which
is far less represented in the mixed dataset.

To conduct these experiments, we elaborated two versions of the merged dataset: a)
esten: the English dataset is pasted immediately after the battery of Spanish sentences,
b) esten_rand: the set of sentences is randomly shuffled so that the model learns from
Spanish and English simultaneously. Parallel to the zero-shot experiments, we carried out
the training of XLM-RoBERTa with the same parameters setup. The number of epochs
was reduced to 5 and 7, since best results are obtained with this amount of iterations.

Table [7] reports the scores of the model’s performance. The similarity in values with
respect to the performance showed in the monolingual experiments demonstrate that the
usage of a multilingual dataset does not boost the prediction rate. Except for the F1 score
value for VUA with es+en_rand: 0.6762 vs monoligual F1: 0.6728. The improvement is
barely noticeable, 0.0034 points, thus we cannot state that a multilingual dataset enhances
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Training | Predictions Epochs F1 Precision Recall
on 5 0.6675 0.7570  0.5969
esten 7 0.6631  0.7651 0.5851
o 5 0.6345 0.7022  0.5787
7 0.6373 0.6958 0.5879
on 5 0.6716  0.7525 0.6064
esten_rand 7 0.6762 0.7552  0.6122
os 5 0.6425 0.6954  0.5972
7 0.6142  0.6797 0.5601

Table 7: Multilingual experiments: Performance of XLM-RoBERTa, trained with a merged
dataset (es+en, es+en_rand) of VUA (en) and CoMeta (es) and evaluated for each language
individually.

the prediction of metaphor labels in a language with a smaller representation in the corpus.
However, it does not lead to substantial decrease in the performance either, therefore to
draw further conclusions, more experiments and a more exhaustive analysis should be
carried out.

5.4 Analysis of Results

In Tables [§ and [0, we listed the top-5 and total number of words wrongly labeled in
each set of experiments. The false positive class (FP) gathers those lexical units tagged
as metaphorical when in gold standards are marked as literal. On the other hand, false
negatives (FN) comprise metaphorical cases in gold standards that were not predicted as
such by the models. The results correspond to the predictions of the XLM-RoBERTa
models with highest F1 score for each setup, that is: monolingual, zero-shot (en—es and
es—en) and multilingual experiments with the merged dataset of VUA and CoMeta (es+en,
es+en_rand).

. Zero-shot Multilingual
Monolingual
en - es es — en | esten es+en_rand
FP 591 111 572 566
VUA FN 1030 1674 1054 1019
FP 98 729 105 110
CoMeta |5 156 137 161 157

Table 8: Total number of false positive (FP) and false negative (FN) predictions from the
models trained with VUA and CoMeta and different setups.

The predictions from the monolingual in the case of VUA show that terms erroneously
labeled consist mostly of verbs such as go, get/got, see or put, which tend to take part in
collocations. The high occurrence of these verbs in multiple contexts and the high degree
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of polysemy difficult the possibility to learn patterns. The same reasoning can be applied
to the remaining terms model or plant, as many of their initially metaphorical meanings
were lexicalised. Regarding CoMeta, the explanation to these mistaken predictions is the
fact that this set of words appear with a metaphorical and literal tag in very similar pro-
portions, e.g. grandes (lit. “big”) appears 3 times used metaphorically and 3, literally.

. Zero-shot Multilingual
Monolingual
en — es es — en es+en es+en_rand
get 20 chaos 3 go 12 get 19
got 12 detotalizing 3 get 10 go 13
FP go 10 trussing 3 put 8 put 11
put 8 taping 3 got 8 bloody 11
see 8 drastically 3 take 8 come 10
VUA got18 make 52 got 20 got 18
back 16 got 39 back 16 back 17
FN plant 14 take 35 get 15 plant 14
model 13 back 34 plant 13 get 12
go 12 way 34 go 13 foreclosure 11
grandes 3 mercado 11 une 4 estabilidad 3
batalla 3 dar 9 grandes 3 une 3
FP une 3 situacién 8 batalla 3 espacio 3
espacio 3 da 7 paso 3 repaso 2
repaso 2 fase 7 espacio 3 herramienta 2
CoMeta estabilidad 5 ola 7 estabilidad 4 | estabilidad 5
gran 4 estabilidad 5 ocupa 4 ocupa 4
FN ocupa 4 avanzado 4 dimension 4 dimension 4
dimensién 4 | seguimiento 3 seguimiento 3 | seguimiento 3
seguimiento 3 | crecimiento 3 gran 3 gran 3

Table 9: Top-5 terms of false positive (FP) and false negative(FP) predictions from the
models trained with VUA and CoMeta and different setups.

This top-5 list can help us to examine more thoroughly the low scores obtained by
zero-shot experiments. The model trained in English and tested in Spanish labels as
metaphorical words that appeared in VUA with this tag, however, in CoMeta they had a
literal contextual meaning, such as mercado (lit. “market”). On the contrary, words present
in CoMeta holding metaphorical meaning but missing in VUA were mistakenly detected
as literal. Ola (lit. “wave”) is an illustrative example, as it was observed repeatedly in
CoMeta on texts of the political domain but only once in its English counterpart.

As to VUA, the high value of Precision and low score of Recall is clearly represented
by these results. On one side, the number of false negatives illustrates the minimal rate
of tags assigned by the model. Nonetheless, out of these few predictions, the majority of
terms labeled metaphorical are actually correct, as shown by the smaller number of FP.

The models trained with the multilingual dataset, obtained by joining VUA and CoMeta,
show an outcome which resembles that of the monolingual setup. This similarity between
the models trained with monolingual and multilingual datasets was noticeable from the
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scores of the evaluation metrics in Table [7] Both in the case of Spanish and English, the
concatenation of both datasets (es+en) shows almost identical predictions than those from
the model trained with a monolingual corpus.

There is a slight variation on the top-5 terms mistaken predictions if the sentences
in Spanish and English are shuffled. Some terms from FP and FN are substituted by
others, e.g. see or model by bloody or foreclosure for VUA, and batalla (lit. “battle”) by
herramienta (lit. “tool”) for CoMeta. Nevertheless, the number of errors remains similar,
as represented in Table [§] Although the highest score in the VUA testset was obtained in
this evaluation setting (0.6762 multilingual vs 0.6728 monolingual), the differences are not
substantial enough to state that the combination of both datasets enhances the performance
of models for this particular task and datasets.

The top-5 terms extracted from true positive predictions (TP) contained in Table
are also coherent with results obtained in each set of experiments. The terms correctly
predicted by the models trained are almost identical in the case of monolingual and mul-
tilingual scenarios. In the case of VUA, top-5 terms comprise words with metaphorical
meanings that appear frequently in texts, e.g. make, see or take often conform colloca-
tions and the metaphorical sense of way is lexicalised to denote the course of an event.
Regarding CoMeta, most terms correctly predicted concern nouns with their metaphorical
meanings lexicalised as well, such as marco (lit. “frame”) to refer to “a context”, ola for
the spread of a virus or camino, (lit. “way or path”) with the same meaning as in English.

The top-5 TP of the zero-shot experiments reflect those metaphors transfered crosslin-
gually. The TP of CoMeta remains similar except for impulsar (lit. “to boost) and
caida (lit. “fall/drop”) with higher representation of metaphorical instances in the English
dataset. With respect to the predictions of VUA with a model trained with the Spanish
corpus, the contrast is clearer: in this case, the terms truly tagged as metaphorical cor-
respond to those words with a high number of occurrences with metaphorical meaning in
CoMeta.

. Zero-shot Multilingual
Monolingual
en — es es — en es+en es+en_rand
make 49 clear 12 make 50 make 47
way 34 strong 5 way 33 take 32
VUA take 28 narrow 5 take 31 way 32
see 23 firmly 4 thing 20 see 22
got 21 movement 4 feel 19 got 21
marco 8 marco 8 marco 8 marco 8
ola 6 caida 4 ola 6 ola 6
CoMeta abrir 4 abrir 4 abrir 4 abrir 4
escenario 4 camino 4 escenario 4 | crecimiento 4
camino 4 impulsar 3 camino 4 camino 4

Table 10: Top-5 terms of true positive (TP) predictions from the models trained with VUA
and CoMeta and different setups.
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6 Conclusions and Future Work

In this work we delved into the topic of automatic metaphor detection from various per-
spectives: first we developed a general domain dataset with metaphorical annotations in
Spanish following the systematic guidelines from MIPVU (Steen et al., 2010), in an attempt
to counterbalance the scarcity of resources for the task of automatic metaphor processing
in this language. Subsequently, we evaluated the annotations from this dataset by means
of deep learning techniques.

Throughout the annotation process, we encountered a series of difficulties. For instance,
the identification of the most basic meaning of a polysemous term within an ambiguous
context. Likewise, the decision to treat a lexical unit separately or as part of an upper
multiword expression should be based on a systematic methodology. Although various of
these matters were tackled in MIPVU, it is obviously not possible to cover all potential
ambiguous cases. An extra restriction is the fact that their research is focused on a single
language, English. Therefore, we presented in Section 4| some of these problematic cases
as well as the decisions taken to resolve them, taking into account the idiosyncrasies of the
Spanish language, for example, pronominal verbs.

The subjectivity of this cognitive-linguistic phenomenon turns the identification of
metaphors in text into a task highly dependent on the annotator. Since this job has
been carried out by a single person, the resulting corpus of CoMeta will be continuously
open to revision. Moreover, it could be interesting for future work to augment the dataset
with other texts and/or domains and to develop these annotations in collaboration with
other annotators, so that the quality of results can be objectively measured by means of
agreement metrics.

From a more theoretical point of view, CoMeta can contribute to future research from
various fields, either cognitive trends that aim at identifying conceptual mappings out
of metaphorical expressions, or in corpus-based linguistics with a purpose of analysing
statistically the behaviour of metaphor in Spanish.

As a means to evaluate the quality of annotations of CoMeta, we conducted a series
of multilingual and crosslingual experiments to compare the outcome against a baseline,
which we obtained by feeding the VUA dataset, a standard benchmark in the task of
metaphor identification, to the Transformers multilingual models.

The results reported in Section [5| show that the model that achieved best performance
is XLM-RoBERTa trained in a monolingual setup with 0.6498 F1 score. Even though
it does not reach the baseline of 0.6762 F1 score from XLM-RoBERTa trained with the
multilingual dataset and tested on VUA, it gets remarkably close.

Keeping in mind that CoMeta’s size was much smaller than the VUA corpus, we can
conclude that CoMeta’s annotations are of reasonable quality, as demonstrated by the
performance of the models in the experiments. These encouraging results can pave the way
for further progress in metaphor detection in Spanish as well as in crosslingual approaches
to metaphor processing.

Finally, another interest avenue would be to investigate the impact of metaphor de-
tection in downstream NLP tasks. In order to so, this would involve including some ex-
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perimental extrinsic evaluation to measure whether the detection of metaphors can boost
the performance of existing NLP tasks, such as Sentiment Analysis, Machine Translation
or Word Sense Disambiguation, which mostly ignore or do not address the influence that
metaphorical language may have on their overall performance.
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