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Abstract

Pivoting tasks as entailment problems have shown to be very effective in different applica-
tions like question answering and relation extraction. On the other hand, language models
trained for entailment tasks have demonstrated to be very effective in settings with small
training sets and have better generalization abilities. In view of this, in this work we recast
text classification as an entailment problem, specifically, I build PET-NLI, an approach
that uses the same architecture and training procedure as Pet (Pattern-Encoding Train-
ing), but in this case using natural language inference (NLI) models. Overall, PET-NLI
shows to have the same benefits of PET for true few-shot scenarios despite using a different
type of language model. This approach is tested on true-few shot scenarios of the RAFT
benchmark. As a result, PET-NLI outperforms bigger models like GPT-3 and achieves
competitive performances when it is compared with the original PET architecture and the
Human Baseline.
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1 Introduction

Pre-trained Language Models (PLMs) have been a crucial component of many advances
in Natural Language Processing (NLP), one of the reasons for their success is due to the
effectiveness that it provides in terms of the use of data. It has become a common approach
to utilize large PLMs for initialization, followed by fine-tuning with gradient-based methods
for downstream tasks. Given that the PLM has already been trained on a large dataset,
it has learned general language representations, which allows the model to quickly learn
task-specific patterns and features from smaller datasets in few-shot settings. Because of
this, fine-tuning a PLM with a large set of examples is not always needed to get a good
performance, making it an attractive approach for real-world cases.

PLMs such as BERT (Devlin et al., 2019), RoBERTa (Liu et al., 2020) AlBERT (Lan
et al., 2020), or bigger models like GPT-3 (Brown et al., 2020) have shown astounding few-
shot capabilities by reformulating downstream tasks as similar cloze questions and using
tasks descriptions in natural language. This is defined as Prompt-based learning, this
method of training machine learning (ML) models uses a template to change the original
input of a task into a sentence with an unfilled masked token, so that later a PLM is
used to generate the most probable output to fill the slot, meeting the requirements of the
description in the prompt, and finally, the prediction is mapped to a certain label for the
task at hand. This is better shown in Figure 1.

Figure 1: Prompt-based Learning. 1) A prompting function is used to insert x into a
prompt template with an unfilled masked token. 2) A finetuned PLM is used to fill the
slot with the most probable answer. 3) The selected answer is mapped to a certain label.
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By providing a clear and explicit description of a task in the form of a natural language
prompt the model can better understand the characteristics and requirements of the task
even with a limited amount of data (Wang et al., 2022). Works like (Shin et al., 2020;
Gao et al., 2021) have demonstrated the potential of using natural language prompts with
PLMs, showing that this setting helps the model to utilize its knowledge more effectively,
strengthening the connection between input and output. While Prompt-based methods
work really well for different tasks, this approach may struggle to accurately make good
predictions in cases where the label to be predicted requires a more detailed or elabo-
rate description. On the other hand, its success is also dependent on the prompt design,
manually determining the right prompts can be a time-consuming and error-prone pro-
cess that requires expertise, this has led researchers to explore various approaches (Schick
and Schütze, 2021a; Zhou et al., 2021, 2022; Arora et al., 2023) to design or use prompts
in ways that can make PLMs get good performances. Finally, Perez et al. (2021) has
shown that previous works have overestimated the ability of prompt-based approaches in
true few-shot settings, where there are no development sets available, casting doubts in
their performance due to the difficulties of these models in settings where prompts and
hyperparameters cannot be tuned.

In addition to prompt-based methods, pivot tasks have frequently been used for few
and zero-shot learning. More related to our study, tasks like text classification (Yin et al.,
2019; Wang et al., 2021) have been successfully pivoted as NLI problems. These works
have shown that text classification reformulated as a textual entailment task can obtain
really good performances when it is compared to standard few-shot learning and fine-
tuning methods. The main idea of the approach is to convert the class label into a textual
description, and use this description along with the training example as the hypothesis
and premise respectively, for then use an NLI model to infer whether the premise entails
or not the hypothesis. If an ”entailment” relation is predicted, the corresponding label
represented by the hypothesis is classified as a certain class for the task at hand. This
approach can be seen in Figure 2.

Figure 2: Entailment-based text classification. (Wang et al., 2021)

In addition, Wang et al. (2021) has shown that by converting tasks as entailment
problems, PLMs are effective few-shot learners, and this could be due to when a model
perform natural language inference is doing real language understanding, helping PLMs to
generalize its knowledge to other tasks that can be reformulated as entailment problems,
making it an effective approach for few-shot settings.
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In this thesis, I take inspiration from these works, I aim to recast text classification
as an entailment problem and apply this approach to the Real-world Annotated Few-shot
Tasks (RAFT) (Alex et al., 2021) . Particularly, I build the same architecture as Pattern-
Exploiting Training (PET) (Schick and Schütze, 2021a), which is a training method that
combines textual instructions with example-based finetuning, whose key feature is that it
uses unlabeled data for few-shot scenarios. However, unlike PET which uses masked lan-
guage models trained with prompt-based methods for text classification, I use pre-trained
NLI models which are finetuned using label verbalizations as hypotheses and training ex-
amples as premises, I call this approach PET-NLI.

Due to RAFT not having a development set available in which a certain approach can
be tested or the hyperparameters of a model can be finetuned, I take the following strategy:
First, I simulate few-shot scenarios using three other English datasets that resemble real-
world settings, ”Yelp Reviews”, ”AG’s news” and ”Yahoo Questions and Answers”, I use
these datasets to analyze the performance of the proposed approach and obtain the optimal
hyperparameters, to then, test the proposed architecture with the best findings on the
real-world tasks given by the RAFT benchmark. Overall, PET-NLI achieves a competitive
average performance when it is compared against the original PET architecture, by either
outperforming or achieving the same performance in 6 out of 11 tasks of RAFT. On the
other hand, PET-NLI clearly outperforms bigger models like GPT-3 in the total average
performance and either surpasses or gets a similar performance of non-expert humans on
5 out of 11 tasks from RAFT.

The objective of this research is to the analyze the performance of NLI models on
real-world few-shot text classification tasks, for this I build PET-NLI, an approach that
uses NLI models to perform text classification in true few-shot scenarios. This work is
focused on the comparison of this approach with the original PET architecture which uses
masked language models. This thesis is organized as follows: Chapter 2 explains the state
of the art, which includes the background information for this work. Chapter 3 present the
architecture of PET-NLI, Chapter 4 describes the RAFT benchmark, Chapter 5 explains
the experimental setup, and finally Chapter 6 shows a detail overview of our results, to
then describe our conclusions and future work in Chapter 7.
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2 State of the Art

In this work, I will build PET-NLI, an approach that uses NLI models to perform text
classification in few-shot scenarios. I test this approach in the RAFT benchmark and
compare its performance against the original PET architecture. To provide context for this
comparison, in this section, I will first introduce of the topic of Natural Language Inference
and Few Shot text classification, to then describe the PET architecture in greater detail.

2.1 Natural Language Inference

Natural Language Inference (NLI) is a task of natural language processing initially pre-
sented at (Dagan et al., 2006), which involves determining whether a given hypothesis
logically follows from a premise. NLI models are machine learning (ML) models that are
trained to perform this task. These models are based on architectures like BERT (Devlin
et al., 2019), RoBERTa (Liu et al., 2020) or AlBERT (Lan et al., 2020) and are trained
to take as input a pair of sentences, the premise and the hypothesis, and give as output a
label indicating whether the premise Entails, contradicts, or is neutral with respect to the
hypothesis (Bowman et al., 2015; Welleck et al., 2019). In more detail, these labels repre-
sent the following relationships: ”Entailment” where the premise entails or logically implies
the hypothesis; ”Neutral” where the premise and the hypothesis are unrelated or unclear
between each other; and ”Contradiction” where the premise contradicts or disproves the
given hypothesis. An example can be seen in the following figure:

Figure 3: An example of the input and output of an NLI model

In order to accurately determine the relationship between two sentences, an NLI model
must be able to understand the underlying meaning and relationships within the premise
and hypothesis, as well as be able to reason about the relationships between different
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concepts and ideas . ML models that perform well on this task are generally thought to
have a strong understanding of natural language, and are able to generalize their knowledge
to other tasks. One key aspect that has helped researchers to improve these models is the
availability of large, high-quality NLI datasets like SNLI (Bowman et al., 2015), MNLI
(Williams et al., 2018), ANLI (Nie et al., 2020) or FEVER (Thorne et al., 2018). In the
next paragraphs, we will take a closer look at these datasets and discuss some of their key
characteristics and features.

2.1.1 Stanford Natural Language Inference Corpus (SNLI)

SNLI (The Stanford Natural Language Inference Corpus) is a widely-used resource for Nat-
ural Language Processing research. It contains 570,152 English sentence pairs (premises
and hypotheses) for the training set, and 10,000 examples for the development and test
sets. For each sentence pair, the premise is obtained from image captions, and the hy-
potheses are provided by humans for one of the following labels: entailment, contradiction
and neutral, representing each the logical relationship between the premise and the hy-
pothesis. The SNLI dataset is notable for its large size and the fact that it was created by
humans in naturalistic scenarios. In addition, the quality of its annotations was validated
through a separate phase showing a consensus among different annotators. Therefore,
the SNLI database is a valuable resource for NLP research and can be used to evaluate
the performance of machine learning models on various tasks related to natural language
understanding. (Bowman et al., 2015)

2.1.2 Multi-Genge Natural Language Inference (MNLI)

The MultiNLI (Multi-Genre Natural Language Inference) is a large dataset that was cre-
ated to improve the coverage and difficulty of SNLI, and for its use in the development and
evaluation of ML models in sentence understanding. It consists of 392,702 English sentence
pairs (premises and hypotheses) for the training set, and 20,000 examples for the devel-
opment and test sets. Contrary to SNLI, which have sentences derived from only a single
text genre (image captions), being not sufficiently demanding to be a good benchmark
for Natural Language Understanding, MultiNLI includes different genres from written and
spoken english, where its premises are obtained from ten different sources, including face-
to-face conversations, government press releases, letters, 9/11 reports, Oxford University
press, magazine articles, telephone conversations, travel guides, linguistic posts, and fiction
texts. This variety makes it a useful resource for evaluating the generalization ability of
NLP models across different text types. On the other hand, the hypotheses were created by
humans for one of the following labels: entailment, contradiction and neutral. Overall, the
MultiNLI database can be used to evaluate the performance of machine learning models
on tasks related to natural language understanding and text classification, particularly in
the context of diverse text contents. (Williams et al., 2018)
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2.1.3 Adversarial Natural Language Inference (ANLI)

The ANLI (The Adversarial Natural Language Inference) dataset is a large-scale NLI
benchmark designed to challenge the performance of machine learning models on the task
of Natural Language Inference. Overall, it consists of 162,865 sentence pairs (premises and
hypotheses) for the training set, and 3,200 examples for the development and test sets.
One key feature of the ANLI dataset is that it was created by an iterative, adversarial
human-and-model-in-the-loop dataset collection, where first, a human annotator devises
examples that are not predicted correctly by a selected NLP model, then those examples
are added to a new trained set that is used to train a stronger model, this process is
repeated three rounds, with the model getting stronger using a harder test set in each
round. Similar to MNLI, for each sentence pair in the dataset, the premise is created
from longer, multi-sentence source material and the hypotheses were created by humans
and later verified by other annotators. Overall, the ANLI dataset is particularly useful for
studying the robustness of NLP models as it was created to be a challenge for measuring
the progress in Natural Language Understanding. (Nie et al., 2020)

2.1.4 Fact Extraction and VERification (FEVER)

The FEVER (Fact Extraction and VERification) is a large resource for Natural Language
Processing research focused on the task of verifying claims against textual sources. It
consists of 145,449 examples in the training set, and an additional 9,999 examples in the
development and test sets. Each example in the dataset consists of a claim, evidence, and a
label indicating whether the claim is ”SUPPORTED,” ”REFUTED,” or ”NOTENOUGH-
INFO.” The claims in the FEVER dataset were generated from information in Wikipedia
and then modified in various ways, to then assign a label based on the relationship between
the claim and the evidence. The FEVER dataset is useful for evaluating the performance
of machine learning models on tasks related to fact-checking and veracity prediction, and
can be used to study the ability of these models to handle diverse text genres. (Thorne
et al., 2018).

Overall, because NLI models have a deep understanding of the meaning and relation-
ships between words and phrases in a natural language context, it plays a crucial role in a
variety of applications. Thus, as these models continue to improve, they are increasingly
being used as a benchmark for Natural Language Understanding (NLU), being important
in applications such as text summarization and machine translation (Sadat and Caragea,
2022), and improving the performance of downstream tasks such as fact verification (Mart́ın
et al., 2021), fake news detection (Sadeghi et al., 2022) or relation extraction (Sainz et al.,
2021).

2.2 Few-Shot Text Classification

Few-shot text classification is an NLP task in which a model is trained to classify text
into different classes, using only a few training examples per class to learn from. (Wei
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et al., 2021) Since GPT-3 (Brown et al., 2020), researchers have been exploring the po-
tential of using pretrained language models effectively with a limited number of training
examples. Several studies have focused on this approach, known as few-shot learning, as a
way to leverage the power of these models even when a large amount of labeled data is not
available, with the goal for the model to generalize well from few examples and accurately
classify new, unseen text into the appropriate class (Wang et al., 2022).

There are many approaches that use few-shot learning with pretrained language models,
such as in context learning (ICL) (Devlin et al., 2019; Radford et al., 2019), parameter-
efficient fine-tuning (PEFT) (Liu et al., 2022), and pattern exploiting training (PET)
(Schick and Schütze, 2021a). In this work we use PET as a baseline to compare the
performance of NLI models, therefore, this method is described in greater detail below.

2.2.1 Pattern Exploiting Training (PET)

Pattern Exploiting Training (PET) is a semi-supervised method that combines textual in-
structions with example-based finetuning for few-shot text classification. PET is designed
to reformulate input examples as cloze-style patterns, and recast labels to words using a
verbalizer. This is done to help PLMs to better understand a task and maximize the use of
their knowledge for downstream applications. This method fine-tune many PLMs for dif-
ferent pattern-verbalizer pairs, and then use those models to annotate unlabeled examples
to create more training data for few-shot settings, where standard classifiers can be trained.
PET has shown to be effective in scenarios with small training sets giving improvements
when it is compared against standard supervised and semi-supervised approaches (Schick
and Schütze, 2021a). Its architecture can be seen in Figure 4.

Figure 4: Pet Architecture. (1) A PLM is finetuned with a pattern that describes the
task, (2) The ensemble of models trained on different patterns are used to annotate the
unlabaled dataset D , (3) A classifier C is trained on the resulting soft-labeled dataset.
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The architecture of PET is described in a greater detail in the following subsections:

Input: Let M be a masked language model with vocabulary V that uses as input a
sequence of sentences x = (s1, . . . . . . , sk) with si ∈ V ∗. PET defines a certain pattern
as a function P that takes x and gives as output a sentence P (x) that has exactly one
mask token. On the other hand, the corresponding label L of each sentence is mapped to
a certain word, this is done by a verbalizer defined as an injective function v : L → V .
That is, PET takes an input x, and applies P to get an input representation P (x) ∈ V ∗ ,
which is used by the language model M to determine the most likely substitute w for the
mask, being the substitute the predicted label. A pattern verbalizer pair (PVP) is defined
as p = (P, v). (Schick and Schütze, 2021a)

Training: For each sequence z ∈ V ∗ containing exactly one mask token and w ∈ V , the
function M(w|z) is defined as the unnormalized score given by the language model to w
at the masked position. Therefore, given an input x, the score given for the label l ∈ L, is
defined as:

sp(l|x) = M(v(l)|P (x))

And its probability distribution using softmax:

qp(l|x) =
esp(l|x)∑

l′∈L e
sp(l′|x)

The MLM is finetuned using cross-entropy and the language modeling loss between
the predictions qp(l|x) and the true distribution of training examples (x|l). (Schick and
Schütze, 2021a)

Combination of PVPs: A key aspect of PET is the combination of PVPs, this is done
is order to avoid the hard task of finding text prompts that get good performance in a
certain task. For this reason, a technique similar to knowledge distillation (Hinton et al.,
2015) is applied. First, a set P of PV Ps is defined for a certain task. Then, those PV Ps
are used as follows (Schick and Schütze, 2021a):

1. For each p ∈ P PET finetune a different language model Mp. This would imply the
training of many language models, however since the scenario assumed in PET is the
access to a small training set, the fine-tuning of these models would be cheap, even
for many PV Ps.

2. The ensemble of fine-tuned language models M = Mp|p ∈ P is used to annotate
an unlabeled set of examples D. Then, the unnormalized scores obtained for each
example in D are combined as follows:

Sm(l|x) =
1

Z

∑
p∈P

w(p) · Sp(l|x)
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Where Z =
∑

p∈P w(p), being w(p) weighting terms for the PvPs. Pet explores the
use of w(p) = 1, being the combination an average of all the unnormalized scores,
or the set of w(p) as the accuracy obtained on the training set before fine-tuning.
Once the scores have been combined, the resulting combination is used as input to a
softmax function with a temperature T = 2 to get a soft probability distribution q.

3. Finally, a standard classifier is trained on the soft-labeled dataset.

Overall, PET has shown to be very effective in few-shot settings, overcoming the diffi-
culties that prompt-based approaches have with small datasets (Perez et al., 2021). This
method achieves strong performances in different tasks without manual prompt tuning or
hyperparameter optimization in large training sets.
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3 PET-NLI

This section provides a detailed overview of the proposed approach called PET-NLI, a
training strategy for few-shot text classification using Natural Language Inference Mod-
els. This approach reformulates text classification as an entailment problem and follows
the same semi-supervised training procedure of PET (Schick and Schütze, 2021a). The
architecture of PET-NLI can be seen in Figure 5.

Figure 5: Pet-NLI for text reviews. (1) A pretrained NLI model is finetuned using premises
and hypotheses that describe the input texts and the corresponding labels respectively, (2)
The ensemble of models trained on different hypothesis templates are used to annotate an
unlabeled dataset D , (3) A classifier C is trained on the resulting soft-labeled dataset.

As illustrated in Figure 5 PET-NLI works in different steps, these will be described in
a greater detail in the following subsections.

3.1 Individual NLI Models

As a first step, let M be an NLI model with vocabulary V and L the set of labels for the
task at hand A. Given a set of input examples x = (s1, s2, ...., sn) and their corresponding
labels ln ∈ L, we define a verbalizer v as an injective function v : l → t that maps each
label to a textual description t. Thus, we use each input example sn as a premise p and
for the hypothesis h we take the verbalization t and make a textual template describing
the label l. We denote as PHP to the premise-hypothesis pair z = (p, h). Therefore, M
uses z as input to predict the relation between the premise and the hypothesis, the set of
possible outputs of M is represented as c = (”entailment”, ”contradiction”).
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In order to make the final predictions for text classification, we take slightly different
strategies depending on the task at hand A . In the case of binary classification, we use a
single hypothesis representing only one of the two classes, if an ”entailment” relationship
is predicted the label represented by the hypothesis would be chosen, on the other hand,
if ”contradiction” is predicted the opposite label would be selected as the prediction . For
example, as shown in Figure 1, consider the task of text reviews where we have to predict
if a customer review is ”good” or ”bad” for a certain place. Given an input sentence and
its label:

s1 :”The food was amazing” l1 :0

We use s1 as the premise and for the hypothesis we first verbalize the label as ”good”
to then use a textual template to describe the label l1:

Premise :”The food was amazing”
Hypothesis :”The customer thinks this restaurant is good.”

Therefore, the task for M would be to use this PHP and predict if the premise entails
the hypothesis, if the probability given to the ”entailment” relationship is bigger than the
”contradiction” probability, the prediction would be ”good”, if not the predicted label
would be ”bad” for the given input sentence s1, this could also be described as follows:

m = argmax(Pe(z1), P c(z1))

Where m the maximum probability between Pe which is the entailment probability,
and Pc that is the contradiction probability given to the PHP z1 . On the other hand, for
classification tasks that have more than 2 classes, we test a single premise against multiple
hypotheses, each one representing a different class. For example, consider the same task
described previously, but now with three classes (good, bad, terrible), we would represent
the premise and the hypotheses as follows:

Premise :”The food was amazing”
Hypothesis1 :The customer thinks this restaurant is good.
Hypothesis2 :The customer thinks this restaurant is bad.

Hypothesis3 :The customer thinks this restaurant is terrible.

Thus, to select the predicted label, we take into account only the ”entailment” prob-
ability given by the model for each premise-hypothesis pair z , and select the highest
probability among all, as follows:

m = argmax(Pe1(z1), P e2(z2), ...., P en(zn))

Therefore, the PHP pair z that obtains the highest entailment probability would be
the selected one. The label represented by the hypothesis in the selected PHP will be the
final prediction.
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3.2 Training and PHP Combination

One of the main challenges of using label textual descriptions in few-shot scenarios, is that
we do not have large development sets to find which textual descriptions perform well, in
addition, a label could be described in multiple ways and choosing the right one can be
a time consuming and error-prone process. Therefore, similar to PET, we approach this
challenge using knowledge distillation, this allows us to combine multiple PHPs, each one
with a different template for the hypothesis, eliminating the need to find only one among
multiple variations. Thus, we define a set P of multiple PHPs , which are used as follows:

1. We finetune a different NLI model for each PHP ∈ P , on the other hand, we denote
M(r|z)r∈c as the unnormalized score that the model assigns to each possible relation
r ∈ c given the premise-hypothesis pair z . Thus, given an input x, the score for the
label l ∈ L is given as follows:

sp(l|x) = M(r|p, h)

Then, the normalized scores are obtained by using the softmax activation function:

qp(l|x) =
esp(l|x)∑

l′∈L e
sp(l′|x)

For training, we finetune the NLI model using cross-entropy between the predictions
qp(l|x) and the true one-hot distribution of training examples (x, l).

2. Due to this approach assumes the access to a small training set T and a larger set of
unlabeled examples D, we use the ensemble of finetune NLI models M = {Mz|z ∈ P}
to annotate the unlabeled examples from D. Then, we combine the unnormalized
class scores obtained from the models for each example x ∈ D as follows:

SM(l|x) =
1

Y

∑
z∈P

w(z) · Sp(l|x)

Where Y =
∑

p∈P w(z), being w(z) weighting terms for the PHPs. In our approach
we use w(z) = 1. Once the unnormalized scores have been combined, these are
transformed into a probability distribution q using softmax with a temperature of
T = 2. We collect all pairs (x,q) in a training set Tc.

3. Finally, we finetune a PLM with a sequence classification head C using the soft-
labeled dataset Tc, we train the classifier using the Kullback-Leibler (KL) divergence
loss between q and the probability distribution C(l|x) given by the classifier C .
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4 RAFT

To test our approach in true few-shot scenarios we apply PET-NLI to RAFT (Real World
Annotated Few-Shot Tasks) (Alex et al., 2021). RAFT is a benchmark that is focused on
tasks that resemble real-world few-shot scenarios, revealing areas where current approaches
struggle, like tasks with multiple classes and reasoning over long texts. In addition, its
datasets are naturally occurring, have intrinsic value for many real-world applications,
possess realistic class distributions, and provide an open-domain setting. This benchmark
posses 11 datasets, for each one RAFT provides a training set with input examples, labels,
and textual instructions used by human annotators to solve each task, and a test set that
is not available, these datasets are described in greater detail below:

4.1 Adverse Drug Effects Corpus V2 (ADE)

The Ade Corpus V2 (Gurulingappa et al., 2012) is a collection of sentences from medical
case reports that have been labeled to indicate their association with adverse drug effects.
Thus, the task for this dataset is to classify whether a medical report is related or not with
negative drugs effects. The dataset has a training set with 50 examples, and 5000 examples
for the test set. (Alex et al., 2021) The full instruction given by RAFT to solve this task,
along with a training example and its corresponding class label (label) are shown below:

• Task Instruction:
Label the sentence based on whether it is related to an adverse drug effect (ADE).
Details are described below:
Drugs : Names of drugs and chemicals that include brand names, trivial names, ab-
breviations and systematic names were annotated. Mentions of drugs or chemicals
should strictly be in a therapeutic context. This category does not include the names
of metabolites, reaction byproducts, or hospital chemicals (e.g. surgical equipment
disinfectants).
Adverse effect : Mentions of adverse effects include signs, symptoms, diseases, disor-
ders, acquired abnormalities, deficiencies, organ damage or death that strictly occur
as a consequence of drug intake.

• Training Sample:
Sentence: ’ No regional side effects were noted . ’
Label: ’ not ADE-related (2) ’

4.2 Banking 77

The Banking 77 dataset (Casanueva et al., 2020) contains online banking customer service
queries labeled with 77 possible intents (e.g. change pin, declined transfer, verify my
identity). It contains 50 training examples, and 5000 examples for testing. This dataset
provides a big challenge due to some intent categories are partially overlapped in certain
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queries, in addition all the possible intents are not shown in the training set, which requires
that the designed system should be able to generalize to unseen labels during testing (Alex
et al., 2021). The full instruction given by RAFT to solve this task, along with a training
example and its corresponding class label (label) are shown below:

• Task Instruction:
The following is a banking customer service query. Classify the query into one of the
77 categories available.

• Training Sample:
Query: ’ Is it possible for me to change my Pin?’
Label: ’ change pin (23)’

4.3 NeurIPS impact statement risks (NIS)

The NeurIPS impact statement risks dataset was created by including the broader impact
statements of NeurIPS 2020 papers in the dataset collected by Ashurst et al. (2022). These
impact statements were annotated based on whether they mention a harmful application
or not. This dataset contains 50 examples for training and 150 examples for the test set
(Alex et al., 2021). The full instruction given by RAFT to solve this task, along with a
training example and its corresponding class label (label) are shown below:

• Task Instruction:
Label the impact statement based on whether it mentions a harmful application of
the research done in the paper. Make sure the statement is sufficient to conclude
there are harmful applications of the research being done, not a past risk that this
research is solving.

• Training Sample:
Paper title: ’ Auto - Panoptic : Cooperative Multi-Component Architecture ... ’
Paper link: ’https ://proceedings.neurips.cc/paper/2020/file /... ’
Impact statement: ’ This work makes the first attempt to search for all key... ’
ID: ’0 ’,
Label: ’ doesn’t mention a harmful application (1)’

4.4 One Stop English (OSE)

The One Stop English dataset (Vajjala and Lučić, 2018) consists of a collection of articles
from the Guardian newspaper, which were labeled by teachers to suit three levels of adult
English in the categories of: elementary, intermediate and advanced. Thus, the task for this
dataset is to classify the English level shown in each news article. This dataset consists of
50 training examples, and 516 examples for testing (Alex et al., 2021). The full instruction
given by RAFT to solve this task, along with a training example and its corresponding
class label (label) are shown below:
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• Task Instruction:
The following is an article sourced from The Guardian newspaper, and rewritten by
teachers to suit three levels of adult English as Second Language (ESL) learners:
elementary, intermediate, and advanced. Predict the level of the article.

• Training Sample:
Article: ’ For 85 years , it was just a grey blob on classroom maps of the ..... ’
Label: ’ intermediate (3) ’

4.5 Overruling

The Overruling dataset (Zheng et al., 2021) contains sentences from a law corpus, in which
the tasks consists of classifying those as overruling or non-overruling. Overruling is defined
as a sentence that nullifies a previous case decision in law. This dataset consists of 50
examples for training and 2350 for testing (Alex et al., 2021). The full instruction given by
RAFT to solve this task, along with a training example and its corresponding class label
(label) are shown below:

• Task Instruction:
In law, an overruling sentence is a statement that nullifies a previous case decision as
a precedent, by a constitutionally valid statute or a decision by the same or higher
ranking court which establishes a different rule on the point of law involved. Label
the sentence based on whether it is overruling or not.

• Training Sample:
Sentence: ’ in light of both our holding today and previous rulings in johnson ...’
Label: ’ overruling (2) ’

4.6 Semiconductor org types (SOT)

The Semiconductor org types dataset was created by collecting the name of institutions and
papers that have contributed to semiconductor conferences, in which the task is to classify
those into the following categories: ”University”, ”Company” and ”Research-Institute”.
This dataset contains 50 examples in the training set and 449 examples for the test set
(Alex et al., 2021). The full instruction given by RAFT to solve this task, along with a
training example and its corresponding class label (label) are shown below:

• Task Instruction:
The dataset is a list of institutions that have contributed papers to semiconductor
conferences in the last 25 years, as catalogued by IEEE and sampled randomly.
The goal is to classify the institutions into one of three categories: “university”,
“company” or “research institute”.
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• Training Sample:
Paper title: ’3Gb/s AC-coupled chip-to-chip communication using a low-swing....’
Organization name: ’North Carolina State Univ.,Raleigh,NC,US ’
Label: ’ university (3)’

4.7 Systematic Review Inclusion (SRI)

The Systematic review inclusion (SRI) dataset (Gurulingappa et al., 2012) contains papers
data from meta-review studying interventions, and the tasks consist of identify whether a
paper should be included or not in a meta-review to determine which interventions work
to promote charitable donations. This dataset contains a training set of 50 examples and
a test set with 2243 examples (Alex et al., 2021). The full instruction given by RAFT to
solve this task, along with a training example and its corresponding class label (label) are
shown below:

• Task Instruction:

Identify whether this paper should be included in a meta-review which includes the
findings of systematic reviews on interventions designed to promote charitable dona-
tions.
Papers should be included if they meet all of these criteria:

1. systematic reviews, scoping reviews, or similar reproducible reviews;

2. reviews describing monetary charitable donations;

3. reviews assessing any population of participants in any context; and

4. peer reviewed and written in English (due to logistical constraints).

They shouldn’t be included if they meet any of these criteria:

1. primary research reporting new data (e.g., randomised experiments);

2. non-systematic reviews, theory papers, or narrative reviews;

3. reviews on cause-related marketing; and

4. reviews of other kinds of prosocial behaviour (e.g., honesty, non-financial dona-
tions like volunteering, blood, or organ donations).

• Training Sample:
Title: ’ Prototyping and transforming facial textures for perception research ’
Abstract: ’ Wavelet based methods for prototyping facial textures for artific... ’
Authors: ’ Tiddeman , B .; Burt , M .; Perrett , D . ’
Journal: ’ IEEE Comput Graphics Appl ’
Label: ’ not included (2) ’
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4.8 TAI safety research (TAI)

TAI safety research is a dataset that includes data from the formation of a bibliographic
database for research on the safety of transformative artificial intelligence (TAI). This
dataset has 50 examples for training and 1639 for testing. Thus, the task consists of
classifying whether a work could be defined or not as TAI safety research (Alex et al.,
2021). The full instruction given by RAFT to solve this task, along with a training example
and its corresponding class label (label) are shown below:

• Task Instruction:

Transformative AI (TAI) is defined as AI that precipitates a transition compara-
ble to (or more significant than) the agricultural or industrial revolution.
Label a paper as “TAI safety research” if:

1. The contents of the paper are directly motivated by, and substantively inform,
the challenge of ensuring good outcomes for TAI. The paper need not mention
TAI explicitly, but it must be motivated by it, since there are far too many
papers that are merely relevant to safety. Judging motivation is, unfortunately,
inherently subjective, but this is necessary to avoid penalizing papers that do
not explicitly mention TAI for appearance reasons, while also not including
every paper on, e.g., adversarial examples (which are motivated by capabilities
and near-term safety). If the paper would likely have been written even in the
absence of TAI-safety concerns, it is excluded. Ultimately, we want to support
researchers who are motivated by TAI safety and allow them to find each other’s
work.

2. There is substantive content on AI safety, not just AI capabilities. That said, for
more speculative papers it is harder to distinguish between safety vs. not safety,
and between technical vs. meta, and we err on the side of inclusion. Articles
on the safety of autonomous vehicles are generally excluded, but articles on the
foundations of decision theory for AGI are generally included.

3. The intended audience is the community of researchers. Popular articles and
books are excluded. Papers that are widely released but nevertheless have sub-
stantial research content (e.g., Bostrom’s Superintelligence) are included, but
papers that merely try to recruit researchers are excluded.

4. It meets a subjective threshold of seriousness/quality. This is intended to be a
very low threshold, and would, for instance, include anything that was accepted
to be placed on the ArXiv. Web content not intended for review (e.g., blog
posts) is only accepted if it has reached some (inevitably subjective) threshold
of notability in the community. It is of course infeasible for us to document all
blog posts that are about TAI safety, but we do not want to exclude some posts
that have been influential but have never been published formally.
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5. Peer review is not required. White papers, preprints, and book chapters are all
included.

Otherwise, label it as “not TAI safety research”

• Training Sample:
Title: ’ Malign generalization without internal search’,
Abstract Note: ” In my last post, I challenged the idea that inner alignment...”,
Url: ’ https://www.alignmentforum.org/posts/y ... ’ ,
Publication Year: ’2020 ’,
Item Type: ’ blogPost ’ ,
Author: ’ Barnett , Matthew ’ ,
Publication Title: ’ AI Alignment Forum ’ ,
Label: ’ TAI safety research (1)’

4.9 Terms of Service (ToS)

The Terms of service (ToS) dataset (Lippi et al., 2018) contains a set of clauses from Terms
of Services of on-line platforms, where the task consists of classifying whether the given
clause is unfair or not to consumers. This dataset contains a training set with 50 examples
and a test set with 5000 examples (Alex et al., 2021). The full instruction given by RAFT
to solve this task, along with a training example and its corresponding class label (label)
are shown below:

• Task Instruction:

Label the sentence from a Terms of Service based on whether it is potentially unfair.
If it seems clearly unfair, mark it as potentially unfair.
According to art. 3 of the Directive 93/13 on Unfair Terms in Consumer Contracts,
a contractual term is unfair if: 1) it has not been individually negotiated; and 2)
contrary to the requirement of good faith, it causes a significant imbalance in the
parties rights and obligations, to the detriment of the consumer.
Details on types of potentially unfair clauses are found below:

1. The jurisdiction clause stipulates what courts will have the competence to ad-
judicate disputes under the contract. Jurisdiction clauses giving consumers a
right to bring disputes in their place of residence were marked as clearly fair,
whereas clauses stating that any judicial proceeding takes a residence away (i.e.
in a different city, different country) were marked as clearly unfair.

2. The choice of law clause specifies what law will govern the contract, meaning
also what law will be applied in potential adjudication of a dispute arising under
the contract. Clauses defining the applicable law as the law of the consumer’s
country of residence were marked as clearly fair. In every other case, the choice
of law clause was considered as potentially unfair.
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3. The limitation of liability clause stipulates that the duty to pay damages is
limited or excluded, for certain kind of losses, under certain conditions. Clauses
that explicitly affirm non-excludable providers’ liabilities were marked as clearly
fair. Clauses that reduce, limit, or exclude the liability of the service provider
were marked as potentially unfair when concerning broad categories of losses or
causes of them, such as any harm to the computer system because of malware
or loss of data or the suspension, modification, discontinuance or lack of the
availability of the service. Also those liability limitation clauses containing a
blanket phrase like “to the fullest extent permissible by law”, were considered
potentially unfair. Clause meant to reduce, limit, or exclude the liability of the
service provider for physical injuries, intentional damages as well as in case of
gross negligence were marked as clearly unfair.

4. The unilateral change clause specifies the conditions under which the service
provider could amend and modify the terms of service and/or the service itself.
Such clause was always considered as potentially unfair.

5. The unilateral termination clause gives provider the right to suspend and/or ter-
minate the service and/or the contract, and sometimes details the circumstances
under which the provider claims to have a right to do so.

6. The contract by using clause stipulates that the consumer is bound by the
terms of use of a specific service, simply by using the service, without even
being required to mark that he or she has read and accepted them. We always
marked such clauses as potentially unfair.

7. The content removal gives the provider a right to modify/delete user’s content,
including in-app purchases, and sometimes specifies the conditions under which
the service provider may do so.

8. The arbitration clause requires or allows the parties to resolve their disputes
through an arbitration process, before the case could go to court. It is therefore
considered a kind of forum selection clause. However, such a clause may or may
not specify that arbitration should occur within a specific jurisdiction. Clauses
stipulating that the arbitration should (1) take place in a state other then the
state of consumer’s residence and/or (2) be based not on law but on arbiter’s
discretion were marked as clearly unfair. Clauses defining arbitration as fully
optional would have to be marked as clearly fair

• Training Sample:
Sentence: ’ Crowdtangle may change these terms of service, as described ... ’,
Label: ’ potentially unfair (2)’

4.10 TweetEval Hate (TEH)

TweetEval Hate is a dataset that includes the hate-speech detection task from the TweetE-
val Dataset (Barbieri et al., 2020) , which is a benchmark for tweet classification in English.
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Thus, the task consist of given a certain tweet, classify it whether is ”hate-speech” or ”not-
hate-speech”. The dataset have 50 training examples and 2966 examples for testing (Alex
et al., 2021). The full instruction given by RAFT to solve this task, along with a training
example and its corresponding class label (label) are shown below:

• Task Instruction:

Label whether the following tweet contains hate speech against either immigrants
or women. Hate Speech (HS) is commonly defined as any communication that dis-
parages a person or a group on the basis of some characteristic such as race, color,
ethnicity, gender, sexual orientation, nationality, religion, or other characteristics.
Detailed guidelines are provided below, please read before labeling.

Hate speech against immigrants
More specifically, HS against immigrants may include:

– insults, threats, denigrating or hateful expressions

– incitement to hatred, violence or violation of rights to individuals or groups
perceived as different for somatic traits (e.g. skin color), origin, cultural traits,
language, etc.

– presumed association of origin/ethnicity with cognitive abilities, propensity to
crime, laziness or other vices

– references to the alleged inferiority (or superiority) of some ethnic groups with
respect to others

– delegitimization of social position or credibility based on origin/ethnicity

– references to certain backgrounds/ethnicities as a threat to the national security
or welfare or as competitors in the distribution of government resources

– dehumanization or association with animals or entities considered inferior

While answering the question “Is this tweet hateful?”, you must take into account
the following aspects:

1. the tweet content MUST have IMMIGRANTS/REFUGEES as main TARGET,
or even a single individual, but considered for his/her membership in that cat-
egory (and NOT for the individual characteristics)

2. we must deal with a message that spreads, incites, promotes or justifies HA-
TRED OR VIOLENCE TOWARDS THE TARGET, or a message that aims at
dehumanizing, hurting or intimidating the target

The joint presence of both elements in a tweet is considered essential to determine
whether the tweet has hateful contents, therefore if both of them occur, your answer
will be ’Yes’.
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In case even just one of these conditions is not detected, HS (at least against immi-
grants) is assumed not to occur, then your answer will be ’No’.
Here a list of other aspects that are NOT considered hate speech for our purposes:

– HATE SPEECH AGAINST OTHER TARGETS

– offensive language

– blasphemy

– historical denial

– overt incitement to terrorism

– offense towards public servants and police officers

– defamation

Hate speech against women
Label the tweet as hate speech if it is misogynous against women. A tweet is misog-
ynous if it expresses hating towards women in particular (in the form of insulting,
sexual harassment, threats of violence, stereotype, objectification and negation of
male responsibility).

• Training Sample:
Tweet: ’ New to Twitter – any men on here know what the process is to get ... ’
Label: ’ not hate speech (2)’

4.11 Twitter Complaints (TC)

The Twitter complaints (TC) dataset includes a set of tweets from nine domains (e.g. soft-
ware, transport), which are annotated by whether they contain a certain type of complaint
or not. This dataset contains a training set with 50 examples and 3399 examples for the
test set (Alex et al., 2021). The full instruction given by RAFT to solve this task, along
with a training example and its corresponding class label (label) are shown below:

• Task Instruction:
A complaint presents a state of affairs which breaches the writer’s favorable expec-
tation. Label the tweet text based on whether it contains a complaint.

• Training Sample:
Tweet text: ’ @HMRCcustomers No this is my first job ’
Label: ’ no complaint (2) ’

Finally, Table 1 shows a general overview of all the datasets on the Raft benchmark.
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Dataset Name
Input Train Set Test Set Number of
Type Size Size Classes

ADE Corpus V2 (ADE)
’Sentence’, 50 5000 2
’Label’

Banking77 (B77)
’Query’, 50 5000 77
’Label’

NeurIPS impact statement risks (NIS)

’Paper Title’,
’Paper Link’,

’Impact Statement’ 50 150 2
’ID’,
’Label’

OneStopEnglish (OSE)
’Article’, 50 516 3
’Label’

Overruling (Over)
’Sentence’, 50 2350 2
’Label’

Semiconductor org types (SOT)

’Paper Title’,
’Organization name’, 50 449 3

’Label’

Systematic Review Inclusion (SRI)

’Title’,
’Abstract’
’Authors’, 50 2243 2
’Journal’
’Label’

TAI Safety Research (TAI)

’Title’,
’Abstract Note’

’Url’,
’Publication Year’

’Item Type’ 50 1639 2
’Author’,

’Publication Title’,
’Label’

Terms of Service (ToS)
’Sentence’, 50 5000 2
’Label’

TweetEval Hate (TEH)
’Tweet’, 50 2966 2
’Label’

Twitter Complaints (TC)
’Tweet Text’, 50 3399 2

’Label’

Table 1: Overview of the datasets in the RAFT benchmark
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5 Experimental Setup

This section provides a detailed overview of the pretrained language models we have used
in our approach, we also show the setup, the chosen datasets, and the textual templates
we have made for the hyperparameter tuning process. Then, we describe the applica-
tion of PET-NLI to the RAFT benchmark, where we describe our chosen strategies for
each dataset in order to perform our final experiments. Finally, we present our training
monitoring strategies and the chosen metrics to evaluate the performance of PET-NLI.

5.1 Models

PET-NLI finetune multiple language models for its distillation process, due to this, the
hyperparameter tuning procedure which requires testing multiples values for different pa-
rameters would be very computationally expensive and time demanding. Thus, to reduce
this process, we use a small base variant of RoBERTa (Liu et al., 2020) that has been
pretrained on multiple NLI datasets, making it a suitable model for our hyperparameter
tuning process, the chosen model has been pretrained on SNLI (Bowman et al., 2015) and
MNLI (Williams et al., 2018) . This model was loaded from the Hugging Face library with
the following path: ”cross-encoder/nli-roberta-base”. Once the optimal hyperameters have
been found, for testing our approach on RAFT we use AlBERT (Lan et al., 2020), which
has shown (Schick and Schütze, 2021b; IV et al., 2021) to outperform RoBERTa in regular
and few-shot settings, in addition we use this model to maintain a fair comparison with
the original PET architecture. This model was trained on SNLI (Bowman et al., 2015),
MNLI (Williams et al., 2018), FEVER (Thorne et al., 2018) and ANLI (Nie et al., 2020),
and was loaded from the Hugging Face library with the path: ”ynie/albert-xxlarge-v2-snli-
mnli-fever-anli-R1-R2-R3-nli”. We present a brief description of these models below:

5.1.1 RoBERTa (Robustly Optimized BERT Pre-training Approach)

RoBERTa (Liu et al., 2020) is a large language model developed as a variant of the popular
BERT architecture. At its core, RoBERTa is a transformer-based (Vaswani et al., 2017)
bidirectional model, which means that it uses an encoder made up of multiple layers of
self-attention and feed-forward neural networks. RoBERTA uses the same architecture
of BERT, however its differences come from the training process. First, RoBERTa is
trained for longer, using bigger batch sizes and a larger dataset. Second, it removes the
next sentence prediction objective (NSP) used by BERT during training, this is a binary
classification loss to predict whether two segments of text follows each other, this is done
to force RoBERTa to focus more on language understanding. Finally, it is trained using
dynamic masking with longer input sequences, this means that RoBERTa randomly mask
a portion of the input tokens rather than always masking the same portion like BERT,
allowing the model to learn more robust representations of the input text. All of these
changes led to get better performances in tasks like language understanding and question
answering, achieving state of the art results at the time of its development.

Language Analysis and Processing



Natural Language Inference Models for Few-Shot Text Classification 24/53

5.1.2 AlBERT (A Lite Bert)

AlBERT (Lan et al., 2020) is a bidirectional transformer-based language model, its overall
architecture is similar to RoBERTa and BERT, and it was developed with the goal of
solving the memory issues of training large language models in GPUs and TPUs, thus,
it has a few key differences with the other models. First, it implements factorized em-
bedding parameterization, which is a technique that reduces the number of parameters in
the embedding layer by sharing some of the parameters across multiple tokens. Second,
it implements a technique called cross-layer parameter sharing, which is a technique that
allows sharing the parameters across multiple layers of the encoder, preventing those from
growing when the network gets bigger. The application of both techniques have shown
to reduce the number of parameters for BERT without hurting its performance. On the
other hand, it also implements a self-supervise loss for sentence order prediction, which was
done to address the ineffectiveness of the next sentence prediction loss proposed by BERT.
At the time of its development, AlBERT showed that with these modifications the model
established new state-of-the-art performances on different tasks, beating the performances
obtained by BERT and RoBERTa while having fewer parameters.

5.2 Hyperparamenter Tuning

RAFT is the choosen benchmark to test PET-NLI, however because of its datasets does
not have development and test sets available, it is difficult to directly test our approach
or find the optimal hyparameters for our model. For true few-shot settings, the same
hyperparameter values should ideally achieve good performances across different tasks
(Perez et al., 2021), thus, to tackle this problem we simulate few-shot scenarios using
three other datasets that have their training and evaluation sets available, which makes
it more straigthforward to experiment, test our approach and find the best practices and
hyperparameters for our model, and then later apply those to RAFT. We experiment with
”Yelp Reviews”, ”AG’s news”, and ”Yahoo Question and Answers”, which are datasets that
resemble real-world classification tasks in multiple domains. To perform our experiments
in these datasets, we tried to simulate as much as possible the scenarios that the model
is going to tackle in RAFT. Therefore, for each dataset we generate 3 training sets of 50
examples each, this is done by randomly selecting examples from the original training set,
while ensuring the same number of examples for each class. Additionally, we randomly
take 1,000 unlabeled examples from the original training set, which will be used as the
unlabeled set for the distillation process of PET-NLI. On the other hand, for each dataset
we use the original test sets for evaluation. These datasets will be described in a greater
detail in the following subsections, along with a description of the verbalization process
and the chosen hypotheses templates for each dataset.

Yelp Reviews The Yelp Reviews dataset (Zhang et al., 2015) consist of English text
reviews from the Yelp website. It is used as a benchmark for text classification, where the
task is to predict the rating as a number of stars given by users to a restaurant in a scale
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from 1 to 5. The database has 650,000 training examples in total, 130,000 for each class
(number of stars) and 50,000 examples for testing. For example, a text review with its
corresponding label is given as follows:

• Text Review:”Love this place. Never had a bad meal. Good portions and great
people. Be ready to stand in line.”
Label:5 stars

For using this dataset as input to the NLI models, we define each text review as a
premise, and for the hypotheses we first verbalize each label as follows:

V erbalizations : 1 → terrible, 2 → bad, 3 → okay, 4 → good, 5 → great

Given the verbalizations and due to the distillation process of PET-NLI we define multi-
ple templates for the labels textual descriptions, which are going to be used as hypotheses.
In the case of the given example these templates would be formulated as follows:

• Template 1: ”Inference: The customer thinks this restaurant is great.”

• Template 2: ”Inference: The customer thinks this place is great.”

• Template 3: ”Inference: This place is rated as great.”

Thus, we finetune three NLI models for knowledge distillation, each one using the same
input text review as premise and a different ”Template” for the hypothesis.

AG’s News: AG’s News (Zhang et al., 2015) is a classification dataset obtained from
news articles on the web. The task is to classify each news article in one of the following
categories: World (1), Sports (2), Business (3) and Science/Tech (4), where each news
article is conformed by a headline and a text body. The dataset has 120,000 training
examples in total, 30,000 for each class and 7,600 examples in the test set. An example of
a news article and its label is shown below:

• Text Review:”Car prices down across the board. The cost of buying both new and
second hand cars fell sharply over the past five years.”
Label: 3

Due to the use of NLI models, we define each text review as a premise, and for the
hypotheses we first verbalize each label as follows:

V erbalizer : 1 → World, 2 → Sports, 3 → Business, 4 → Tech

Given the verbalizations and due to the distillation process of PET-NLI we define multi-
ple templates for the labels textual descriptions, which are going to be used as hypotheses.
In the case of the given example these templates would be formulated as follows:
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• Template 1: ”Inference: The topic of this article is Business.”

• Template 2: ”Inference: The category of this article is Business.”

• Template 3: ”Inference: This article is related to Business.”

Similar to ”Yelp”, we finetune three NLI models for knowledge distillation, each one
using the same input text review as premise and a different ”Template” for the hypothesis.

Yahoo Questions and Answers: The Yahoo Answers dataset (Zhang et al., 2015) is
a text classification dataset that contains three different fields: ’question title’, ’question
content’ and ’best answer’. For our work, just the ’question title’ and the ’best answer’ are
used. The task consists in classifying those fields among 10 categories, including Society
and Culture (0), Science and Mathematics (1), Health (2), Education and Reference (3),
Computers and Internet (4), Sports (5), Business and Finance (6), Entertainment and
Music (7), Family and Relationships (8), Politics and Government (9) . It has 1,400,000
training examples in total, with 140,000 for each class, and 60,000 examples for testing.
An example of a question title, the best answer and its label is shown below:

• Question Title:”Why does not an optical mouse work on a glass table?”
Best Answer: Optical mice use an LED and a camera to rapidly capture images
of the surface beneath the mouse. The information from the camera is analyzed by a
DSP and used to detect imperfections in the underlying surface ......
Label: 4

Similar to the other databases, we define each text review as a premise, and for the
hypotheses we first verbalize each label as follows:

V erbalizer : 0 → Society, 1 → Science, 2 → Health, 3 → Education, 4 → Computers

5 → Sports, 6 → Business, 7 → Entertainment, 8 → Relationship, 9 → Politics

Given the verbalizations and due to the distillation process of PET-NLI we define multi-
ple templates for the labels textual descriptions, which are going to be used as hypotheses.
In the case of the given example these templates would be formulated as follows:

• Template 1: ”Inference: The topic of this question is Business.”

• Template 2: ”Inference: The category of this question is Business.”

• Template 3: ”Inference: This question is related to Business.”

Thus, we finetune three NLI models for the distillation process, each one using the
same input text review as premise and a different ”Template” for the hypothesis.
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5.2.1 Setup

As shown in previous sections, PET-NLI fine-tune multiple NLI models for its distilla-
tion process, and then use the ensemble of finetune models to annotate an unlabeled
set of examples, which creates a bigger dataset where an standard classifier is trained
to perform text classification. In order to find the optimal hyperparameters for the NLI
models and the final classifier, we first focus on the learning rate, where we test the fol-
lowing values {1 · 10−4, 5 · 10−4, 1 · 10−5, 5 · 10−5, 1 · 10−6}, then we test the training steps
{25, 50, 100, 150, 200}, and finally with the batch size {2, 4, 8, 16, 32}. As we first start
finding the optimal values for the learning rate, we set the default values for the training
steps in 100 and the batch size in 16. Thus, we change each hyperparameter independently,
keeping the rest at their default values. We change the learning rates and batch sizes si-
multaneously for the individual NLI models and the final classifier , on the other hand,
the number of training steps is varied only for the individual NLI models, while for the
classifier we use 1000 training steps. For finetuning the models we use ”run-glue.py” found
at ”github.com/huggingface/transformers/tree/main/examples/pytorch/text-classification”, with
standard model parameters, weight decay=0.01, adam beta=0.9, adam beta2=0.98, adam
epsilon= 1e−6. Given that we create three training sets per dataset, we repeat all of our ex-
periments for all of them using a different seed for each one and report average performance
(The individual performances are shown in annexes).

5.3 Experiments on RAFT

Once we have found the optimal hyperparameter values for our model , we test our approach
on RAFT. To apply PET-NLI on this benchmark we follow a similar setup to the one used
during hyperparameter tuning. In general, for the NLI models we use the same input
sentences given in each dataset as premises, and as hypotheses we use textual descriptions
of the labels, similar to PET and due to the distillation process, we define two types of
templates, a simple and a complex one, the first uses a simple textual description using the
verbalization of the label, and the second one uses the same textual description but at the
beginning of it we append the task instruction given for each dataset, the motivation behind
using a task description in the complex template is that we aim the model could better
understand the task at hand, give a better performance, and provide a better contribution
in the distillation process. It should be emphasized that similar to PET we make some
changes to the original task instructions of SRI, TAI, ToS and TEH due to their complexity.
Our approach is described for each dataset in greater detail below:

• Adverse Drug Effects Corpus V2 (ADE): Ade corpus V2 is a binary classifica-
tion task (Ade-related, Ade-not-related), therefore, we use a hypothesis template for
only one class, in this case for the ”Ade-related” class, thus if the NLI model predicts
an entailment relationship the ”Ade-related” class will be selected if not the ”Ade-
not-related” class will be the chosen one, and for the premise, we use the ’sentence’
given in the input examples. Our templates for this dataset are shown below:
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1. Simple Template
Premise: sentence
Hypothesis: ’ Inference: This sentence is related to an adverse drug effect.’

2. Complex Template
Premise: sentence
Hypothesis: Task Instruction.’Inference: This text is related to an adverse
drug effect.’

• Banking 77: This dataset has multiples classes (e.g. change pin, declined transfer,
verify my identity), therefore for PET-NLI, we use a different hypothesis for each
class, and for the premise we use the ’query’ given in the input examples, thus,
the premise-hypothesis pair that gets the higher entailment probability will be the
selected one to make a prediction. Our chosen templates for an excerpt of all classes
are shown below:

1. Simple Template
Premise: query
Hypothesis:’ Inference: The correct category for this query is change pin.’

Premise: query
Hypothesis:’ Inference: The correct category of this query is declined transfer.’

.........

2. Complex Template
Premise: Query
Hypothesis: Task Instruction.’Inference: The correct category for this query
is change pin.’

Premise: Query
Hypothesis: Task Instruction.’Inference: The correct category of this query is
declined transfer.’

.........

• NeurIPS impact statement risks (NIS): NIS is a dataset for binary classification
(harmful-application, not-harmful application), therefore, we only use a hypothesis
template for one class, in this case for the ”harmful-application” class, if the NLI
model predicts an entailment relationship, the ”harmful-application” class will be
selected if not, the ”not-harmful-application” class will be the chosen one. For the
premise we only use the ’Impact Statement’ field given in the input examples. Our
selected templates for this dataset are shown below:

1. Simple Template
Premise: Impact Statement
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Hypothesis: ’Inference: This impact statement mentions a harmful applica-
tion.’

2. Complex Template
Premise: Impact Statement
Hypothesis: Task Description.’Inference: This impact statement mentions a
harmful application.’

• One Stop English (OSE): OSE has three classes, for PET-NLI we set the premise
as the field ’article’ given in the input example, and due to it has multiple classes we
set a different hypothesis for each class, thus the premise-hypothesis pair that gets
the higher entailment probability will be the selected one to make a prediction. Our
chosen templates for all classes are shown below:

1. Simple Template
Premise: article
Hypothesis: ’ Inference: The level of this article is advanced. ’

Premise: article
Hypothesis: ’ Inference: The level of this article is elementary. ’

Premise: article
Hypothesis: ’ Inference: The level of this article is intermediate. ’

2. Complex Template
Premise: article
Hypothesis: Task Description.’Inference: The level of this article is advanced.’

Premise: article
Hypothesis: Task Description.’Inference: The level of this article is elemen-
tary.’

Premise: article
Hypothesis: Task Description.’Inference: The level of this article is interme-
diate.’

• Overruling: Overruling is a dataset for binary classification (overruling, not over-
ruling), therefore, we only use a hypothesis template for one class, in this case for
the ”overruling” class, thus if the NLI model predicts an entailment relationship the
”overruling” class will be selected, if not the ”not-overruling” class will be the chosen
one. For the premise we use the field ’sentence’ given in the input examples. Our
selected templates are shown below:

1. Simple Template
Premise: Impact Statement
Hypothesis: ’ Inference: This sentence is overruling.’
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2. Complex Template
Premise: Impact Statement
Hypothesis: Task Description.’Inference: This sentence is overruling.’

• Semiconductor org types (SOT) The SOT dataset has three classes (Company,
Research Institute, University), therefore we set a different hypothesis for each class,
and for the premise in this case we make two descriptions, for the first one we append
the ’Paper title’ (x1) and the ’Organization name’ (x2) fields given in the input
example, and in the second one, we invert the order, we first put the ’Organization
name’ (x2) and then append the ’Paper title’ (x1) field, as it is shown below:

1. Simple Template
Premise: Organization name: x1 Paper Title: x2

Hypothesis: ’ Inference: The category of the institution is Company. ’

Premise: Organization name: x1 Paper Title: x2

Hypothesis: ’ The category of the institution is Research-Institute. ’

Premise: Organization name: x1 Paper Title: x2

Hypothesis: ’ The category of the institution is University. ’

Premise: Paper Title: x2 Organization name: x1

Hypothesis: ’ Inference: The category of the institution is Company. ’

Premise: Paper Title: x2 Organization name: x1

Hypothesis: ’ The category of the institution is Research-Institute. ’

Premise: Organization name: x2 Organization name: x1

Hypothesis: ’ The category of the institution is University. ’

2. Complex Template
Premise: Organization name: x1 Paper Title: x2

Hypothesis: Task Description.’Inference: The category of the institution is
Company.’

Premise: Organization name: x1 Paper Title: x2

Hypothesis: Task Description.’Inference: The category of the institution is
Research-Institute.’

Premise: Organization name: x1 Paper Title: x2

Hypothesis: Task Description.’Inference: The category of the institution is
University. ’
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Premise: Paper Title: x2 Organization name: x1

Hypothesis: Task Description. ’ Inference: The category of the institution is
Company. ’

Premise: Paper Title: x2 Organization name: x1

Hypothesis: Task Description. ’ The category of the institution is Research-
Institute. ’

Premise: Paper Title: x2 Organization name: x1

Hypothesis: Task Description. ’ The category of the institution is University.’

• Systematic Review Inclusion (SRI): SRI is a dataset for binary classification
(included, not-included), therefore, we only use a hypothesis template for one class,
in this case for the ”included” class, thus if the NLI model predicts an entailment
relationship the ”included” class will be selected, if not the ”not-included” class will
be the chosen one. For the premise, in this case we append three fields given in
the input example, the ’Title’, ’Abstract’, and ’Journal’. In this dataset we briefly
modify the task description, this is shown below along with the selected templates.

- Modified Task Description: Identify whether this paper should be included
in a meta-review which includes the findings of systematic reviews on interventions
designed to promote charitable donations. Included reviews should describe monetary
charitable donations, assess any population of participants in any context, and be peer
reviewed and written in English. They should not report new data, be nonsystematic
reviews, consider cause-related marketing or other kinds of prosocial behaviour.

1. Simple Template
Premise: Title: x1 Abstract: x2 Journal: x3

Hypothesis: ’Inference: This paper should be included in a meta-review which
includes the findings of systematic reviews on interventions designed to promote
charitable donations’

2. Complex Template
Premise: Title: x1 Abstract: x2 Journal: x3

Hypothesis: Task Description.’Inference: This paper should be included in a
meta-review which includes the findings of systematic reviews on interventions
designed to promote charitable donations’

• TAI safety research (TAI): The TAI dataset has two classes (Tai-safety-research,
not-TAI-safety-research), therefore, we only use a hypothesis template for one class,
in this case for the ”Tai-safety-research” class, thus if the NLI model predicts an
entailment relationship, the ”Tai-safety-research” class will be selected if not, the
”not-TAI-safety-research” class will be the chosen one. For the premise we concate-
nate the fields of ’Title’ x1 and ’Abstract’ x2 given in the input example. In this
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dataset we briefly modify the task description, which is shown below along with our
selected templates:

- Modified Task Description:Transformative AI (TAI) is defined as AI that pre-
cipitates a transition comparable to (or more significant than) the agricultural or
industrial revolution. Label a paper as ”TAI safety research” if: 1. The contents
of the paper are directly motivated by, and substantively inform, the challenge of
ensuring good outcomes for TAI, 2. There is substantive content on AI safety, not
just AI capabilities, 3. The intended audience is the community of researchers, 4. It
meets a subjective threshold of seriousness/quality, 5. Peer review is not required.

1. Simple Template
Premise: Title: x1 Abstract: x2

Hypothesis: ’Inference: This paper is a TAI safety research paper.’

2. Complex Template
Premise: Title: x1 Abstract: x2

Hypothesis: Task Description.’Inference: This paper is a TAI safety research
paper.’

• Terms of Service (ToS): ToS is a dataset with two classes (potentially-unfair, not-
potentially-unfair), thus, for our approach we only use a hypothesis template for one
class, in this case for the ”potentially-unfair” class, thus if the NLI model predicts
an entailment relationship, the ”potentially-unfair” class will be selected if not, the
”not-potentially-unfair” class will be the chosen one. For the premise we use the field
’sentence’ given in the input example. For this dataset we also briefly modify the
task description, this is shown below along with our selected templates:

- Modified Task Description: Label the sentence from a Terms of Service based
on whether it is potentially unfair. If it seems clearly unfair, mark it as potentially
unfair. According to art. 3 of the Directive 93/13 on Unfair Terms in Consumer
Contracts, a contractual term is unfair if: 1) it has not been individually negotiated;
and 2) contrary to the requirement of good faith, it causes a significant imbalance in
the parties rights and obligations, to the detriment of the consumer.

1. Simple Template
Premise: Sentence
Hypothesis: ’Inference: This sentence is potentially unfair.’

2. Complex Template
Premise: Sentence
Hypothesis: Task Description.’Inference: This sentence is potentially unfair.’

• TweetEval Hate (TEH): TEH is a dataset for a binary classification (hate-speech,
not-hate-speech), thus, we only use a hypothesis template for one class, in this case
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for the ”hate-speech” class, thus if the NLI model predicts an entailment relationship
the ”hate-speech” class will be selected if not the ”not-hate-speech” class will be the
chosen one. For the premise we use the field ’Tweet’ given in the input example. In
this dataset we also briefly modify the task description, this is shown below along
with the selected templates for this dataset:

- Modified Task Description: Label whether the following tweet contains hate
speech against either immigrants or women. Hate Speech (HS) is commonly defined
as any communication that disparages a person or a group on the basis of some
characteristic such as race, color, ethnicity, gender, sexual orientation, nationality,
religion, or other characteristics.

1. Simple Template
Premise: Tweet
Hypothesis: ’Inference: This tweet contains hate speech against either immi-
grants or women.’

2. Complex Template
Premise: Tweet
Hypothesis: Task Description.’Inference: This tweet contains hate speech against
either immigrants or women.’

• Twitter Complaints (TC): The TC dataset has two classes (complaint, no com-
plaint), thus, for our approach we only use a hypothesis template for one class, in
this case for the ”complaint” class, thus if the NLI model predicts an entailment
relationship, the ”complaint” class will be selected if not, the ”no-complain” class
will be the chosen one. For the premise we use the field ’Tweet text’ given in the
input example. Our selected templates are shown below:

1. Simple Template
Premise: Tweet text
Hypothesis: ’Inference: This tweet contains a complaint.’

2. Complex Template
Premise: Tweet text
Hypothesis: Task Description.’Inference: This tweet contains a complaint.’

5.4 Training Monitoring

As shown in (Perez et al., 2021; Devlin et al., 2019) finetuning pretrained language models
with small training sets can be unstable, which usually led to poor performances. Therefore
to detect those finetuning issues, we monitor the performance of training runs by evaluating
the accuracy on the training set. A training run is considered unsuccessful if the accuracy
is below 50%. As it is common to achieve 100% accuracy when finetuning with up to
50 examples, a lower accuracy is a signal of an unsuccessful fine-tuning process. If this
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situation occurs we restart training using a different seed or increasing the training steps.
This will be described in a greater detail in section 6.2.

5.5 Metrics

For evaluating our models we use two type of metrics, first, for the hyperparameter tuning
process we use the ’Accuracy’ metric and for the evaluation on RAFT we use ’F1-score’,
which is the metric used by the benchmark for comparison. These metrics are described
in greater detail in the following subsections:

5.5.1 Accuracy

In classification tasks, accuracy is defined as the fraction of examples that were correctly
predicted by a certain model. It is defined as the number of correct predictions divided
by the total number of examples. For binary classification tasks, this metric could be
represented as:

Accuracy = TP+TN
TP+TN+FP+FN

Where:
TP: Is the number of instances that are correctly classified as positive by the model.
TN: Is the number of instances that are correctly classified as negative by the model.
FP: Is the number of instances that are incorrectly classified as positive by the model.
FN: Is the number of instances that are incorrectly classified as negative by the model.

5.5.2 F1-Score

The F1-score is a measure of a model’s accuracy that takes into account both precision
and recall. It is defined as the harmonic mean of precision and recall and is represented as
follows:

F1 − score = 2 ∗ Precision·Recall
Precision+Recall

Where:

Precision measures how well the model avoids false positives and is represented as:

Precision = TP
TP+FP

Recall measures how well the model finds all the positive instances, is represented as:

Recall = TP
TP+FN

The F1-score is a balance between precision and recall, and is commonly used as a metric
for evaluating the performance of classification models. A high F1-score indicates that the
model has a high level of both precision and recall, while a low F1-score indicates that the
model needs improvement in at least one of these areas. The F1-score is particularly useful
in cases where the class distribution is imbalanced, or when the cost of false positives and
false negatives are not equal.
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6 Experiments and Results

In this section we show the experiments done to evaluate this approach and to find the
optimal hyperparameters for PET-NLI. Then, we show our experiments using the eleven
datasets of the RAFT benchmark, as well as a detail overview and discussion of our findings.

6.1 Hyperparameter tuning in few-shot settings

In order to obtain the optimal hyperparameters for PET-NLI we simulate true few-shot
scenarios using ”Yelp Reviews”, ”AG’s News” and ”Yahoo Question and Answers”, with
these datasets we also aim to investigate the effectiveness of PET-NLI. Thus, as shown
in the experimental setup we define three different training sets and hypothesis templates
for each dataset, therefore we perform our experiments and report average performance
from three individual NLI models, each one using a different hypothesis template for each
training set, and from PET-NLI that combines the three NLI models using a distillation
process. Table 2, 3 and 4 show our experiments for both approaches using different values
for learning rate, batch size and training steps respectively (These tables show the average
performance for all the NLI models, the individual performances for each template and
training set are shown in annexes). In addition, Figure 6 shows these performances in
graphs to show a clearer comparison between PET-NLI and the individual NLI models.

Individual NLI Models PET-NLI

Datasets 1 · 10−4 5 · 10−4 1 · 10−5 5 · 10−5 1 · 10−6 1 · 10−4 5 · 10−4 1 · 10−5 5 · 10−5 1 · 10−6

AG’s 82.54 24.93 80.40 84.84 70.14 84.59 25.89 82.0 87.04 72.23

Yelp 36.25 24.41 41.68 43.37 35.31 38.80 26.84 43.89 46.50 38.50

Yahoo 66.81 46.28 67.44 71.33 62.58 68.09 48.32 69.76 72.85 64.68

Table 2: Average performance using different learning rate values.

Individual NLI Models PET-NLI

Datasets 25 50 100 150 200 25 50 100 150 200

AG’s 81.53 83.87 84.84 84.56 84.06 85.52 86.02 87.04 86.85 86.95

Yelp 41.74 42.35 43.37 44.51 44.74 43.74 45.35 46.50 46.70 46.99

Yahoo 67.27 70.41 71.33 71.23 71.01 70.01 72.17 72.85 72.38 72.74

Table 3: Average performance using different training steps.

Individual NLI Models PET-NLI

Datasets 2 4 8 16 32 2 4 8 16 32

AG’s 76.18 80.95 83.93 84.84 82.53 77.86 83.47 86.31 87.04 84.61

Yelp 29.89 32.54 35.62 43.37 43.08 31.88 35.21 38.33 46.50 45.24

Yahoo 62.50 66.81 69.05 71.33 71.34 65.57 68.63 70.96 72.85 72.81

Table 4: Average performance using different batch sizes.
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Figure 6: Comparison of performance of PET-NLI (solid lines) and individual NLI models
(dotted lines) for different values of learning rate, training steps and batch sizes respectively.
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6.1.1 Results

Tables 2, 3 and 4 show the best model performance in bold and the best dataset perfor-
mance is underlined. Overall, it can be seen that PET-NLI outperforms the individual NLI
models in all cases by an average of 2.2% in accuracy , which shows that using knowledge
distillation is effective to combine models that use multiple templates, along with the cre-
ation of a bigger dataset from unlabeled examples to perform text classification. Thus, the
use of different sources of information and bigger datasets shows to be beneficial for getting
better performances, therefore, it appears that by either using masked language models
in the case of the original PET architecture or NLI models in the case of PET-NLI this
training procedure outperforms individual models in text classification. In addition, ana-
lyzing the performances on the three datasets, the best results are obtained for AG-News,
followed by Yahoo, and lastly Yelp with the worst overall performances. An intuition of
why the models obtain poor performances on Yelp could be due to the difficulty on the
closeness of its classes (e.g good and great), contrary to AG and Yahoo that have more
exclusive ones (e.g Business and Health, Tech and Sports) in addition, in these datasets
many examples mention the actual class in its input text, facilitating the classification task
in these cases.

Regarding finding the optimal hyperparameters for PET-NLI, the learning rate values
of 1 · 10−5 and 5 · 10−5 get the best performances, where 5 · 10−5 gives slightly better
results. On the other hand, the training steps show a performance relatively stable across
all the tested values, however using 100 training steps is enough to get a good performance.
Finally, the batch size values also show a relative stable behaviour except in Yelp, in all
datasets, a batch size of 16 provides the best results. Among all hyperparameters, it can
be seen that learning rate has the bigger influence in performance, due to it appears to be
more sensitive to change, while the training steps and batch sizes show to have less impact,
being more stable across different values.

6.2 PET-NLI for RAFT

After finding the optimal hyperparameters, we use our insights to apply PET-NLI to the
eleven datasets of the RAFT benchmark. However, for this we make the following changes:

• Models: In order to maintain a fair comparision with the original architecture of
PET, we use AlBERT (ynie/albert-xxlarge-v2-snli-mnli-fever-anli-R1-R2-Rt3-nli) in-
stead of RoBERTA (cross-encoder/nli-roberta-base) for our experiments, even though
RoBERTA is faster to train, AlBERT has shown to get better performances in few-
shot scenarios (Schick and Schütze, 2021b; IV et al., 2021).

• Training Steps and Monitoring: Overall, we train the final classifier using 1000
training steps, however in cases where the unlabeled set has more than 4,000 examples
we increase the training process to 2000 training steps, otherwise the models do not
achieve good performances. There were cases while monitoring the training runs that
models using the ToS and OSE datasets showed to be underfitted, and changing
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Method ADE B77 NIS OSE Over SOT SRI TAI ToS TEH TC Avg

GPT-2 60.0 12.1 56.1 24.5 49.8 38.0 49.2 61.2 49.8 31.1 72.3 45.8

GPT-Neo 45.2 14.9 40.8 34.3 68.2 40.6 49.3 60.5 56.5 55.4 63.6 48.1

AdaBoost 54.3 02.3 62.6 47.5 83.8 45.5 50.6 55.6 56.0 44.3 62.5 51.4

snlt 60.3 24.8 58.5 30.2 83.1 33.6 49.2 62.6 54.0 44.9 79.1 52.8

GPT-3 68.6 29.9 67.9 43.1 93.7 76.9 51.6 65.6 57.4 52.6 82.1 62.7

SetFit 72.6 53.8 87.2 52.1 90.7 68.2 49.3 62.8 62.0 53.2 83.7 66.9

PET 82.2 59.3 85.7 64.6 90.8 81.6 49.3 63.8 57.6 48.3 82.4 69.6

PET-NLI 78.9 61.9 59.0 35.9 92.8 75.7 49.3 63.8 62.4 50.0 81.4 64.6

Human-Baseline 83.0 60.7 85.7 64.6 91.7 90.8 46.8 60.9 62.7 72.2 89.7 73.5

Table 5: F1 macro scores of PET-NLI and other baselines on the RAFT benchmark.
The highest performing model is highlighted in bold, and the best overall performance
(including human annotators) is underlined. The last column indicates the average perfor-
mance across all eleven datasets. These baselines are taken from the RAFT leaderboard
(https://huggingface.co/spaces/ought/raft-leaderboard)”

only the training seed did not solved the issue, in these cases doubling the number of
training steps solved the problem. On the other hand, the SRI dataset also showed
this issue along with constant predictions, however in this case this was not solved,
because it was produced due to the imbalance of its training set, where out of 50
training examples only one of them had a different label than the rest, thus in this
case we did not performed any further analysis.

6.2.1 Results and Discussion

Table 5 shows the performance of PET-NLI along with other baselines in the eleven datasets
of the RAFT benchmark. Overall, PET-NLI does not outperform PET in the total average
performance, obtaining five points less of average F1-score, however it achieves a higher
performance in four tasks, which are B77, Over, ToS, and TEH, by 2.6, 2.8, 4.8 and 2.3
points respectively, furthemore, it obtains an equal performance on TAI and SRI.

While it is successful on those tasks, PET-NLI performs poorly compared to PET on
NIS and OSE, which are classified for RAFT as long input tasks, meaning that, these
datasets require reasoning over long input texts, thus, the limited context window used
by models like AlBERT could be a contributing factor of this performance. In the case of
OSE, this poor performance was expected, due to the high instability showed by the NLI
models during the finetuning process, which was solved by trying multiple training seeds
until the models show an adequate training behavior. While with NIS, this was not the
case, with this task the models were trained without any issues. On the other hand, it
should be noted that if we take out those datasets (NIS, OSE), PET-NLI would slightly
outperform PET with an average performance of 68.46 vs 68.36 respectively, however, note
that the difference might not be statistically significant.
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When it is compared to the other baselines, PET-NLI outperforms bigger models like
GPT-3 (Brown et al., 2020), but achieves less performance than SetFit (Tunstall et al.,
2022). On the other hand, in the case of human performance, PET-NLI outperforms this
baseline in B77, Over, SRI, TAI, by 1.2, 1.1, 2.5 and 2.9 points of F1-score and achieves
almost the same performance on ToS. Overall, our approach performs well (compared to
the other baselines) on tasks that require domain expertise like ADE, TAI, Over and
ToS, as well as surprisingly well in tasks with a lot of classes like B77, where even though
it did not observe all the classes during training, it obtains a good performance in the test
set, showing a good generalization of its knowledge to unseen classes. On the other hand,
it performs poorly on tasks that require using long input texts like NIS, OSE, SRI and
TAI. A clearer comparison between PET-NLI, PET and the Human Baseline can be seen
in the following figure:

Figure 7: Comparison of performance for RAFT between PET-NLI, PET and the Human
Baseline.
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7 Conclusions

This work is developed with the aim of testing NLI models to perform few-shot text clas-
sification. Specifically, I build PET-NLI, an approach that combines textual instructions
with example-based finetuning. Unlike the original PET architecture which uses masked
language models trained with prompt-based methods, I use pretrained NLI models which
use premises and hypotheses as input to perform text classification. Also, taking inspi-
ration from (Yin et al., 2019; Wang et al., 2021), which show that when pivoting tasks
as entailment problems PLMs show to be very effective few-shot learners, we test our
approach on true few-shot scenarios presented in the RAFT benchmark.

Regarding our experimental phase, we first use three other english datasets to find the
optimal hyperparameters for PET-NLI, verify the effectiveness of the training procedure,
and compare its performance against individual NLI models. For this purpose, we use the
input texts of each dataset as premises and label textual descriptions as hypotheses, thus,
we get an entailment prediction when a premise entails a given hypothesis that represents
a certain label, performing in this way text classification. In these scenarios, PET-NLI
outperforms the individual NLI models, showing the effectiveness of its architecture and
training procedure, to use knowledge distillation and combine the information of multiple
label textual descriptions (hypotheses), while individual NLI models are restricted to use
only one. As a result, the use of PET-NLI can facilitate the use of hypotheses templates in
few-shot settings, avoiding the hard task of trying to find only one that could give a good
performance in scenarios with small training sets.

Once we have verified our approach and found the optimal hyperparameters, we apply
PET-NLI to RAFT. For this benchmark, regarding the input of the model (premises-
hypotheses) we applied the same strategies as our first experimental setup, on the other
hand, we change the pretrained language model and make some individual changes on
certain datasets regarding the number of training steps of the final classifier. As a result of
our experiments, we saw that PET-NLI does not outperform the original PET architecture
in the final average performance, however, our approach gets a better or equal performance
in 6 out of 11 tasks of RAFT. On the other hand, we show that PET-NLI specifically
does not perform well on tasks that use long input texts, mainly in OSE and NIS, and
if those are taken out, our approach would slightly outperform PET. Overall, due to
our approach uses the same architecture and training procedure as PET, but it changes
the type of pretrained language model, we can conclude that in true few-shot scenarios,
masked language models trained with prompt-based methods outperform NLI models that
use premises and hypotheses as input for text classification. On the other hand, when
our approach was compared to bigger architectures like GPT-2 and GPT-3, it showed to
get better performances, however it does not outperform others like SetFit. Regarding
the human baseline, PET-NLI does not get a better total average performance, but it
outperforms this baseline in 4 out of 11 tasks and gets equal performance on 1 task.

Thus, our experimental results show that despite using a different type of models,
the benefits of the architecture and training procedure is the same for PET and PET-
NLI, mainly demonstrating its efficiency in scenarios with small training sets, showing
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that getting good performances is possible without the need of large datasets to perform
hyperparameter tuning or find the optimal textual inputs for the model. However, in our
approach it is especially difficult to recast as entailment problems tasks that have a lot of
classes like B77, because with this approach we need a hypothesis for each class, which
implies that for cases like B77 that has 77 classes, the model during testing has to evaluate
77 hypotheses, making this a very inefficient and time-demanding process to evaluate each
example, as well as it creates huge testing sets that could be hard to save and use in certain
settings. Therefore, it could be considered that this approach of using NLI models for text
classification would be an easy and efficient approach only on binary tasks.

As future work, I consider that it would be interesting to train NLI models using sliding
attention windows like the ones proposed by Birbird (Zaheer et al., 2020) or Longformer
(Beltagy et al., 2020), which would allow the model to use bigger contexts that just 512
tokens, in this way the model could obtain better performances in tasks that require
reasoning over long input texts. On the other hand, I believe that is important to create a
more efficient way of using NLI models for classification tasks with many classes in order
to make the approach more efficient and applicable.
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A ANNEXES

This section shows the individual performances of the NLI models for AG NEWS, YELP
AND YAHOO Questions and Answers, with different values of learning rates, training
steps, and batch sizes. The following tables show the best performances in bold.

A.1 AG NEWS Hyperparameters

- Template 1: ”The topic of this article is .”

Learning Rates

Training Runs 1 · 10−4 5 · 10−4 1 · 10−5 5 · 10−5 1 · 10−6

Training Set 1 - Seed 0 82.88 26.39 81.11 84.07 71.32

Training Set 2 - Seed 12 80.68 28.69 81.50 85.0 69.09

Training Set 3 - Seed 24 83.69 27.45 79.21 85.30 73.34

Table 6: AG accuracy values (%) using different learning rates and the first template.

Training Steps

Training Runs 25 50 100 150 200

Training Set 1 - Seed 0 83.03 85.10 84.07 83.64 84.04

Training Set 2 - Seed 12 80.97 83.22 85.0 85.63 84.90

Training Set 3 - Seed 24 81.32 83.03 85.30 84.67 83.85

Table 7: AG accuracy values (%) using different training steps and the first template.

Batch Size

Training Runs 2 4 8 16 32

Training Set 1 - Seed 0 77.59 81.0 84.93 84.07 83.40

Training Set 2 - Seed 12 76.42 82.38 84.39 85.0 85.47

Training Set 3 - Seed 24 75.13 80.45 84.46 85.30 82.04

Table 8: AG accuracy values (%) using different batch sizes using the first template.

- Template 2: ”The category of this article is .”

Learning Rates

Training Runs 1 · 10−4 5 · 10−4 1 · 10−5 5 · 10−5 1 · 10−6

Training Set 1 - Seed 0 84.51 23.42 78.56 85.31 70.0

Training Set 2 - Seed 12 81.85 24.0 80.59 85.50 67.17

Training Set 3 - Seed 24 84.11 25.34 79.27 85.68 71.43

Table 9: AG accuracy values (%) using different learning rates and the second template.

Language Analysis and Processing



Natural Language Inference Models for Few-Shot Text Classification 49/53

Training Steps

Training Runs 25 50 100 150 200

Training Set 1 - Seed 0 83.89 85.43 85.31 83.93 84.28

Training Set 2 - Seed 12 81.48 84.69 85.50 85.53 85.72

Training Set 3 - Seed 24 81.67 83.77 85.68 85.42 84.82

Table 10: AG accuracy values (%) using different training steps and the second template.

Batch Size

Training Runs 2 4 8 16 32

Training Set 1 - Seed 0 75.21 80.35 80.77 85.31 83.35

Training Set 2 - Seed 12 77.32 82.64 84.65 85.50 82.56

Training Set 3 - Seed 24 76.54 79.26 84.12 85.68 81.45

Table 11: AG accuracy values (%) using different batch sizes using the second template.

- Template 3: ”This article is related to .”

Learning Rates

Training Runs 1 · 10−4 5 · 10−4 1 · 10−5 5 · 10−5 1 · 10−6

Training Set 1 - Seed 0 81.63 22.46 81.88 83.38 69.63

Training Set 2 - Seed 12 80.33 23.67 81.34 84.27 66.75

Training Set 3 - Seed 24 83.27 23.01 80.25 85.12 72.61

Table 12: AG accuracy values (%) using different learning rates and the third template.

Training Steps

Training Runs 25 50 100 150 200

Training Set 1 - Seed 0 82.51 83.25 83.38 84.71 83.43

Training Set 2 - Seed 12 78.59 83.06 84.27 83.02 84.11

Training Set 3 - Seed 24 80.39 83.34 85.12 84.53 84.92

Table 13: AG accuracy values (%) using different training steps and the third template.

Batch Size

Training Runs 2 4 8 16 32

Training Set 1 - Seed 0 76.13 81.46 84.94 83.38 82.46

Training Set 2 - Seed 12 75.71 80.35 83.56 84.27 83.77

Training Set 3 - Seed 24 75.65 80.72 83.62 85.12 80.32

Table 14: AG accuracy values (%) using different batch sizes using the third template.
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A.2 YELP Hyperparameters

- Template 1: ”The customer thinks this restaurant is .”

Learning Rates

Training Runs 1 · 10−4 5 · 10−4 1 · 10−5 5 · 10−5 1 · 10−6

Training Set 1 - Seed 0 32.60 20.09 38.92 46.97 32.67

Training Set 2 - Seed 12 31.77 25.43 40.60 43.32 34.35

Training Set 3 - Seed 24 31.50 23.21 42.38 44.45 33.99

Table 15: Yelp accuracy values (%) using different learning rates and the first template.

Training Steps

Training Runs 25 50 100 150 200

Training Set 1 - Seed 0 42.36 44.29 46.97 45.98 46.63

Training Set 2 - Seed 12 42.35 37.67 43.32 45.32 44.25

Training Set 3 - Seed 24 40.67 42.45 44.45 44.12 45.42

Table 16: Yelp accuracy values (%) using different training steps and the first template.

Batch Size

Training Runs 2 4 8 16 32

Training Set 1 - Seed 0 30.73 33.23 35.90 46.97 46.23

Training Set 2 - Seed 12 30.18 33.62 34.26 43.32 44.32

Training Set 3 - Seed 24 28.61 31.31 34.67 44.45 44.61

Table 17: Yelp accuracy values (%) using different batch sizes using the first template.

- Template 2: ”The customer thinks this place is .”

Learning Rates

Training Runs 1 · 10−4 5 · 10−4 1 · 10−5 5 · 10−5 1 · 10−6

Training Set 1 - Seed 0 40.04 22.65 42.67 42.51 39.91

Training Set 2 - Seed 12 35.67 26.12 40.56 37.65 36.52

Training Set 3 - Seed 24 30.77 24.67 42.91 40.57 35.52

Table 18: Yelp accuracy values (%) using different learning rates and the second template.

Training Steps

Training Runs 25 50 100 150 200

Training Set 1 - Seed 0 42.73 44.50 42.51 45.75 44.62

Training Set 2 - Seed 12 41.45 40.54 37.65 43.12 44.52

Training Set 3 - Seed 24 40.56 44.63 40.57 43.56 43.78
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Batch Size

Training Runs 2 4 8 16 32

Training Set 1 - Seed 0 29.56 33.77 42.37 42.51 42.51

Training Set 2 - Seed 12 30.84 34.22 35.65 37.65 39.35

Training Set 3 - Seed 24 29.71 31.17 33.51 40.57 39.35

Table 19: Yelp accuracy values (%) using different batch sizes using the second template.

- Template 3: ”This place is rated as .”

Learning Rates

Training Runs 1 · 10−4 5 · 10−4 1 · 10−5 5 · 10−5 1 · 10−6

Training Set 1 - Seed 0 40.62 23.44 42.20 45.70 37.76

Training Set 2 - Seed 12 40.23 23.86 41.53 44.34 36.46

Training Set 3 - Seed 24 43.06 27.32 43.43 44.34 36.46

Table 20: Yelp accuracy values (%) using different learning rates and the third template.

Training Steps

Training Runs 25 50 100 150 200

Training Set 1 - Seed 0 43.25 39.29 45.70 44.63 44.89

Training Set 2 - Seed 12 42.56 44.18 44.82 44.54 43.73

Training Set 3 - Seed 24 39.56 43.67 44.34 43.64 44.94

Table 21: Yelp accuracy values (%) using different training steps and the third template.

Batch Size

Training Runs 2 4 8 16 32

Training Set 1 - Seed 0 30.32 32.82 34.89 45.70 44.62

Training Set 2 - Seed 12 29.21 33.27 34.63 44.82 44.35

Training Set 3 - Seed 24 29.94 29.53 34.78 44.34 43.12

Table 22: Yelp accuracy values (%) using different batch sizes using the third template.

A.3 YAHOO Hyperparameters

- Template 1: ”The topic of this question is .”

Learning Rates

Training Runs 1 · 10−4 5 · 10−4 1 · 10−5 5 · 10−5 1 · 10−6

Training Set 1 - Seed 0 71.86 45.18 69.55 72.44 61.0

Training Set 2 - Seed 12 69.83 47.32 65.64 72.05 63.56

Training Set 3 - Seed 24 68.57 47.84 69.12 70.21 62.34

Table 23: Yahoo accuracy values (%) using different learning rates and the first template.
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Training Steps

Training Runs 25 50 100 150 200

Training Set 1 - Seed 0 68.45 71.37 72.44 73.51 72.82

Training Set 2 - Seed 12 68.12 70.53 72.05 70.34 71.26

Training Set 3 - Seed 24 66.57 68.35 70.21 71.62 70.42

Table 24: Yahoo accuracy values (%) using different training steps and the first template.

Batch Size

Training Runs 2 4 8 16 32

Training Set 1 - Seed 0 64.32 67.41 70.35 72.44 71.21

Training Set 2 - Seed 12 63.65 66.32 69.41 72.05 72.52

Training Set 3 - Seed 24 61.02 69.25 68.34 70.21 69.43

Table 25: Yahoo accuracy values (%) using different batch sizes using the first template.

- Template 2: ”The category of this question is .”

Learning Rates

Training Runs 1 · 10−4 5 · 10−4 1 · 10−5 5 · 10−5 1 · 10−6

Training Set 1 - Seed 0 60.86 44.77 68.72 73.26 62.63

Training Set 2 - Seed 12 59.31 47.78 65.74 71.17 63.42

Training Set 3 - Seed 24 60.27 46.96 66.21 70.50 64.42

Table 26: Yahoo accuracy values (%) using different learning rates and the second template.

Training Steps

Training Runs 25 50 100 150 200

Training Set 1 - Seed 0 68.23 73.23 73.26 72.63 72.51

Training Set 2 - Seed 12 67.74 70.64 71.17 69.62 70.25

Training Set 3 - Seed 24 65.21 69.45 70.50 70.46 70.61

Table 27: Yahoo accuracy values (%) using different training steps and the second template.

Batch Size

Training Runs 2 4 8 16 32

Training Set 1 - Seed 0 65.28 70.24 71.52 73.26 72.75

Training Set 2 - Seed 12 62.53 68.31 69.14 71.17 70.51

Training Set 3 - Seed 24 60.50 65.67 67.34 70.50 71.38

Table 28: Yahoo accuracy values (%) using different batch sizes and the second template.
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- Template 3: ”This question is related to .”

Learning Rates

Training Runs 1 · 10−4 5 · 10−4 1 · 10−5 5 · 10−5 1 · 10−6

Training Set 1 - Seed 0 72.82 45.86 69.13 70.26 61.35

Training Set 2 - Seed 12 67.35 43.18 63.32 69.16 62.67

Training Set 3 - Seed 24 70.46 47.64 69.67 73.03 61.56

Table 29: Yahoo accuracy values (%) using different learning rates and the third template.

Training Steps

Training Runs 25 50 100 150 200

Training Set 1 - Seed 0 69.36 68.45 70.26 72.52 71.46

Training Set 2 - Seed 12 66.27 70.32 69.16 70.61 70.52

Training Set 3 - Seed 24 65.57 71.46 73.03 69.72 69.35

Table 30: Yahoo accuracy values (%) using different training steps and the third template.

Batch Size

Training Runs 2 4 8 16 32

Training Set 1 - Seed 0 64.62 68.64 68.51 70.26 71.67

Training Set 2 - Seed 12 60.68 66.32 68.25 69.16 70.21

Training Set 3 - Seed 24 59.94 64.17 68.64 73.03 71.46

Table 31: Yahoo accuracy values (%) using different batch sizes using the third template.
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