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A B S T R A C T

Orthogonal arrays are of great importance in mathematical sciences. This paper analyses a certain practical
advantage of quasi-difference matrices over difference matrices to obtain orthogonal arrays with given
parameters. We also study the existence of quasi-difference matrices over cyclic groups originating orthogonal
arrays with 𝑡 = 2 and 𝜆 = 1, proving their existence for some parameters sets. Moreover, we present an Integer
Programming model to find such quasi-difference matrices and also a Bimodal Local Search algorithm to obtain
them. We provide a conjecture related to the distributions of differences along rows and columns of arbitrary
square matrices with entries in a cyclic group in positions outside the main diagonal which shows an intriguing
symmetry, and we prove it when the matrix is a quasi-difference matrix.
1. Introduction

Orthogonal arrays (OAs) are of great importance in pure and applied
mathematical sciences. In particular, it is crucial to dilucidate the ques-
tion of the existence of OAs and to find constructions for them (see [1]
and [2, Chapters 6 and 7, III]). Moreover, they have applications in
Graph Theory [3], Coding theory [4,5], Cryptography [6], Computer
Science [7], Chemistry [8], Engineering [9], and Quantum Information
Theory [10,11].

An OA(𝑁, 𝑘, 𝑠, 𝑡) is an 𝑁×𝑘 array with entries from an alphabet with
𝑠 symbols (also called levels) in which every 𝑁 × 𝑡 subarray contains
every 𝑡-tuple of 𝑆𝑡 the same number 𝜆 of times as a row. The parameter
𝜆 can be deduced from 𝑁, 𝑠 and 𝑡, because 𝑁 = 𝜆𝑠𝑡. The number of
columns is called also number of factors, and 𝑡 is known as the strength
of the orthogonal array. Following the usual notation, when 𝑡 = 2 and
𝜆 = 1 we will refer to an OA(𝑛2, 𝑚, 𝑛, 2) just as an OA(𝑚, 𝑛).

Symmetry is useful when trying to solve certain difficult mathe-
matical problems [12,13]. In the case of orthogonal arrays (OAs) their
symmetries are permutations of symbols or columns (or more gener-
ally combinations of those of the previous types) that preserve their
structure, and they constitute their whole automorphism groups (more
generally we are interested in subgroups of this whole automorphism
groups, which we call automorphism groups).

The study of the groups of automorphisms of different classes of
combinatorial structures allows certain properties to be determined,
and facilitates the finding of their constructions for certain parameters
sets. The cases in which the action of the group of automorphisms is
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regular or, more generally, semiregular are especially interesting. This
is what happens, for example, in the case of combinatorial designs [14–
16], undirected strongly regular graphs [17,18], or directed strongly
regular graphs [19,20].

In particular, Bose and Bush studied in [21] the OAs admitting an
abelian automorphism group of symbols that acts regularly on the set of
symbols. These types of OAs are generated by the so-called difference
schemes. They are formalized with more generality for arbitrary groups
with the concept of difference matrix [2, Chapter 17, VI]. We use both
terms interchangeably since we only consider abelian groups in this
paper. As described in [1], an 𝑟×𝑐 array with entries in an abelian group
𝐺 of order 𝑠 is called a difference scheme based on 𝐺 if for all 𝑖 and 𝑗
with 1 ≤ 𝑖, 𝑗 ≤ 𝑐 and 𝑖 ≠ 𝑗 the vector difference between the 𝑖th and the
𝑗th columns of the array contains every element of 𝐺 the same number
of times. If we use 𝜆 to denote this number of times, then 𝑟 = 𝜆𝑠, and
in this case we say that the difference scheme is a 𝐷(𝑟, 𝑐, 𝑠). Obviously,
a 𝐷(𝑟, 𝑐, 𝑠) generates an OA(𝑟𝑠, 𝑐, 𝑠, 2), by taking the translates of the
rows obtained adding the same element 𝑥 of 𝐺 to all their coordinates
for 𝑥 ∈ 𝐺. When the group on which a difference scheme is based is
cyclic the difference scheme is called cyclic. When 𝜆 = 1 we will use
just 𝐷(𝑐, 𝑠) to denote a 𝐷(𝑠, 𝑐, 𝑠) in this work.

OAs admitting an automorphism group of symbols fixing one of the
symbols and acting regularly on the other ones have been studied in the
literature. They can be determined by special cases of quasi-difference
matrices [2,22,23].
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Definition 1.1 ([2, Chapter 17, VI]). Given an abelian group 𝐺 of order
𝑛, a (𝑛, 𝑘; 𝜆, 𝜇; 𝑢)-quasi difference matrix is a matrix 𝑄 = (𝑞𝑖𝑗 ) with 𝑘 rows
nd 𝜆(𝑛−1+ 2𝑢) + 𝜇 columns with entry either empty (usually denoted
y -) or an element in 𝐺, such that each row contains exactly 𝜆𝑢 empty

entries, each column contains at most one empty entry, and for each
1 ≤ 𝑖 < 𝑗 ≤ 𝑘 the multiset

{𝑞𝑖𝑙 − 𝑞𝑗𝑙 ∶ 1 ≤ 𝑙 ≤ 𝜆(𝑛 − 1 + 2𝑢) + 𝜇, with 𝑞𝑖𝑙 and 𝑞𝑗𝑙 non empty}

contains every nonzero element in 𝐺 exactly 𝜆 times and 0 exactly 𝜇
times.

The quasi-difference matrices that we are going to analyse in this
work are the ones that originate OAs of strength 2 and index unity,
which are those that have a direct relationship with strongly regular
graphs. We are also interested in the case in which the group 𝐺 is cyclic,
because it is powerful enough to guarantee the existence of OAs for
many of the currently known parameters despite the plainness of the
group structure. We will refer to such matrices as cyclic quasi-difference
matrices.

Definition 1.2. We say that an orthogonal array of strength 2 and
index unity is a quasi-cyclic orthogonal array if it admits a cyclic
automorphism group fixing one of the symbols and acting regularly on
the other symbols.

This type of group actions fixing an element and acting regularly
(and, more generally, semiregularly) in the other elements has been
considered in the literature for other types of combinatorial structures
(they are usually called one-rotational), such as for example in [24] for
strongly regular graphs and in [14] for combinatorial designs.

We will next provide a simple example. Following the notation in
the aforementioned papers [14,24], we will use ∞ to denote the symbol
fixed by the group and the other symbols by 0,… , 𝑛 − 2.

The array

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

0, 0,∞, 1
0, 1, 1,∞
0,∞, 0, 0
1, 0, 0,∞
1, 1,∞, 0
1,∞, 1, 1
∞, 0, 1, 0
∞, 1, 0, 1

∞,∞,∞,∞

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

is an OA(4, 3) admitting the automorphism that fix the symbol ∞
and permutes cyclically the symbols 0,1. Of course giving a single
representative for each orbit of the action of the group in the set of
rows is sufficient to determine it, and we can then order the rows
lexicographically with respect to the order in which 0 < 1 < ∞,
obtaining the subarray

⎛

⎜

⎜

⎜

⎜

⎜

⎝

0, 0,∞, 1
0, 1, 1,∞
0,∞, 0, 0
∞, 0, 1, 0

∞,∞,∞,∞

⎞

⎟

⎟

⎟

⎟

⎟

⎠

If we remove the last all-infinity row, then transpose it and after
that we replace the infinities with the symbol — we get the following
(2, 4; 1, 1; 1)-quasi difference matrix:

⎛

⎜

⎜

⎜

⎜

⎝

0, 0, 0,−
0, 1,−, 0
−, 1, 0, 1
1,−, 0, 0

⎞

⎟

⎟

⎟

⎟

⎠

More generally, the matrices that we are considering are cyclic
𝑛 − 1, 𝑚; 1, 1; 1)-quasi difference matrices. We will call such a matrix
2

CQDM(𝑚, 𝑛). When the aforementioned lexicographic ordering is
performed we will say that the quasi-difference matrix is in canonical
form.

We may wonder if the concept of CQDM has any practical advantage
over that of CDS, apart from the theoretical interest that the type of
action is different. We will next see that this is indeed the case, and
that CQDMs are much more versatile and flexible than CDs when it
comes to finding orthogonal arrays.

One of the first upper bounds on the maximal number of factors
in an orthogonal array was obtained by Rao [25]. The bounds for the
number of factors are given implicitly and, in general, no explicit form
is known. The result for 𝑡 = 2 was already known from the work of
Plackett and Burman [26].

Theorem 1.3 (Rao’s Inequalities). [1, Theorem 2.1] The parameters of
an OA(𝑁, 𝑘, 𝑠, 𝑡) satisfy the following inequalities:

𝑁 ≥
𝑢
∑

𝑖=0

(

𝑘
𝑖

)

(𝑠 − 1)𝑖, if 𝑡 = 2𝑢,

≥
𝑢
∑

𝑖=0

(

𝑘
𝑖

)

(𝑠 − 1)𝑖 +
(

𝑘 − 1
𝑢

)

(𝑠 − 1)𝑢+1, if 𝑡 = 2𝑢 + 1,

or 𝑢 ≥ 0.

The following theorem was proven by Jungnickel in [27]:

heorem 1.4 ([1, Theorem 6.5]). If a 𝐷(𝑟, 𝑐, 𝑠) exists, then 𝑐 ≤ 𝑟.

A consequence of the previous theorem is that Rao’s bound is never
ttained for the orthogonal arrays derived from difference schemes,
ecause Rao’s bound says that 𝑚 ≤ 𝑛 + 1 for an OA(𝑚, 𝑛). The situation
s different for CQDMs since, for instance, the example given in the
revious section shows that a CQDM(4, 3) exists. Thus, in a difference
cheme symmetry is gained at the cost of losing factors, that is, the
umber of factors is less than the maximum value allowed by Rao’s
ound, but with a CQDM we still have a symmetry group with an
ction close to be regular and at the same time the number of factors
ppearing in Rao’s bound is attained.

The following Theorem was proven, using another notation, by Ge
n [28, Lemma 3.1]:

heorem 1.5 ([28, Lemma 3.1]). If 𝑛 is an even number, there is no cyclic
ifference scheme 𝐴 = 𝐷(𝑚, 𝑛) for all integer number 𝑚 ≥ 3.

As a consequence of the theorem, no 𝐷(3, 4) exists. Nonetheless, the
ext example shows the existence of a CQDM(5, 4).

The array

0, 0, 0,−, 2
0, 1, 2, 1,−
0, 2,−, 0, 0
0,−, 1, 2, 1
−, 0, 2, 2, 0

⎞

⎟

⎟

⎟

⎟

⎟

⎠

is a CQDM(5, 4).
We note that the condition that the associated orthogonal array is

of index unity cannot be removed from the theorem. For instance, the
orthogonal array obtained from the following difference scheme has 4
symbols, 3 factors and 𝜆 = 2, and admits the cyclic group 𝐶4 as an
automorphism group:

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

0, 0, 0
0, 0, 3
0, 1, 2
0, 1, 3
0, 2, 1
0, 2, 2
0, 3, 0

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎝ 0, 3, 1 ⎠
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The rest of the paper is organized as follows. In Section 2 we in-
troduce some constructions of CQDMs, and in particular we provide an
Integer Programming model to find CQDMs and a Bimodal Local Search
algorithm that allow us to obtain certain CQDMs. Section 3 presents
a conjecture on the rows-and-columns distributions of differences in
diagonal-disregarded square matrices with entries in a cyclic group, and
we prove it when it is a CQDM(𝑛 + 1, 𝑛).

2. Obtaining CQDMs

2.1. Constructions of CQDMs

First, let us prove that CQDMs with 𝑚 = 3 exist for any 𝑛. In the
next two propositions we consider CQDMs in canonical form, that is, if
𝑄 = (𝑞𝑖,𝑗 ) is the matrix, then

1,𝑗 =

{

0, if 1 ≤ 𝑗 < 𝑛 + 1
−, if 𝑗 = 𝑛 + 1

2,𝑗 =

⎧

⎪

⎨

⎪

⎩

𝑗 − 1, if 1 ≤ 𝑗 < 𝑛
−, if 𝑗 = 𝑛
0, if 𝑗 = 𝑛 + 1

associating, of course, the corresponding coset in the cyclic group
∕(𝑛 − 1)Z to a natural number). Thus, to obtain a 𝐶𝑄𝐷𝑀 with 𝑚 = 3
e need to give only the values 𝑞3,𝑗 . The proof of the following two
ropositions is immediate and will be omitted.

roposition 2.1. If 𝑛 is even, then the matrix 𝑄 = (𝑞𝑖,𝑗 ) with

3,𝑗 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑛 − 𝑗 − 2, if 1 ≤ 𝑗 ≤ 𝑛 − 2
−, if 𝑗 = 𝑛 − 1
𝑛 − 2, if 𝑗 = 𝑛
0, if 𝑗 = 𝑛 + 1

s a CQDM(3, 𝑛).

roposition 2.2. If 𝑛 is odd, then the matrix 𝑄 = (𝑞𝑖,𝑗 ) with

3,𝑗 =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

2𝑗 − 2, if 1 ≤ 𝑗 ≤ 𝑛−1
2

2(𝑗 − 𝑛−1
2 ) − 1, if 𝑛+1

2 ≤ 𝑗 ≤ 𝑛 − 2
−, if 𝑗 = 𝑛 − 1
𝑛 − 2, if 𝑗 = 𝑛
𝑛−1
2 , if 𝑗 = 𝑛 + 1

s a CQDM(3, 𝑛).

We will next show examples of constructions obtained with the two
revious propositions:

xample. For 𝑛 = 10 we obtain from Proposition 2.1 the CQDM

0 0 0 0 0 0 0 0 0 0 −
0 1 2 3 4 5 6 7 8 − 0
7 6 5 4 3 2 1 0 − 8 0

⎞

⎟

⎟

⎠

,

nd for 𝑛 = 11 we obtain from Proposition 2.2 the CQDM

0 0 0 0 0 0 0 0 0 0 0 −
0 1 2 3 4 5 6 7 8 9 − 0
0 2 4 6 8 1 3 5 7 − 9 5

⎞

⎟

⎟

⎠

.

We now show that CQDMs with parameters with the form given
n the examples of the previous section can be found whenever 𝑛 is a
rime power:

heorem 2.3. If 𝑛 = 𝑝𝑟 with 𝑝 a prime number and 𝑟 ∈ N, then a
CQDM(𝑛 + 1, 𝑛) exists.
3

Proof. Let F𝑛 be the Galois field of order 𝑛, and let F⋆
𝑛 be the set

of non-zero elements of F𝑛. We consider the projective plane 𝑃𝐺(𝑛, 2)
whose point-set is the set 𝑋 of one-dimensional subspaces of F3

𝑛 and
whose lines are the two-dimensional ones. For any 𝑠 ∈ F⋆

𝑛 the mapping
𝑓𝑠 ∶ 𝑋 ⟶ 𝑋 with 𝑓𝑠(⟨𝑣⟩) = ⟨𝑠𝑣⟩ is an automorphism of the plane,
and the group of automorphisms 𝐺 = {𝑓𝑠|𝑠 ∈ F⋆

𝑛 } is isomorphic to the
multiplicative group of the non-zero elements of F𝑛, and is therefore
cyclic. Now we have that, under the well-known bijection between
projective planes of order 𝑛 and orthogonal arrays of OA(𝑛 + 1, 𝑛), the
OA(𝑛 + 1, 𝑛) associated to 𝑃𝐺(𝑛, 2) admits a group of automorphisms
isomorphic to 𝐺 that fixes 0 and acts regularly on the non-zero elements
of F𝑛. □

Note that Rao’s bound is attained in the orthogonal arrays associ-
ated to the CQDMs of the previous theorem, and this is the only case in
which this could happen if the Prime Power Conjecture for projective
planes was true.

2.2. Integer programming for obtaining CQDMs

This section presents an Integer Programming model (1) that allows
arbitrary CQDMs to be obtained, and in particular, we can consider
values of 𝑛 that are not prime powers.

Let us introduce the mathematical modelling whose optimal solu-
tion is an OA(𝑚, 𝑛) with 𝑁 = 𝑛𝑡 runs, 𝑚 factors, 𝑛 levels, strength 𝑡 = 2
and index 𝜆 = 1 that can be reformulated as a CQDM(𝑚, 𝑛). Without
loss of generality, let us consider that the array contains the 𝑛𝑡 ordered
combinations in the first two columns. Now, let us define the following
variables, where 𝑖 denotes the run (or row), 𝑖 ∈ [𝑁]; 𝜎(𝑖), the next
row to 𝑖th row, related to the automorphism that fix the symbol 1
and permutes cyclically (alphabetically) the symbols [𝑛] ⧵ {1}; 𝑠, the
level (or symbol), 𝑠 ∈ [𝑛]; 𝑙, the position of (𝑥1,… , 𝑥𝑡) combination,
𝑙 ∈ [|𝑆𝑡

|]; 𝑗, the factor (or column) and (𝑗1, 𝑗2) a pair of columns,
𝑗, 𝑗1, 𝑗2 ∈ {3,… , 𝑚} ∶ 3 ≤ 𝑗1 < 𝑗2 ≤ 𝑚:

𝑥𝑠𝑖,𝑗 =
{

1, if row 𝑖 and column 𝑗 takes value 𝑠
0, otherwise

𝑧𝑙𝑖,𝑗1 ,𝑗2 =

⎧

⎪

⎨

⎪

⎩

1, if row 𝑖 and column pair (𝑗1, 𝑗2)
contains the 𝑙th combination

0, otherwise

Then, the mathematical modelling for CQDM, with (𝑚2𝑛4) vari-
bles, is as follows:

∑

𝑖
𝑥𝑠𝑖,𝑗 = 𝑛, ∀𝑗, 𝑠 (1a)

∑

𝑠
𝑥𝑠𝑖,𝑗 = 1, ∀𝑖, 𝑗 (1b)

𝑞𝑛
∑

𝑖=(𝑞−1)𝑛+1
𝑥𝑠𝑖,𝑗 = 1, ∀𝑞 ∈ [𝑛], 𝑗, 𝑠 (1c)

∑

𝑖∶𝑖≡𝑞 (mod 𝑛)
𝑥𝑠𝑖,𝑗 = 1, ∀𝑞 ∈ [𝑛], 𝑗, 𝑠 (1d)

𝑥1𝑖,𝑗 = 𝑥1𝜎(𝑖),𝑗 , ∀𝑖, 𝑗 (1e)

𝑥𝑠𝑖,𝑗 = 𝑥𝑠+1𝜎(𝑖),𝑗 , ∀𝑖, 𝑗, ∀𝑠 ∈ [𝑛] ⧵ {1, 𝑛} (1f)

𝑥𝑛𝑖,𝑗 = 𝑥2𝜎(𝑖),𝑗 , ∀𝑖, 𝑗 (1g)
∑

𝑙
𝑙 𝑧𝑙𝑖,𝑗1 ,𝑗2 = 𝑛

∑

𝑠
𝑠 𝑥𝑠𝑖,𝑗1 +

∑

𝑠
𝑠 𝑥𝑠𝑖,𝑗2 − 𝑛, ∀𝑖, 𝑗1, 𝑗2 (1h)

∑

𝑙
𝑧𝑙𝑖,𝑗1 ,𝑗2 = 1, ∀𝑖, 𝑗1, 𝑗2 (1i)

∑

𝑖
𝑧𝑙𝑖,𝑗1 ,𝑗2 = 1 ∀𝑙, 𝑗1, 𝑗2 (1j)

𝑥𝑠𝑖,𝑗 , 𝑧
𝑙
𝑖,𝑗 ,𝑗 ∈ {0, 1}, ∀𝑖, 𝑗, 𝑗1, 𝑗2, 𝑙, 𝑠. (1k)
2 2
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The constraints (1a) guarantee that each level appears once along all
the runs for each column. The constraints (1b) ensure that each cell has
exactly one level associated. The constraints (1c) and (1d) enforce that
the pair of columns (1, 𝑗) and (2, 𝑗), respectively, contain all the 𝑛𝑡 com-
inations. The constrains (1e)–(1g) ensure the automorphism that fix
he symbol 1 and permutes cyclically (alphabetically) the symbols [𝑛]⧵
1}, where the symbols {1, 2,… , 𝑛} can be relabelled as {−, 0,… , 𝑛−2}.
he constraints (1h) determine that for each row, any pair of columns
𝑗1, 𝑗2) corresponds to one combination from 𝑆𝑡. The constraints (1i) set
hat for each run, there is exactly one combination associated to each
air of columns (𝑗1, 𝑗2). The constraints (1j) ensure that for each pair of
olumns (𝑗1, 𝑗2), each potential combination appears exactly once. And
1k) are the integrality constraints.

Note that once we solve the Integer Programming (IP) (1), the cell
𝑖, 𝑗) of the CQDM contains the symbol determined by the non-null
ariable of the vector (𝑥1𝑖,𝑗 ,… , 𝑥𝑚𝑖,𝑗 ), i.e., 𝑎𝑖,𝑗 =

∑

𝑠 𝑠 𝑥𝑠𝑖,𝑗 . Moreover, if
bjective function is null, the result is a CQDM(𝑚, 𝑛); otherwise, there
s no CQDM with those parameters.

.3. ABimodal Local Search algorithm for obtaining CQDMs

We also implemented a Bimodal Local Search algorithm to find a
QDM(𝑚, 𝑛) for given values of 𝑚 and 𝑛. We took as the search space
he set 𝑋 of matrices 𝐴 = (𝑎𝑖,𝑗 ) of order 𝑚 × (𝑛 + 1) with entries in
𝑛−1 ∪ {−}, where 𝐶𝑛−1 is the cyclic group of order 𝑛 − 1, that satisfy

he following conditions:

(i) 𝑎𝑖,𝑖 = − ∀𝑖 ∈ {1,… , 𝑚}
(ii) 𝑎𝑖𝑗 ∈ 𝐶𝑛−1∀𝑖 ∈ {1,… , 𝑚}, 𝑗 ∈ {1,… , 𝑛 + 1} with 𝑖 ≠ 𝑗

(iii) 𝑎21 = 0
(iv) 𝑎1𝑗 = 0 for every 𝑗 ∈ {2,… , 𝑛 + 1}.

e considered the following unfitness function 𝑈 to minimize: If 𝐴 ∈
, then

(𝐴) =
𝑚
∑

𝑖=1

𝑚
∑

𝑗=𝑖+1

∑

𝑎∈𝐶𝑛−1

(|{𝑘 ∈ {1,… , 𝑛 + 1}∖{𝑖, 𝑗} ∶ 𝑎𝑗𝑘 − 𝑎𝑖𝑘 = 𝑎}| − 1)2.

We first considered a random matrix in 𝑋 and performed a first-
ode local search, trying all the modifications in one of its non-fixed

lements. Whenever the unfitness is strictly reduced, the candidate is
eplaced by the modified one. Once all the modifications have been
ried and no reduction is reached, then a second-mode local search is
erformed, by trying all the modifications in two non-fixed elements.
hen a reduction in the unfitness is obtained the algorithm again

nters in a first-mode local search. If no reduction happens then a
ew initial candidate is generated and the whole process is repeated
gain, until a prefixed threshold time is reached. When we obtain an
nbalance of 0 then the candidate is a true CQDM(𝑚, 𝑛) and if this
appens the algorithm also ends.

After a solution was found, we converted it to canonical form.
Of course, an alternative variation of the algorithm could be to

ake matrices in which the first two rows are in the canonical form as
andidate matrices in the search space, and where the possible positions
or the — symbol and the symbols in 𝐶𝑛−1 are modified during the

process. We tried also this variation, but the efficiency of the algorithm
was similar, and we obtained no solution for parameters not found
with the algorithm in the previous form. Furthermore, the previously
described form of the matrices fits better with the statement of the
conjecture in the following section.

2.4. Some numerical results

We have obtained certain CQDMs with 𝑛 not a prime power by using
the two computational methods previously described. The Bimodal
Local Search algorithm was unable to find solutions for 𝑛 > 15 in less
than 48 hours, but the Integer Programming Algorithm did succeed in
4

T

that task. Nonetheless, we keep the exposition of the former one to
offer a comparison between the two algorithms and also because it
settles the basis in the statement of the conjecture in the next section.
We next show the CQDMs obtained with the Bimodal Local Search
algorithm for 𝑛 ≤ 15 and using the Integer Programming model for
𝑛 ≥ 18. The results have been obtained implementing the model (1)
under IBM ILOG CPLEX v20.1 optimization software using up to 8
threads [29]. The computational experiments were conducted in the
ARINA computational cluster from SGI/IZO-SGIker at UPV/EHU [30]:

For 𝑛 = 10, 𝑚 = 4:

0 0 0 0 0 0 0 0 0 0 −
0 1 2 3 4 5 6 7 8 − 0
6 2 0 7 4 8 5 − 1 3 5
4 7 2 8 − 3 5 1 0 6 2

⎞

⎟

⎟

⎟

⎟

⎠

For 𝑛 = 12, 𝑚 = 4:

0 0 0 0 0 0 0 0 0 0 0 0 −
0 1 2 3 4 5 6 7 8 9 10 − 0
3 10 6 9 1 4 8 7 2 5 − 0 1
9 6 5 − 4 1 8 0 3 10 7 2 10

⎞

⎟

⎟

⎟

⎟

⎠

For 𝑛 = 14, 𝑚 = 4:

0 0 0 0 0 0 0 0 0 0 0 0 0 0 −
0 1 2 3 4 5 6 7 8 9 10 11 12 − 0
8 11 5 7 0 3 6 − 10 2 9 12 4 1 7
11 8 − 9 6 2 7 10 4 0 5 3 12 1 12

⎞

⎟

⎟

⎟

⎟

⎠

For 𝑛 = 15, 𝑚 = 4:

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −
0 1 2 3 4 5 6 7 8 9 10 11 12 13 − 0
11 3 0 8 12 5 10 6 1 4 2 − 13 9 7 3
2 1 13 11 7 6 − 0 12 4 8 10 3 5 9 10

⎞

⎟

⎟

⎟

⎟

⎠

For 𝑛 = 18, 𝑚 = 4:

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 − 0
10 − 8 0 7 13 1 16 2 5 11 9 12 15 4 14 3 6 5
10 4 16 7 2 0 15 1 13 11 9 12 8 3 14 6 − 5 6

⎞

⎟

⎟

⎟

⎟

⎠

For 𝑛 = 20, 𝑚 = 4:

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 − 0
16 15 4 7 5 13 12 17 6 − 2 10 8 1 14 9 0 3 11 18 9
16 12 5 3 13 0 7 15 18 11 − 17 10 6 8 1 4 2 14 9 18

⎞

⎟

⎟

⎟

⎟

⎠

We compared the strongly regular graphs corresponding to the
rthogonal arrays associated to the CQDMs obtained with the Bimodal
ocal Search algorithm and the Integer Programming model with the
nes corresponding to the orthogonal arrays with the same parame-
ers obtained with the ‘Orthogonal arrays’ package in the SageMath
athematics software system [31], and we found that they are not

somorphic. In fact, in all the cases even the automorphism groups of
he graphs were not isomorphic.

If we call, given 𝑛 ≥ 3,

(𝑛) = max{𝑚 ∈ N| an OA(𝑚, 𝑛) exists}

nd

(𝑛) = max{𝑚 ∈ N| a CQDM(𝑚, 𝑛) exists},

hen we can ask ourselves when 𝛼(𝑛) = 𝛽(𝑛). We deduce from Proposi-
ion 2.1, Theorem 2.3 and the CQDMs obtained with the bimodal local
earch algorithm that 𝛼(𝑛) = 𝛽(𝑛) for 𝑛 up to 9. Although the value
(10) is not known, it is well known that 𝛼(10) ≥ 4. The CQDM(10, 4)
btained in this section opens the possibility, up to the present state
f knowledge about bounds of 𝛼(10), that 𝛼(10) = 𝛽(10). Furthermore,

heorem 2.3 shows that 𝛼(𝑛) = 𝛽(𝑛) when 𝑛 is a prime power.
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3. Row–column distributions of differences in matrices

Given a square matrix of order 𝑛 with entries in the cyclic group 𝐶𝑛
nd defined except in the main diagonal, 𝑈 (𝐴) will denote the unfitness
unction defined in the previous section.

heorem 3.1. If 𝐴 is a cyclic quasi-difference matrix, then 𝑈 (𝐴) =
(𝐴𝑡) = 0.

roof. Under the already mentioned bijection between the set of
A(𝑛+1, 𝑛) matrices and projective planes, the way of constructing the
ffine plane from the corresponding set of mutually orthogonal Latin
quares is symmetric with respect of the operation of transposing the
atin squares. Therefore, if 𝐴 is a cyclic quasi-difference matrix, we get
he same projective plane when we repeat formally the construction
ith its transpose 𝐴𝑡. □

Despite the extreme plainness of the previous argumentation, it is
triking that the equality 𝑈 (𝐴) = 𝑈 (𝐴𝑡) seems to hold for arbitrary
atrices in which we have no combinatorial or algebraic structure,

lthough, of course, this common value is not yet 0.
For instance, if

=

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

− 4 2 4 3 1 2
0 − 0 1 1 1 0
4 1 − 2 3 0 3
3 1 4 − 2 1 4
2 3 2 1 − 0 3
3 3 4 3 0 − 3
4 4 1 2 3 2 −

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

,

hen the distribution of frequencies of the differences along rows for
alues 0, 1, 2, 3, 4 and 5 is: 31, 49, 19, 6, 0 and 0, respectively, and
herefore 𝑈 (𝐴) = 31 ⋅ 12 + 49 ⋅ 02 + 19 ⋅ 12 + 6 ⋅ 22 + 0 ⋅ 32 + 0 ⋅ 42 = 74.

In a similar way, the distribution of frequencies of the differences
long columns for values 0, 1, 2, 3, 4 and 5 is: 32, 46, 22, 5, 0 and 0,
espectively, and 𝑈 (𝐴𝑡) = 32 ⋅12+46 ⋅02+22 ⋅12+5 ⋅22+0 ⋅32+0 ⋅42 = 74.

We conjecture that the equality 𝑈 (𝐴) = 𝑈 (𝐴𝑡) always holds. There
s very strong numeric evidence in favour of the conjecture. We have
roven by performing an exhaustive numerical analysis that it is true
or all matrices of orders up to 5, and we have randomly generated 109
atrices for each order from 6 to 15, and the conjecture held in all

ases.
Interestingly, if we change the exponent 2 the result is not longer

rue. For instance, if we take the exponent 4 in the example given
reviously, then the value for the matrix 𝐴 is 31⋅14+49⋅04+19⋅14+6⋅24+
⋅34+0⋅44 = 146, and for 𝐴𝑡 is 32⋅14+46⋅04+22⋅14+5⋅24+0⋅34+0⋅44 = 134.

. Conclusion

We have explored several constructions to obtain orthogonal ar-
ays with automorphism groups fixing a symbol and acting regularly
n the other symbols. Some are general constructions giving infinite
amilies of such OAs, and others provide algorithmic approaches to
btain sporadic OAs with the prescribed symmetry corresponding to
arameters that cannot be obtained with the general methods. One of
he approaches is a metaheuristic algorithm based on a bi-modal local
earch, while the other is an integer programming approach.

Although remarkable results were obtained with both algorithms,
he integer programming methodology allowed OAs to be obtained
hat were not obtained by the limiting time with the metaheuristic.
his opens up the possibility of delving further into the research on

nteger programming to find orthogonal arrays with pre-established
utomorphism groups.

The bi-modal local search algorithm has inspired a conjecture about
he distribution of differences in rows and columns of square matrices
hat goes beyond the kind of combinatorial structures that we have
tudied in this paper. Although we proven it for quasi-difference ma-
rices, which are the object of study in this work, a vast numerical
5

vidence seems to indicate that it is true for arbitrary matrices.
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