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Decoding numeracy and literacy
in the human brain: insights
from MEG and MVPA

Sanjeev Naral?*, Haider Raza®3, Manuel Carreiras®2%* & Nicola Molinaro®2

Numbers and letters are the fundamental building blocks of our everyday social interactions. Previous
studies have focused on determining the cortical pathways shaped by numeracy and literacy in the
human brain, partially supporting the hypothesis of distinct perceptual neural circuits involved in the
visual processing of the two categories. In this study, we aim to investigate the temporal dynamics
for number and letter processing. We present magnetoencephalography (MEG) data from two
experiments (N =25 each). In the first experiment, single numbers, letters, and their respective false
fonts (false numbers and false letters) were presented, whereas, in the second experiment, numbers,
letters, and their respective false fonts were presented as a string of characters. We used multivariate
pattern analysis techniques (time-resolved decoding and temporal generalization), testing the strong
hypothesis that the neural correlates supporting letter and number processing can be logistically
classified as categorically separate. Our results show a very early dissociation (~100 ms) between
numbers, and letters when compared to false fonts. Number processing can be dissociated with
similar accuracy when presented as isolated items or strings of characters, while letter processing
shows dissociable classification accuracy for single items compared to strings. These findings reinforce
the evidence indicating that early visual processing can be differently shaped by the experience with
numbers and letters; this dissociation is stronger for strings compared to single items, thus showing
that combinatorial mechanisms for numbers and letters could be categorically distinguished and
influence early visual processing.

Numbers and letters are fundamental building blocks of our everyday social interactions. Humans constantly
mix alphanumeric codes in their everyday language experience. Such skills depend on the acquisition of literacy
and numeracy, which are fundamental steps in standard education. They are formally acquired in the first years
of primary school, so experience with alphanumeric codes develops in a similar developmental window. While
literacy acquisition shapes the visual human brain circuitry' =, evidence on numeracy modulating a functionally
independent brain substrate is still debated. In the present study, we evaluate if the human brain responses to
visually presented alphabetic and numerical symbols can be categorically classified in time during early visual
processing, potentially providing strong evidence for the hypothesis that literacy and numeracy recruit function-
ally distinct neuronal processes.

A large number of studies focused on the definition of the brain regions and the neural biomarkers, related
to numbers and letter processing. When focusing on the spatial dimension, Shum et al.* isolated an inferior
temporal region in the right hemisphere that responded preferentially to numbers using iEEG (intracranial
electroencephalography). In an fMRI study, Park et al. reported opposite hemispheric recruitment for numbers
and letters®: strings of numbers recruited mainly the right lateral occipital regions, while strings of consonants
recruited more the left mid-fusiform and the inferior temporal regions. Critically for our study, this spatial dis-
sociation has been related to early visual processing, by taking advantage of temporally-detailed techniques. In
a follow-up ERP study, Park et al.® observed a division of labor for the two hemispheres concerning the location
of the N100 component (mainly between 140 and 170 ms), more evident in left-lateralized electrodes for letters
and more right-lateralized for numbers. Although it is not possible to determine an unambiguous brain origin
for these ERP effects, this is indirect evidence for the recruitment of different brain sources for the two types
of visual stimuli (because of the biophysical fact that different potential field distributions on the scalp indicate
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different spatial configurations of intracranial current sources; McCarthy and Wood’). The string of letters also
elicited larger P200 responses “suggesting that the visual cortex is tuned to selectively process combinations of
letters, but not numbers, further along in the visual processing stream”. In this last study, the authors also explored
the neural response to single stimuli compared to strings of stimuli and no reliable difference was observed for
single numbers compared to single letters in the ERP sensor-level responses. Importantly, such strong experi-
ential influence of reading and mathematics on the human visual system would mature during primary school
and would be later evident in adolescence and adulthood?®.

A different line of studies however, indicate a larger overlap in the visual mechanisms at work for numbers and
letters. Numbers in fact would recruit populations of neurons in both hemispheres, bilaterally, providing evidence
against the separate right hemispheric specialization for numbers. Along these lines, Grotheer et al.” observed
a bilateral preferential response for numbers in the inferior temporal gyrus (ITG) when compared with letters,
false numbers, or everyday objects, in an fMRI study. More critically for our study, this bilateral hemispheric
recruitment was also related to early visual processing. In a MEG study, Carreiras et al.!° reported source-level
evidence of bilateral recruitment for strings of numbers at around 150 ms compared to other alphabetic string
conditions (consonant strings, words, and pseudowords), which mainly showed activation in the left hemisphere.
These studies suggest that rather than one specific hemisphere or brain area, numeracy and literacy are complex
processes that recruit an extended set of highly overlapping brain regions, whose lateralization would not be so
clear-cut. In other words, similar visual processing neural mechanisms (especially in the left hemisphere) could
be recruited for numbers or letters, and the related neural activity could not be easily dissociated. Consistently,
Aurtenetxe et al."! did not report reliable differences in a MEG experiment (both at the sensor and at the source-
level) between visual perception of numbers and letters. When presented in isolation, single numbers elicited
larger evoked responses compared to single letters around ~ 150 ms. Such response was however evident in the
same occipital and left temporal brain areas, potentially reflecting the recruitment of the same neural substrates.
To put more light on this dissociation, here we focused on a multivariate pattern analysis (MVPA) temporal
classification approach, testing the strong hypothesis that the neural mechanisms supporting letter and number
visual processing can be logistically classified as categorically separate early in time (i.e., before ~ 200 ms). Since
at the spatial level, the recruitment of distinct hemispheric neural resources has not been disambiguated, we
here focus on trial-by-trial variability of the neural responses across time and evaluate if such variability can
successfully account for categorically distinct neural processes for letters and numbers.

MVPA techniques, such as time-resolved decoding'>"'° and temporal generalization'® have a focus on how
cognitive processes unfold over time, providing evidence on the temporal evolution of the processing of specific
types of stimuli and how this is classifiable as compared to others types. The neural classification of the processing
dynamics shaped by numeracy and literacy have not been explored by taking advantage of these methods. Differ-
ently from classical evoked activity analysis that analyzed averaged brain activity (per condition and participant),
MVPA techniques explore the fine-grained trial-by-trial variability and evaluate how accurately this variability in
the neural responses to different stimuli can be classified into separate categories. If number and letter processing
are recruiting similar neural mechanisms, we would expect chance-level classification accuracy in our study; on
the other hand, if the neural dynamics for these two types of stimuli are different, their classification accuracy
should be significantly higher than chance. Time-resolved decoding could provide evidence on the time intervals
in which numbers and letters processing are more dissociable; temporal generalization will provide evidence on
how stimulus-specific neural activity could generalize across time intervals.

The present study addressed two experimental questions. First, can the neural correlates of the visual percep-
tion of a specific class of stimuli (either numbers or letters) be successfully classified as compared to (i) visually
similar but not meaningful stimuli (false fonts) and (ii) the other stimulus category (i.e., letters and number
respectively)? Second, is this classification mediated by the fact that such stimuli were presented in isolation or
in a string (see*)?

We used sensor-level MEG to compare the neural representations for numbers, letters, and the relative false
fonts (i.e., for both numbers and letters). Participants were presented with visual stimuli (either single characters
in Experiment 1 or strings of characters in Experiment 2) and required to perform a low-level visual task (press-
ing a button whenever a dot appeared on the screen). We selected a low-level visual task to avoid participants get-
ting involved in highly specific cognitive operations that could be qualitatively different for numbers and letters.

Methods

Participants. The univariate evoked analysis of the data used in this article has been previously published
in Ref.'>. However, the multivariate analysis presented in this paper is unpublished and novel. Twenty-five par-
ticipants (mean age: 24 years = 3, all right-handed) were considered in the analysis (three rejected). The par-
ticipants were recruited via the BCBL participant recruitment system (web Participa). All the participants had
normal or corrected to normal vision and were free from any neurological or psychological brain disorder. The
ethical committee and the scientific committee of the Basque Center on Cognition, Brain and Language (BCBL)
approved the experiment and methods (following the principles of the Declaration of Helsinki). All participants
gave their written informed consent following guidelines approved by the Research Committees of the BCBL.

Classification problem formulations. Experimental procedure. Al the participants took part in two
experiments performing a visual detection task (i.e., white dot detection). Both experiments were presented
using Psychtoolbox'” and the experimental paradigm is illustrated in Fig. 1. In the first experiment (Fig. 1a,c),
participants were presented with Numbers (1-9), nine capital Letters (i.e., A, C,D,E L, B, S, U, and V), and their
corresponding false fonts (i.e., false-Numbers font and false-Letter font). The false fonts were created using a
process similar to Shum et al., keeping angles, curves, and the number of pixels as similar as possible. False fonts
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Figure 1. (a) Visual detection task for single characters, (b) sequence of characters, (c) stimuli used in
Experiment 1 (Single) and (d) stimuli used in Experiment 2 (String). Participants were asked to report a white
dot presented randomly.

were unrecognizable. The stimuli were presented in the center of the screen (screen placed close to~1 m away
from the participant’s eyes) in a white-colored Arial font with a gray background. Each stimulus (i.e., Numbers,
Letters, false-Number font, false-Letter font) was repeated 22 times resulting in a total of 198 stimuli per condi-
tion (trials). Each trial started with a 500 ms baseline period, followed by a stimulus presented for 500 ms. A
variable interstimulus interval (1000-1500 ms ISI) was introduced between trials. The participants were asked
to blink during the interstimulus interval to minimize the eye blink artifacts. To keep the participants focused
and attentive to the experimental manipulations, catch trials (10% of total trials) consisting of a white dot in
the center of the screen were introduced. Participants were asked to press a button. These catch trials were not
included in any subsequent analyses.

In the second experiment (Fig. 1b,d), stimuli were created using 5-6 Letter combinations or Numbers (1-9)
separately. Phonotactically legal pseudowords were used instead of consonant strings to reduce any effect of
context, vocabulary, or prior probabilities in the experiment. The pseudowords were the following: BOIRA,
DOCHAS, ASIMA, MODRO, DOBECA, TEPOR, PLETAR, TOLAS, EGALO.

MEG data recordings. MEG data were acquired in a magnetically shielded room (to avoid environmental mag-
netic interference) using the whole head MEG system (MEGIN-Elekta Neuromag, Finland) installed at BCBL
(https://www.bcbl.eu/en/infrastructure-equipment/meg). The MEG system consists of 102 triplet sensor pairs
(each sensor consists of 102 magnetometers and 204 gradiometers arranged in a helmet configuration). The
head position and movement were continuously monitored with four Head positioning coils (HPI) during the
experiment. The location of HPI coils was defined relative to three fiducial points (nasion, left preauricular (LPA)
and right preauricular point (RPA)) using a 3D head digitizer (Fastrack Polhemus, Colchester, VA, USA). This
process is critical for correcting movement artifacts (movement compensation) during the data acquisition. The
MEG data were recorded continuously with a bandpass filter (0.01-330 Hz) and a sampling rate of 1 kHz. Eye
movements were monitored with pairs of electrodes placed above and below the eye (horizontal electrooculo-
gram—HEOG) and on the external canthus of both eyes (vertical electrooculogram—VEOG).

Similarly, an electrocardiogram (EKG) was also recorded using two electrodes (in bipolar montage) placed
on the right side of the abdomen and below the left clavicle of the participant. The continuous MEG data were
preprocessed offline to suppress the external electromagnetic field using the temporal Signal-Space-Separation
(tSSS)'® method implemented in Maxfilter software (MaxFilter 2.1). The MEG data were also corrected for
movement compensation, and the bad channels were repaired within the MaxFilter algorithms. All the analyses
were carried out in Matlab version 2014B.

Data preprocessing. MEG data were further preprocessed using the Fieldtrip toolbox for EEG/MEG analysis'’.
The data were corrected for SQUID jump and muscle artifacts using automatic threshold-based methods imple-
mented in the Fieldtrip toolbox. Independent components analysis (ICA) was used to remove the eye-blink
(EOG) and electrocardiogram (EKG) artifacts from MEG data (using the ‘runica’ algorithm implemented in
the fieldtrip). On average two components were removed for every participant, these components were visually
inspected before rejection. The data were then bandpass filtered in the range of 1-35 Hz, demeaned, and seg-
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mented into shorter epochs ranging from 100 ms before and 500 ms after the presentation of stimuli. MEG data
were then downsampled to 200 Hz. The data were baseline corrected in the range of 100 ms before the stimulus
onset.

Time-resolved decoding. Time-resolved decoding (also known as the temporal decoding approach) was used to
decode between Numbers and Letters perception and false fonts. Three decoding models were generated in both
experiments (a) Numbers versus False-Number fonts; (b) Letters versus False-Letter fonts; (c) Numbers versus
Letters. The data were then fed to the classifier separately for each model to perform decoding using a linear
discriminant algorithm (LDA) implemented in the MVPA Light toolbox®® (In cognitive neuroscience, a range
of different classifiers, such as linear discriminant analysis (LDA), logistic regressions, and linear support vector
machines (SVM), have been extensively used for MVPA analyses. Despite having various persuasion, these clas-
sifiers belong to a common statistical framework. In practice, these classifiers make distinct assumptions about
the data but often lead to very similar results?'~?*). The classification was performed separately at each time point
in both experiments. We used k-fold cross-validation (k=5) to avoid overfitting and used the area under the
ROC curve (AUC) for evaluating the classification performance.

We also used an ‘undersampling’ approach to balance classes before feeding the data into a classifier for
learning. This model learning process was repeated twenty (20) times for each subject to yield a stable decod-
ing pattern. To evaluate the statistical significance of decoding across time, cluster-corrected sign permutation
tests'>1424% (i.e., one-tailed) were applied to the AUC’ values obtained from the classifier with a cluster-defining
threshold (i.e., alpha) p < 0.05, cluster-alpha threshold p <0.05 and 50,000 permutations considering the chance
level decoding 0.50. To evaluate the statistical decoding differences across experiments, the difference in AUC’
for each condition (Experiment 2-Experiment 1) was computed. The cluster-corrected sign permutation tests
(one-tailed) were applied to the differential AUC’ values across experiments cluster-defining threshold (i.e.,
alpha) p <0.05, cluster-alpha threshold p <0.05 and 50,000 permutations considering the chance level decoding
0.00. The graphical representation of the data analysis pipeline has been included as Supplementary Fig. 1. Our
statistical strategy is to first compare numbers and letters independently with the relative false font condition
and then compare directly numbers vs. letters.

Temporal generalization. Time-resolved decoding helps to understand how cognitive processes unfold over
time; however, this method does not inform about the temporal organization of different stages of information
processing in the human brain. To do so, the temporal generalization method is recommended, which measures
the ability of a classifier to generalize across time'¢. This method provides a novel way to understand how mental
representations are manipulated and transformed in a given cognitive process. In our experiment, the data pre-
processing steps (i.e., down-sampling (200 Hz)) followed by a linear discriminant analysis (LDA) classifier with
fivefold cross-validation were used, as explained in the previous section. Here a classifier is trained on each time
point in the data and then tested over all the available time points separately for each experimental contrast. The
classifier output results in a square matrix per block per participant, where each point reflects the generalization
strength of the classifier trained at a given time point and tested at another one. To evaluate the presence of a
group-level effect, a cluster-based permutation test was used with cluster-defining threshold (i.e., alpha) p <0.05,
cluster-alpha threshold p <0.05, and 10,000 permutations. Our statistical strategy is to first compare numbers
and letters independently with the relative false font condition and then compare directly numbers vs. letters.

Results

Temporal decoding. First, the time-resolved decoding was compared for conditions (i.e., Numbers versus
False Numbers fonts; Letters versus False Letter fonts; and Numbers versus Letters) that were plotted separately
for Experiment 1 and Experiment 2. Figure 2a shows the decoding in Experiment 1, the decoding curve for
Numbers versus False Number fonts is reliably different from the chance level starting at 105 ms and achieving
a peak decoding strength of 0.64 at 225 ms after the presentation of the stimuli. The decoding curve for Letters
versus False Letter fonts is significantly different from the chance level starting at 110 ms and achieving a peak
decoding of 0.58 at 220 ms after the presentation of the stimuli. Finally, the decoding curve between Numbers
and Letters is reliable starting at 110 ms and achieving a peak accuracy of 0.55 at 160 ms after the presentation
of the stimuli.

In Experiment 2, (Fig. 2b), the decoding curve for the Number strings versus False Number font strings differs
from chance starting at 95 ms and achieving a peak decoding strength of 0.66 at 210 ms after the presentation
of the stimuli. The decoding curve for the Letter strings versus the False Letter font strings is reliable starting at
120 ms and achieving a peak decoding of 0.68 at 215 ms after the presentation of stimuli. Finally, the decoding
curve between the Number strings and the Letter strings is significant starting at 140 ms and achieving a peak
accuracy of 0.60 at 420 ms after the presentation of stimuli.

Further, to evaluate the difference between Experiment 1 (single characters) and Experiment 2 (strings), all
three comparisons were plotted together. Figure 3a shows the decoding curves for Numbers versus false Num-
bers in Experiments 1 and 2. The grey line shows the statistically significant different time points between the
two curves. The difference between the curve lasts for 40 ms (180-220 ms) and the difference in peak decoding
strength difference is nearly 2%. The difference between decoding curves for Letter versus false Letters in Experi-
ments 1 and 2 emerges at 165 ms and lasts up to 500 ms with a peak decoding strength difference of almost 10%
(Fig. 3¢). The difference between decoding curves for Numbers versus Letters in Experiments 1 and 2 emerges
at 175 ms and lasts up to 250 ms and then again emerges at 285 ms lasting up to 500 ms with a peak decoding
strength difference of nearly 5% (Fig. 3b).
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(Experiment 2).

Temporal generalization.

Temporal generalization matrices for Numbers versus False Numbers fonts in

strings (Experiment 2) have slightly similar generalization across diagonal compared to single Numbers versus
false Number fonts (Experiment 1). The generalization for single characters starts at 90 ms and becomes strong-
est between 200 and 300 ms and sustains up to 500 ms. For the strings (Experiment 2), it generalizes starting
from 90 ms and peaks between 200 and 400 ms. The contrast between generalization matrices (Experiment
2-Experiment 1) does not show statistically significant differences across the diagonal (upper row of matrices
in Fig. 4). Interestingly though, the decoding classifier trained at around 200 ms can generalize and successfully

classify data from 200 to 400 ms.

For single (Experiment 1) Letters versus False Letter fonts, the generalization starts from 85 ms and peaks
between 200 and 300 ms, whereas for the strings (Experiment 2), generalization starts as early as 45 ms and peaks
from 200 to 500 ms. The diagonal generalization plot is stronger in the strings compared to the single characters.
The generalization difference (Experiment 2-Experiment 1) starts at 160 ms, peaks between 200 and 300 ms,
and appears to be sustained up to 500 ms (middle row of matrices in Fig. 4).

For single (Experiment 1) Numbers versus Letters, the generalization starts from 105 ms and peaks between
200 and 300 ms. This generalization is weaker compared to the other two comparisons i.e., Numbers versus False
Numbers and Letters versus False Numbers. For strings (Experiment 2), the generalization starts from 100 ms and
first peaks between 150 and 250 ms and then again peaks between 300 and 500 ms. The generalization difference

Scientific Reports|  (2023) 13:20979 |

https://doi.org/10.1038/s41598-023-37113-0

nature portfolio



www.nature.com/scientificreports/

Number vs False Number (Single)

Number vs False Number (String)

Number vs False Number Difference

0.5 0.5 0.6 0.5 0.1
0.4 0.4 IOASS 0.4
03 03 loss & 03 3
()] o > O >
£ £ o £ )
£02 £0.2 10.54 5 £02 5
[ o o8 0
= = < F <
0.1 0.1 0.52 0.1
0 0 0.5 0
-0.1 -0.1 0.48 -0.1
- 01 02 03 04 05 £ 01 02 03 + 01 02 03 04
Testing Testing Testing
Letter vs False Letter (Single) Letter vs False Letter (String) Letter vs False Letter Difference
0.5 0.6 0.1
0.09
0.4 0.58 0.08
03 1056 & JO07 2
o o > O 10.06 >
£ £ o £ 8
4 - £ | o4
,§ 0.2 ‘g 0.54 38 0.05 3
= = | S 10.04 ©
0.1 052 ¥ 0.03 1
0 05 o2
0.01
-0.1 . 0.48 0
= 01 02 03 04 05 -0. 01 02 03 01 02 03 04
Testing Testing Testing
Number vs Letter (Single) Number vs Letter (String) Number vs Letter Difference
0.5 0.6 0.1
0.09
0.4 0.58 0.08
03 los6 & JOO7 &
o o > O | {0.06 >
£ £ o £ 8
€02 £ 1054 £ E 1005 £
[ o Hn |8 0
IS = ‘ S F 1004 2
0.1 0.52 0.03
0 05 0.02
0.01
-0.1 -0.1 0.48 i 0
- 01 02 03 04 05 -0. 01 02 03 04 05 -0. 01 02 03 04 05

Testing

Testing Testing

Figure 4. Temporal generalization plots for Numbers versus False Number font in single characters i.e.,
Experiment 1 (first row first column); Letters versus False Letter fonts (second row first column); and Numbers
versus Letters (third row first column). The second column represents similar comparisons to first column but
for the string of characters (Experiment 2). The third column represents the difference between single and string
of characters (Experiment 2-Experiment 1). The black colored outline shows the boundaries of statistically
significant different time points using a cluster-based permutation test (p <0.05).

(Experiment 2-Experiment 1) starts at 155 ms and peaks between 300 and 500 ms. Also, the classifier trained
close to 200 ms can generalize when testing from 250 to 450 ms (lower row of matrices in Fig. 4).

Discussion
In these two experiments, we report logistically dissociable temporal dynamics for processing numbers and
letters in the human brain. We observed a significant difference in decoding accuracy for both numbers and let-
ters compared to the respective false fonts and between each other directly. We also observed that the decoding
accuracy was highly mediated by the fact whether the stimuli were presented in isolation (i.e., single characters,
Experiment 1) or as a string (i.e., a string of characters, Experiment 2) and this was especially true for letters.
Concerning our first experimental question (are numbers and letters functionally dissociable?), our results
indicate that numbers and letters are processed differently both when presented as single/isolated and when in
a string. When presented in isolation, the neural representation of numbers (vs. visually similar false fonts) is
stronger (i.e., triggered higher decoding accuracy) if compared to the decoding accuracy for letters (vs. false
letter fonts). When the stimuli are a string of similar characters, however, the decoding accuracy for letters is
stronger in magnitude compared to the numbers (vs. false fonts). For both single items and strings, the direct
classification of numbers vs. letters processing showed lower decoding accuracy, as compared to the individual
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comparisons with false fonts (Fig. 2). The temporal generalization results tell a similar story. Numbers and
letters representations were stronger when compared to their respective false fonts but when compared across
different categories (i.e., number versus letter), the generalization patterns were slightly weaker. It thus appears
that one important component triggering such neural dissociation (letters or numbers vs. their respective false
fonts), even in such an early time window (~ 100 ms), is the culturally determined visual familiarity with the
visual input. When directly comparing the two types of stimuli (letters vs. numbers), the neural dissociation is
weaker, probably because a relevant portion of the neural processes at work for those familiar stimuli is shared
at the source level (Aurtenetxe et al.)'.

Importantly, however, our results highlight that the number and letter processing is highly affected by whether
these characters were presented either in isolation as a string (Fig. 3). Number processing is not very affected by
the presentation mode (either single or strings). The difference between the two presentation modes was only
present around the peak decoding and was also short-lived (~40 ms, Fig. 3a). On the other hand, letters were
strongly affected by the presentation mode. Letters presented as strings of characters were highly decodable
(~20% higher peak decoding accuracy, compared to single letters): this difference across experiments started
from 165 ms and was sustained for the whole window of interest (Fig. 3¢c). Along these lines, it is worth remarking
that decoding accuracy for numbers was higher when stimuli were presented in isolation (Fig. 2a), while decod-
ing for letters was higher when stimuli were strings (Fig. 2b). This is mainly due to the large across-experiment
decoding difference observed for letters. Finally, numbers vs. letters decoding was stronger in experiment 2
compared to experiment 1 (Fig. 3b), even if decoding accuracy for the two classes of items compared to the
respective false fonts was more similar in this second experiment (Fig. 2b).

The temporal generalization plots (in Fig. 4) confirm the pattern of results discussed for temporal decoding.
Here, however, we can appreciate (i) the generalization patterns across different time points and consequently,
(ii) if some neural mechanisms emerging across time can be functionally dissociated. Concerning the first
point, the generalization plots for strings of letters indicate the presence of a recurrent neural process that can
generalize from the activity ~ 200 ms in the diagonal to later activity ~ 350 ms, an effect that is not evident for
single letters (second row in Fig. 4). Such an effect is not present for numbers (first row in Fig. 4). Concerning
the second point, when comparing numbers and letters directly (third row in Fig. 4), there is evidence for two
time intervals (early ~ 200 ms and later ~ 400 ms across the diagonal) reflecting independent processing steps,
that are present for strings and not for single items.

Based on these findings, it emerges that the combinatorial mechanisms for numbers and letters are key for
triggering dissociable neural patterns for the two categories of stimuli, at least when participants are involved
in a low-level perceptual task. The presentation of numbers either in isolation or in a string does not drastically
change the quality of neural processes at work. This is probably associated with the fact that numbers in isolation
and strings of numbers are processed similarly at the more abstract level, after initial visual processing: a number
in isolation identifies a numerical value as much as a string of numbers, the only difference being the quantity
identified. On the other hand, letters in isolation elicit different neural processes compared to letter strings
(pseudowords in our experiment). In other words, seeing isolated alphabetic stimuli, such as “a”, “c” and “t”, does
not trigger the same cognitive processes compared to a word such as “cat’, or a pseudoword such as “fac” (as in
Experiment 2). Such stimuli elicit early letter-specific neural activity (~ 200 ms) that is then reactivated later in
time (~ 350 ms), probably feeding hierarchically more abstract neurocognitive processes at ~400 ms, that have
been classically associated with language-specific lexical/semantic analysis of the printed stimuli. In fact, phono-
tactically legal pseudowords can elicit the activation of a larger cohort of orthographical and phonological similar
words (neighbors) in the human mental lexicon, as compared to real words?. Park et al. observe “that the visual
cortex is tuned to selectively process combinations of letters, but not numbers, further along in the visual pro-
cessing stream’”. The present results are in line with this observation. It is possible that stimulating more abstract
mental operations (with specific arithmetic tasks) would trigger later neural activity also for numbers and that
such activity could be dissociable for single compared to strings of numbers. Even so, it is important to observe
that such activity is not automatically elicited in our low-level detection task, while this is the case for strings of
letters. Thus, the present data speak for a clear neural dissociation between numeracy and literacy, mainly when
presenting the stimuli in strings, but not so much when numbers and letters are presented in isolation.

Previous studies®*'®!! mainly focused on the spatial lateralization effect between number and letter process-
ing. Park et al.® investigated the time course of the dissociation between visually-presented letters and numbers
and reported highly similar temporal effects to the ones we observed in the present analysis. A hemispheric dis-
sociation between the ERP waveforms evoked by numbers and letters at the occipital-temporal electrodes was
observed. Specifically, letters elicited significantly greater N1 amplitudes (~ 150 ms) in the left hemisphere, while
numbers elicited significantly greater N1 amplitudes in the right hemisphere (especially for strings). However,
this evidence of a different hemispheric sensitivity for the two types of stimuli does not preclude that both hemi-
spheres are involved in the processing of numbers and letters. One potential explanation for the hemispheric
dissociation observed by Park et al.° could be the fact that one of the two categories of stimuli is more complex
to process, hence triggering higher neurocognitive demands for the same neural mechanisms at work for the two
categories of stimuli. Research by Shum et al.* and by Carreiras et al.'’ showed a right hemisphere involvement
for numbers, but no clear dissociation in the recruitment of the left hemisphere during early visual processing.
Univariate evoked analysis of the present data'! did not provide clear support for either the spatial hemispheric
or the temporal dissociation either. The classical univariate analysis would not be suited for dissociating different
sources of variability since the individual brain responses are averaged across multiple trials and the fine-grained
trial-by-trial variability would be lost. We used a machine learning approach'®* to explore the trial-by-trial vari-
ability of the neural responses to numbers and letters and thus evaluated the stronger hypothesis that the neural
responses to numbers and letters can be logistically classified into separate categories. This analysis revealed,
across time points, that the functional response to numbers and letters can be accurately decoded mainly for
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strings, thus showing when the neural activity becomes number- or letter-specific. Given the early decoding for
numbers vs. letters observed in the present study (starting ~ 100 ms), we can thus conclude that the presentation
of number and letter strings recruits dissociable visual processing resources in the human brain. Our results do
not focus on hemispheric lateralization, but based on previous evidence*!! we can advance that the two hemi-
spheres (and especially the left one) are recruited for both letters and numbers, with more fine-grained functional
dissociations in the micro-neural visual pathways recruited by the two categories of stimuli.

The present study thus provides interesting experimental evidence on the effects of literacy vs. numeracy
that can stimulate further research. First, we have reported a significant difference in decoding patterns for let-
ters while presented in strings compared to strings of numbers. Second, we reinforce the idea that early neural
activity of the human cortex is fine-tuned to selectively process combinations of letters (as compared to single
letters) along the visual processing stream. Third, we reported such dissociations in a low-level visual detection
task, where no differential task demands for numbers of letters can explain the observed dissociations. Further
research, maybe involving intracranial recordings, should further explore the differential role of the visual path-
ways in the two hemispheres, thus clarifying the spatial dissociation supporting the functional dissociation we
report.

Data availability

The raw data can be accessed from Open-Neuro repository (https://openneuro.org/datasets/ds002712/versi
ons/1.0.1). Due to the whole preprocessed dataset’s size and limited public storage options available, only raw
data has been uploaded. However, the full preprocessed dataset is available upon requests directed to Dr. Nicola
Molinaro (n.molinaro@bcbl.eu) or Dr. Sanjeev Nara (sanjeev.nara@math.uni-giessen.de). The full data set could
then be shared through the private BCBL-secured institutional servers temporarily available for big data transfer.
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