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Since the early phase of the artificial-intelligence (AI) era expectations towards AI are high, with experts be- 

lieving that AI paves the way for managing and handling various global challenges. However, the significant 

enabling and inhibiting influence of AI for sustainable development needs to be assessed carefully, given that 

the technology diffuses rapidly and affects millions of people worldwide on a day-to-day basis. To address this 

challenge, a panel discussion was organized by the KTH Royal Institute of Technology, the AI Sustainability Cen- 

ter and MIT Massachusetts Institute of Technology, gathering a wide range of AI experts. This paper summarizes 

the insights from the panel discussion around the following themes: The role of AI in achieving the Sustainable 

Development Goals (SDGs); AI for a prosperous 21st century; Transparency, automated decision-making pro- 

cesses, and personal profiling; and Measuring the relevance of Digitalization and Artificial Intelligence (D&AI) 

at the indicator level of SDGs. The research-backed panel discussion was dedicated to recognize and priori- 

tize the agenda for addressing the pressing research gaps for academic research, funding bodies, professionals, 

as well as industry with an emphasis on the transportation sector. A common conclusion across these themes 

was the need to go beyond the development of AI in sectorial silos, so as to understand the impacts AI might 

have across societal, environmental, and economic outcomes. The recordings of the panel discussion can be 

found at: 

https://www.kth.se/en/2.18487/evenemang/the-role-of-ai-in-achieving-the-sdgs-enabler-or-inhibitor- 

1.1001364?date = 2020–08–20&length = 1&orglength = 185&orgdate = 2020–06–30 

Short link: https://bit.ly/2Kap1tE 
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otivation 

The fast-paced rise of artificial intelligence (AI) impacts a wide range

f sectors, hence it is crucial to vigilantly assess the opportunities and

hallenges AI may pose for sustainable development. For instance, a re-

ent review by Vinuesa et al. [59] reported both positive and negative

mpacts of AI on the 17 Sustainable Development Goals (SDGs) from

he United Nations [55] . The amount of literature regarding the use and

pplications of AI grows rapidly, reporting on the potential AI holds to
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rovide support in various critical contexts, such as in the medical do-

ain or in disaster management [48 , 51] . In addition, other areas can

ignificantly benefit from AI, e.g. the transportation sector through AI

pplications aimed at reducing the drag of a number of vehicles [23 , 46]

s well as the urban sustainability sector through more robust methods

o prevent high pollution levels and urban-heat-island effects [53] . De-

pite these benefits it is crucial to understand the practical implications

f deploying AI-based technology and the potential negative impacts

n SDGs related for example to equality or climate change. In the fol-
tute of Technology, Stockholm SE-10044, Sweden. 
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owing, we discuss the various topics covered in the panel discussion 1 

rganized by KTH Royal Institute of Technology, the AI Sustainability

enter and MIT Massachusetts Institute of Technology. Throughout this

aper, we used the terms ‘sustainable transition’ referring to the radi-

al transformation towards a sustainable society, ‘sustainable develop-

ent’ referring to the development which helps in meeting the current

equirements without compromising the ability of future generations,

nd ‘sustainable transformation’ referring to the shift that may funda-

entally alter human and environmental interactions. Emphasis will be

laced on (i) discerning which applications can benefit most from AI,

ii) which ones may be most significantly at risk, as well as (iii) on the

mpact of AI in producing a social divide. 

he role of artificial intelligence in achieving the Sustainable 

evelopment Goals 

The SDGs provide an excellent framework for assessing the impact

f AI on different sectors as well as for identifying possible synergies

mong them. We started by dividing the 17 SDGs into three categories:

ociety, Economy, and Environment. This division is consistent with

thers previously reported in the literature [45 , 54] . Through a detailed

xpert-elicitation process, we found that 79% of the SDG targets can

e positively affected by AI, while 35% may be negatively affected by

I development [59] . When analyzing the three different groups, we

bserved that the Environment category entails the highest potential

ith 93% of the targets being positively affected, whereas Society has

he largest negative effect with 38% of the targets exhibiting a negative

nteraction with AI. It is important to note that, when taking into account

he type of evidence indicating the connection with AI, we observed

hat the positive effects on the Environment and on Society were quite

obust, whereas additional research is needed to evaluate the possible

ositive effects of AI on the Economy. Additional details can be found

n the work by Vinuesa et al. [59] . 

Some examples of positive effects due to AI include SDGs 8 and 9,

here AI-enabled technology may help create new jobs and enhance

roductivity, as well as SDG 1 through the use of satellite data to track

overty [25] . Other positive applications of AI target SDGs 7 and 13,

pecifically in the context of more efficient energy use (through smart-

rid applications) and through developing more robust tools to predict

nd manage pollution in cities [53] . This is of great relevance e.g. in

urope where urban pollution is responsible for approx. 800,000 deaths

er year [31] . AI can therefore have a positive impact on SDG 13 (cli-

ate action); note that the other two SDGs in the Environment group,

.e. SDGs 14 and 15, can also significantly benefit from AI through im-

roved conservation and management of biodiversity and natural re-

ources. 

AI has the potential to threaten the achievement of a number of appli-

ations relevant to the SDGs within Economy and Society. First, jobs may

e lost [8] , although based on alternative studies the net impact may

ot be negative [1] . This threat is reflected in uneven opportunities to

ccess AI computing resources, which ultimately may increase inequali-

ies. Furthermore, AI algorithms may polarize societies and increase dis-

rimination [15] . These can be reflected in data-driven methods to han-

le the COVID-19 pandemic [35] , and more specifically contact-tracing

martphone applications [60] , where the handling is key to avoid dis-

rimination and polarization. Note that polarized and unequal societies

an in turn have important impacts on peace and stability [39] , i.e. for

DGs 16 and 17. It is important to highlight that AI can have large effects

n the global energy demand. The total electricity demand of informa-

ion and communications technologies (ICT) could require up to 20% of

he global electricity by 2030, being at 1% today [26] . 
1 https://www.kth.se/en/2.18487/evenemang/the-role-of-ai-in- 

chieving-the-sdgs-enabler-or-inhibitor-1.1001364?date = 2020-08- 

0&length = 1&orglength = 185&orgdate = 2020-06-30 
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Technology, individuals, and governments are three agents interact-

ng with each other as well as with the Environment. Thereby, the speed

f change in technology is so high that individuals (when it comes to

echnology adoption) and governments (regarding regulations) signifi-

antly lag behind. Consequently, there are large research gaps to be at-

ended to, to manage the transition to an AI-based society. In addition,

ur results have exposed the significant vulnerability of infrastructures.

ubstantial work is needed to overcome AI gaps in transparency, safety,

nd ethical standards, so that everyone can benefit from the large po-

ential of AI (see also [59] ). 

I for a prosperous 21st century 

AI is a double-edged sword: On the one hand, AI has great potential

o contribute immensely to solving existing problems and therewith to

eople’s well-being in the near future. As AI could replace many pro-

edures and routines carried out by humans, the risk of human failure

ould be reduced and hence numerous lives could be saved by, for in-

tance, (i) self-driving cars based on AI-technology that reduce the risk

f accidents [27] ; but see [41] , (ii) diminishing the amount of mistakes

ade in hospital care [36] ; (iii) improving diagnostics in e.g. lung can-

er [42] and blindness [40] ; (iv) accelerating medical science given new

I-technologies that also contribute towards the discovery of new drugs

16] . In addition, (v) education is likely to become more customizable

nd accessible around the world. On the other hand, AI can be purpose-

ully misused causing harm, such as done by AI-driven data mining (see

ambridge Analytica , [13] to harvest data about human online behav-

or with the aim to influence elections. Likewise, AI-technology is used

o carry out drone-flown bomb attacks that have killed people in var-

ous instances. Other examples include, for instance, the glitch in the

I-trading system at Knight Capital which led to a 440 Million USD loss

14] , or Boeing ’s safety-critical systems being potentially vulnerable to

eing hacked through their entertainment system software [20] . 

The complexity of AI technologies and the fact that decision mak-

rs often do not understand its power, are posing major challenges for

 fair, ethical and sustainable use of AI [59] . The key is to obtain as

uch of the benefits of AI, while concurrently avoiding misuses, one

hat needs to be addressed urgently since AI technology is advancing

teadily and becoming more powerful rapidly. A solution to this chal-

enge is to draw a clear line between the acceptable and unacceptable

se of AI. The widespread doubt that such an agreement is unrealistic

an be rebutted by the example of the ban of bioweapons agreed upon

uring the 1975 Asilomar conference on the regulation of biotechnol-

gy, more specifically DNA technologies [6] which since then is globally

ollowed. As an analogy, such beneficial use of AI is shown e.g. in terms

f DNA technologies that keep playing an essential role in the devel-

pment of vaccines. In 2017, the Asilomar Conference on Beneficial AI

reated a set of guidelines for AI research – the 23 Asilomar AI Princi-

les ( https://futureoflife.org/ai-principles/ ) which are being endorsed

y a growing number of key players in AI research, industry and devel-

pment. 

The ultimate driver of an AI agreement is a globally-shared positive

ision based on equal benefits for all. Despite sounding utopian, there

re various examples of shared visions that have led to positive changes

n the past: the invention of democracy, the scientific, industrial and

omputer revolutions, free healthcare, free higher education, or peace

hrough interdependence in Europe. Taking the SDGs as our baseline,

he global-AI vision may go beyond and aspire prosperity for all, knowl-

dge through AI, AI for science, saving the climate with AI, curing cancer

ith AI, and health for all. 

ocietal and ethical considerations when applying the SDGs to AI 

Prior to the SDGs the United Nations established the Millennium De-

elopment Goals which prompted the “Information and Communication

https://www.kth.se/en/2.18487/evenemang/the-role-of-ai-in-achieving-the-sdgs-enabler-or-inhibitor-1.1001364?date=2020-08-2013length=113orglength=18513orgdate=2020-06-30
https://futureoflife.org/ai-principles/


S. Gupta, S.D. Langhans, S. Domisch et al. Transportation Engineering 4 (2021) 100064 

T  

m  

c  

a  

t  

w  

a

 

t  

t  

d  

c  

m  

d

 

g  

A  

l  

v  

a  

I  

d  

b  

f  

n  

g  

t  

s  

i  

p  

u

 

 

 

 

 

 

 

 

 

o  

t  

t  

t  

(  

c  

i

T

p

 

i  

m  

i  

r  

s  

m  

u  

l  

C

 

a

 

k  

s  

d  

a  

p  

f  

a  

r  

M

h  

p  

t

 

h  

u  

l  

c  

p  

e  

m  

(

i  

c  

d  

j  

(  

t  

r  

j  

w  

t  

e  

e  

a  

w  

a  

t

 

v  

i  

i  

d  

o  

o  

e  

n

 

t  

m  

i  

n  

G  

2 https://choice.npr.org/index.html?origin = https://www.npr.org/sections/health- 

shots/2018/07/17/629441555/health-insurers-are-vacuuming-up-details- 

about-you-and-it-could-raise-your-rates?t = 1544433231164 
3 https://www.telegraph.co.uk/technology/2018/10/09/amazon-patents- 

new-alexa-feature-knows-offers-medicine/ 
4 https://www.independent.co.uk/life-style/gadgets-and- 

tech/news/facebook-patent-predict-die-death-prediction-algorithm-personal- 

data-privacy-a8417771.html 
5 https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri = CELEX:32016L0943 
echnologies (ICTs) for Development ” initiative. The Broadband Com-

ission for Sustainable Development assessed the role that technology

ould play, not just in enabling the goals, but in creating technology as

n accelerator of the goals. The primary intent of the Commission was

o address the digital divide by pairing digitalization with sustainability,

hile expanding the ICT industry to enable access to the newly mobile

nd digital world for billions of people. 

More recently, Melinda Gates and Jack Ma declared The Age of Digi-

al Interdependence which included five sets of recommendations on how

he international community could work together to optimize the use of

igital technologies and to mitigate their risks. The recommendations in-

luded: inclusive digital economy; human and institutional capacity; hu-

an rights and human agency; trust, security, and stability; and global

igital cooperation. 

These considerations are especially relevant with the advent of AI

iven the possibilities for exponential benefits and exponential risks.

I is different from the ICTs of the past, because it is self-scaling, self-

earning, and self-propagating. With the technology becoming more ad-

anced, the lack of proper governance, transparency, explainability, and

ccountability becomes more pronounced. This needs to be addressed.

n the context of sustainability, AI-technology results in a new type of

igital pollution in the form of privacy intrusion, discrimination, and

iases. Unethical outcomes are a result of the application, and not the

ault of the technology, since the technology itself can be considered

eutral. However, with the intention to drive technology as a force for

ood comes also a responsibility to implement safeguards and ensure

he technology is not misused. The consequences of failing this respon-

ibility are severe, resulting in the amplification of discrimination and

nequality, inference of faulty or incorrect conclusions, and violation of

rivacy and trust. There are four common types of pitfalls that lead to

nethical outcomes: 

• Immature data and AI (insufficient training of algorithms on datasets

as well as lack of representative data could lead to incorrect and

unethical recommendations). 
• Misuse / overuse of data (the AI application, or solution, could be

overly intrusive using too broad or too deep open data or it could be

used for unintended purposes by others). 
• Bias of the creator (values and bias are intentionally or unintention-

ally programmed by the creator who may also lack knowledge/skills

of how the solution could scale in a broader context). 
• Data bias (the available data is not an accurate reflection of reality,

or the preferred reality, and may lead to incorrect and unethical

recommendations). 

To create a sustainable approach to AI and to understand its impact

n people and society, AI-technologies must be assessed through a mul-

idisciplinary lens, combining the technical, legal and societal perspec-

ives. With new and unforeseen events such as the COVID-19 pandemic,

he Black-Lives-Matter movement, or economic and job-related crises

with detrimental effects on ethical questions and standards of our so-

iety), it is more important than ever to deploy data-driven technology

n a safe and trustworthy way. 

ransparency, automated decision-making processes, and 

ersonal profiling 

We live in a big-data-analytics era where automated decision mak-

ng, machine learning and profiling techniques are increasingly able to

ake assessments and predictions of individuals’ lives based on histor-

cal data. These techniques can be harmful to individuals, because cur-

ent laws and their interpretations neither provide a data subject with

ufficient control over the assessments made by automated decision-

aking processes nor with sufficient control over how these profiles are

sed. The main legal and ethical issues are discrimination, biases, and

ack of transparency, and individuals have no access to their profiles.

onsequently, people’s autonomy, dignity, and freedom are in risk. 
3 
There are many examples of assessments being made based on online

utomated decision-making processes: 

An algorithm decides whether one stays in or out of the job mar-

et with a simple personality test. Thereby, one would not know that

he/he is being discriminated against, because it is the algorithm that

ecides about the recruitment. Hence, people’s personality and job suit-

bility are assessessed based on a 30 s video. If the candidate does not

ass with a certain score, she/he may even be out of the labor market

or good ( https://www.8andabove.com/ ). Despite such algorithmic bi-

ses, AI-driven decisions may be easily accepted by humans, since the

ejection of AI-driven decisions would be labor-intensive and tedious.

oreover, an AI-driven classification of job seekers as e.g. “hopeless ”

as the potential to trigger a process where resource deprivation by the

ublic employment service can actually lead to the realization, and later

o the (circular) validation, of this particular prediction [3] . 

Insurance companies collect data from social networks to predict

ow much users’ health care could cost them. 2 Alexa can predict a

ser’s health status through analysing voice and coughing, which is fol-

owed by sending advertisements for sore-throat products. 3 Facebook

an predict your political views ( https://www.citizenme.com/facebook-

redict-political-view ), your race, religion, and sexual orientation, and

ven when you are going to die. 4 Is it fair to wonder how such auto-

ated decision-making and personal profiling are regulated in the GDPR

General Data Protection Regulation)? Is there a “Right to Explanation ”

n the GDPR? Data subject rights to transparency are described in Arti-

les 13–15 GDPR. The right to be notified (Articles 13–14 GDPR) is a

ata controller’s duty and covers data provided directly by the data sub-

ect, observed data and data from a third party. Also, the right to access

Article 15 GDPR) has to be appealed for by the data subject. Regarding

he right to be notified, Article 13.2 (f) GDPR informs about notification

equirements when personal data is collected directly from the data sub-

ect, and article 14.2 (g) GDPR informs about notification requirements

hen personal data is obtained from a third-party. It has been suggested

hat the notification duties outlined in these two articles grant an ex post

xplanation, which means that one has the right to be notified about the

xistence of the logic involved, as well as the significance and the envis-

ged consequences of automated decision-making. But this suggestion is

rong for a reason. These notification duties precede decision-making

nd apply in the moment data is collected for processing and refer only

o input data. 

Regarding the right to access, article 15.1 (h) GDPR says that indi-

iduals have the right to access their personal data and to the following

nformation: whether there will be automated decision-making, includ-

ng profiling, meaningful information about the logic involved in the

ecision process, as well as the impact and the envisaged consequences

f such processing for the data subject. The reality is that, with a lack

f an explicit deadline for appealing, the right of access is limited to

xplanations of systems’ functionalities. This is, again, an ex-ante expla-

ation. 

Furthermore, the Trade Secrets Directive states in its article 2.1 5 that

rade secret is everything that is not known, it is anything that has com-

ercial value and is anything where reasonable steps are taken to keep

t secret. As a direct consequence of this definition, an individual does

ot have the right to be notified, as Article 13.2 (f) and 14.2 (g) of the

DPR considers, nor the right of access established in Article 15.1 (h)

https://www.8andabove.com/
https://www.citizenme.com/facebook-predict-political-view
https://choice.npr.org/index.html?origin=https://www.npr.org/sections/health-shots/2018/07/17/629441555/health-insurers-are-vacuuming-up-details-about-you-and-it-could-raise-your-rates?t131544433231164
https://www.telegraph.co.uk/technology/2018/10/09/amazon-patents-new-alexa-feature-knows-offers-medicine/
https://www.independent.co.uk/life-style/gadgets-and-tech/news/facebook-patent-predict-die-death-prediction-algorithm-personal-data-privacy-a8417771.html
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016L0943


S. Gupta, S.D. Langhans, S. Domisch et al. Transportation Engineering 4 (2021) 100064 

o  

p  

i  

t  

a

M

i

 

o  

e  

t  

e  

t  

[  

p  

o  

h  

[  

e

 

t  

i  

t  

i  

w  

o  

c  

s  

t  

q  

t  

[  

c  

i  

i  

o  

o  

d  

o  

l  

s  

f  

a  

b

T

 

a  

p  

c  

t  

l  

r  

p  

c  

e  

b  

m  

l  

i  

c  

t  

t  

T  

a  

[  

a  

g  

s

A

 

t  

d  

r  

D  

c  

i  

t  

t  

s  

t  

r  

a  

t  

n  

S  

p  

s  

c  

g  

o  

p  

t  

t  

m  

p  

c  

d  

a  

q  

t  

t

 

t  

r  

o  

i  

p  

t  

b  

m  

a  

p  

w  

t  

i  

f  

f  

p  

l  

a  

t  

t  

n  

P  

d  

d  
f the GDPR to the profile that the companies have about them and the

urpose it is used for. In other words, the GDPR does not contemplate

n an explicit way a right to an explanation to the data subject to au-

omated decision-making, which makes the principles of transparency

nd accountability impossible to apply [4] . 

easuring the relevance of Digitalization and artificial 

ntelligence (D&AI) at the indicator level of SDGs: Digitainability 

Application of Digitalization and AI (D&AI) for sustainable devel-

pment is being viewed as a major movement shaping the economy,

nvironment, and society. The union of the two domains (Digitaliza-

ion and AI), particularly under the framework of SDG and D&AI is less

xplored yet promising, since it fosters coherent efforts towards sus-

ainable development by providing new value-generating opportunities

18 , 37] . However, due to the multifaceted nature and underlying com-

lexities of the SDG 2030 Agenda, efforts to explore the meaningfulness

f a D&AI application for SDGs are still sparse [65] . Only a few studies

ave so far investigated the nexus between D&AI and the SDGs (e.g.,

17 , 30 , 59] ), thus limiting the possibility for open debates and a coher-

nt dialog between key-stakeholders . 

Considering the numerous hurdles and uncertainties related to D&AI,

he Bonn Alliance for Sustainability Research/Innovation Campus Bonn

s working on the project "digitainable" to uncover the intricate rela-

ionship between D&AI and sustainability. In this context, "digitainabil-

ty" - a combination word of the "digitalization" and "sustainability"

as framed, referring to the cross-fertilization between the processes

f digitalization and sustainable development. Research is underway to

omprehend the relevance of D&AI at the indicator level of SDGs. Re-

earch which explores associations among SDGs and D&AI from a prac-

ical viewpoint and fosters the development of various qualitative and

uantities methods considering technological as well as social perspec-

ives, are ongoing to develop evidence for a D&AI and SDG nexus (e.g.,

58 , 64] ). However, synergies and trade-offs among SDGs and their indi-

ators are critical aspects that need to be carefully assessed. Research on

nteractions to prioritize coherent actions for sustainable development

s rapidly growing (e.g., [2 , 22 , 61] ). However, there are gaps in terms

f viewpoints for identifying the interactions and asserting fragmented

utcomes, depending on the focus and context. Therefore, to better un-

erstand and generate data-backed evidence, which is yet not well rec-

gnized and hardly reflected in debates, further research towards de-

ivering systemic-methodologies is required. Although still evolving, re-

earch on a mindful use of D&AI is starting to shape. Further work and

unding are needed to continue exploring the conscious and sustainable

pplications of D&AI technologies for sustainable transformation from

oth social and technological perspectives. 

ransdisciplinarity for sustainability and AI applications 

Situations for sustainable transformation require balancing sustain-

ble and unsustainable trends, which vary spatiotemporally and com-

rehend social and technological advancements. Sustainability as a con-

ept is driven by values, requiring a vision of what needs to be sus-

ained and at what cost. We can observe this by looking at the chal-

enges in integrating the three pillars of sustainability – economy, envi-

onment, and society – which in some contexts are not mutually com-

atible. Considering the need for sustainable transformation within the

urrent global change context, it is essential to understand the syn-

rgies and trade-offs between sustainable and economic development,

etween environment and economic development, economic develop-

ent and social contexts, etc. The simplistic, reductive, and linear

ogic behind disciplinary knowledge production is limited in address-

ng complications beyond specific scope and methods. Interpretation

hallenges also exist between disciplines, seeking inventions in iden-

ifying the key objectives and their subtle drives for using D&AI and

he need for cost-effective approaches to address the data gaps [12] .
4 
hus, we should be considering a holistic, systemic, trans-disciplinary,

nd forward-looking perspective, both for D&AI and sustainability

5 , 43 , 57] . Systemically quantifiable and transdisciplinary perspectives

re needed for accelerating the progress of SDGs, considering local and

lobal perspectives and vertical and horizontal relations among key

takeholders. 

ttention towards sustainability and D&AI applications 

Achieving the SDGs is at the risk of a considerable interruption due

o emerging global challenges such as climate change, environmental

egradation, overuse of minerals, political and financial instability, and

ecently the COVID-19 pandemic. SDGs could benefit significantly from

&AI support, if such support is deliberated and developed with their

apabilities and limitations in mind [66] . To ensure that technological

nterventions meet the envisaged end requirements, it is crucial to iden-

ify and realize vital factors that explain the meaningful application of

echnologies. In order to generate both a big picture and detailed in-

ights about the mindful use of D&AI, practical and research implica-

ions need to be well considered. Particularly, to cope with governance-

elated D&AI and sustainability action uncertainties and context, novel

nalytical tools based on practical implications of D&AI, considering ac-

ors’ perspectives, are highly desired [44 , 47] . Practical implications also

eed to demonstrate trade-offs, prioritizations, and negotiations among

DGs considering different contexts and objectives. For example, the

revention of conflicts between SDG indicator targets on certain occa-

ions may also hamper the implementation of other SDGs [63] . Some

onflicts may be necessary, as for instance to achieve a long-term inte-

ration as the relation between Indicator 9.4.1 (CO 2 emission per unit

f value added) and Indicator 9.2.1 (Manufacturing value added as a

roportion of GDP and per capita) [34] . Existing literature corroborates

he imperative of measuring the progress by monitoring and evaluating

he SDGs for achievement [11 , 67] . However, a significant challenge re-

ains in uncovering suitable taxonomies to measure the dynamics of

rogress and comprehensive methodologies that can help explore the

ontext-based assessment for practical applications of D&AI at the in-

icator level of SDGs. Methodologies and analytical tools beyond goals

nd target levels, i.e., those that are capable of reflecting digitainability’s

ualitative and quantitative aspects while capturing the complexities of

he SDGs, are needed for the mindful application of D&AI for sustainable

ransformation. 

The project “Digitainable” is dedicated to several of these aspects

o address gaps identified at the intersection of D&AI and sustainability

esearch. Notably, the research is focused on addressing the following

verarching themes: 1. Identifying the role D&AI could play for SDGs’

ndicators; 2. Developing methods that help access the responsible de-

loyment of D&AI, considering both social and technological perspec-

ives; 3. Scalable D&AI interventions for SDGs; 4. Addressing the gaps

etween research and practice to utilize D&AI for sustainable transfor-

ation meaningfully. This research is designed to foster the context-

ware, inclusive, and accountable application of D&AI in the long-term,

articularly by enabling collaboration, trust, and knowledge sharing

ith key stakeholders. Thereby, the Digitalisation Sustainability Ma-

rix (DSM; [24] ), a participatory research approach, serves as a means

n collaborative methods such as participatory action research (PAR)

or the transdisciplinary knowledge curation process. PAR serves as a

ramework to juxtapose interdisciplinary stakeholders in the knowledge

roduction process to co-develop research, education, and action inter-

inkages between science and practice [10] . The DSM connects D&AI

nd sustainability at the SDG indicator level. It is a two-dimensional ma-

rix using D&AI themes and respective technologies connected to indica-

ors of a particular SDG to seek the perspective on positive, negative, and

on/unknown relevance for the diverse stakeholders who are part of the

AR. The DSM has been tested in interactive events with experts from

iverse sectors and backgrounds, with the objective to capture trans-

isciplinary knowledge in the action-oriented dialogues concerning the
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se of D&AI technologies for the indicators of SDGs. DSM can effec-

ively trigger discussions on crucial aspects that need to be considered

or D&AI’s practices, which is a step towards deep-rooting the transdis-

iplinary perspectives for meaningful use of D&AI for SDGs (Gupta et al.

24] ). 

esigned by all for all 

A world which heavily relies on AI technology will have to deal with,

n addition to those aforementioned, two pronounced challenges specific

o gender in order to provide equal outcomes and opportunities for all.

he first one is fixing the gender data gap. The gender data gap is the

henomenon whereby the vast majority of information that has so far

een collected globally is on men, ranging from economic data to urban

lanning data to medical data [38] . When such data is used as a source

o help create ideal and functioning living environments, these environ-

ents only work optimally for a selected part of the population – the

en. For example, until recently clinical trials have not adequately en-

olled women or analyzed sex-specific differences in the collected data

62] . This is despite sex differences can be observed in various disease

tates in prevalence, diagnosis, severity, and outcomes as well as the dif-

erent physiologies of the sexes may translate into differences in phar-

acokinetics or pharmacodynamics for specific drugs [33] . The most

amous example is the one of Ambien, a drug treating insomnia, which

as the first one to be prescribed in sex-specific doses after discovering

hat women metabolized it much slower and, therefore, exhibited next-

ay psychomotor impairment with the original dosage [21] . Another fa-

ous example is car safety. Cars are still mostly tested only using a 50th-

ercentile male dummy [32] , resulting in women drivers being 47% and

1% more likely to be seriously and moderately injured, respectively,

n a car crash [7] . Hence, women have been disadvantaged for millen-

ia. Now, consequently, any algorithm trained on such male-dominated

atasets is unlikely to predict accurate risks or give appropriate results

or everyone. Examples for that are voice and speech recognition sys-

ems, which perform worse for women than for men [49 , 50] or face

ecognition systems which provide more errors with female faces [9] . 

Second, we need to reach gender equality in AI professionals. Women

re highly underrepresented in STEM disciplines (Science, Technol-

gy, Engineering, and Mathematics) and the AI field is also a male-

ominated one. In 2016, women accounted for less than a third (29.3%)

f those employed in scientific research and development across the

orld [56] and only 19.5% of those held manager positions in the soft-

are technology industry [28] . Systems and algorithms created by male

esigners and engineers might entail biases which are introduced uncon-

ciously during various development stages e.g. the sampling of data,

heir annotation, the selection of algorithms, or the evaluation of metrics

52] . The consequence are algorithms which process data in a gender-

iased way. Clearly, data gaps and algorithm biases do not only hinder

eaching gender equality, but also apply to culture and race. One of the

ew studies on this topic found large racial disparities in the performance

f five commercial automatic speech recognition systems, when tested

y white and African American speakers [29] . 

onclusion and outlook 

This article comprehensively presents the multidisciplinary perspec-

ives shared in the panel discussion by experts on the intersection of

I and sustainable development. We shed light into the various critical

spects about whether, how, and what necessary facets need to be con-

idered for responsively harnessing the convenience offered by AI for

DGs. Overall, we provide a general overview of identifying and pri-

ritizing the agenda for addressing the pressing research gaps concern-

ng the advancement of AI for sustainable transformation. The signifi-

ance of the nexus between the application of AI and the 2030 Agenda

ould be sensed as an “enduring component ”, which requires a thor-

ugh consideration of the threats, opportunities, synergies, and trade-
5 
ffs. Thus, a converging transformation is desired from multidisciplinary

erspectives taking the SDGs as our baseline. The disruption caused by

I goes beyond technology, representing an interplay between technol-

gy, society, environment, and policy. A better understanding of the

ocio-technical enablers and their impact on society are equally impor-

ant factors. Given the exceptional prospects that AI may bring in, we

uggest that in-depth exploration of the role of AI to provide support

nd overcome specific limitations hindering the progress of the SDG is

rucial. 

Various experts in the panel discussion highlighted an urgent need to

ddress gaps, which helps in managing the transition to an AI-assisted

ociety. Accelerating progress is urgently required to manage the sig-

ificant vulnerability of infrastructures pertaining to AI. Notably, the

ulnerabilities around transparency, safety, and ethical standards need

o be addressed so that everyone can contribute with sureness and can

enefit from the potential advantages offered by AI. Further research is

equired for a profound understanding of the identified challenges tak-

ng the SDGs as our baseline. SDGs can play the role of a framework to

uide the advancements in AI as a key facilitator for data-driven goals

nd enrich further opportunities. Considering the new and unforeseen

ituations that impacted society and ethical effects such as COVID-19,

t is more crucial than ever to deploy safe and trustworthy data-driven

echnologies for sustainable development. Furthermore, research is re-

uired to profoundly explore the extent to which AI can contribute to

he agenda for sustainable development as well as to tackle potential

radeoffs. 

Taking into account the unintended social, ethical, equity-related,

nd environmental concerns, there is an urgent need to assess and curb

ocial as well as technical feasibilities for enabling AI-driven solutions

or sustainable transformation. Methodologies and analytical tools to

ccess the relevance of AI for sustainable development need to be pur-

ued from a systematic and ethical perspective, beyond current techno-

entric viewpoints. In-depth understanding beyond goals and target lev-

ls that are capable of reflecting digitainability’s qualitative and quanti-

ative aspects, while capturing the complexities of the SDGs, are highly

esired to facilitate AI for sustainable transformation responsively. As

an be observed from the aforementioned sections, AI discussions have

een mainly focused on ethical and social considerations. However,

ince ultimately only staying within the planetary boundaries will al-

ow for a transition into a prosperous and equitable future for all, en-

ironmental sustainability needs a prominent place at the forefront of

eveloping and implementing AI-driven technologies. In particular, the

ole of AI in enabling climate action should be further investigated, as

limate change is widely considered as the most prominent crisis to ad-

ress in the 21st century, and has wide ripple effects across all SDGs

Nerini [19] ). 

For practitioners of AI, current research on the impacts of AI sug-

ests the need to go beyond the simple understanding of what might be

he impacts of an AI application within its field, but also understanding

ts potential positive and negative effects across societal, environmental

nd economic outcomes. The SDGs could be used to guide that eval-

ation, as a multi-disciplinary lens to guide the dialog [59] . For that

o happen, the research and international community should develop

asy-to-use standard tools to guide AI practitioners in such assessment. 

There is a need to foster dialog and collaboration across disciplines

o draw insights that can accelerate responsible, ethics-driven, inclusive,

nd context-aware AI applications for sustainable development. Hence,

e believe this article provides a step towards a profound understanding

f the challenges and critical aspects of utilizing AI for a prosperous 21st

entury. 
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