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Abstract 

We present a quantitative characterization of the heat flux distribution generated at open vertical 

cracks in burst vibrothermography experiments. We use a stabilized inversion algorithm that is 

able to retrieve both homogeneous and inhomogeneous fluxes from surface temperature data 

generated by open cracks. The performance of the algorithm is checked by inverting both 

synthetic data with added random noise and experimental data taken on samples containing 

calibrated heat sources. The results show that it is possible to characterize simultaneously the 

geometry and the absolute value of the heat flux distribution generated at the crack and 

therefore, the total emitted thermal power. 
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1. Introduction 

Since the pioneering works in the seventies [1-2], ultrasound excited thermography or 

vibrothermography (VT) has become an attractive thermographic nondestructive evaluation 

technique due to its ability to detect defects in a variety of materials: from composite panels [1-

8] to massive metallic parts [9-11] as well as in coatings [12]. In this technique, the specimen 

is excited mechanically, with ultrasounds, and the defects are preferred zones for thermal 

conversion of the mechanical energy due to different mechanisms. In the case of planar defects, 

such as cracks, the main mechanism is friction between defect faces [13-16]. In metals, where 

the ultrasounds damping is low, VT is a defect selective technique since heat is only produced 

at the defects, whose presence is revealed by a hot spot at the surface, that can be measured by 

an infrared camera. For an extensive overview of the heat production mechanisms see Ref. [17]. 

One of the key points for VT to become a fully accepted technique for nondestructive 

testing is the evaluation of the minimum strain needed to detect a crack and the determination 

of the minimum detectable crack size. The detectability of cracks in VT experiments is affected 

by many conditions: it depends on the amount of heat released at the crack, its depth and the 

thermal properties of the material. The heat released at the crack depends on its size and on the 

crack closure state and vibration pattern induced in the specimen, which in turn depends on the 

clamping conditions, the position of the exciter, etc. Due to all these complex interdependences, 

the research in VT has been focused on several aspects aimed at understanding and improving 

the detectability of cracks.  

In 2009 Morbidini and Cawley proposed a calibration method for VT [18]. They 

introduced the so-called “heating index” that is a measure of the ability of the vibration field to 

generate heat at defects. It is estimated from vibration amplitude measurements and takes into 

account the heat generated at early times, which also contributes to the surface temperature rise. 

One of the key points is the determination of the minimum strain needed to active a crack in a 

VT experiment, and to relate the strain level to the energy deposited at a given defect. This 

requires the evaluation of both the strain coverage, and the thermal power generated at the 

defect. Holland et al. proposed a method to determine the strain along the sample by scanning 

the specimen surface with three laser vibrometres in order to get the full 3D vibration field [19]. 

A much less time consuming method was proposed later on by the same group, using a 

viscoelastic coating on the metallic part to evaluate the vibration strain distribution from the 

temperature rise map of the polymer adhesive [20]. The method provides a simple and fast way 

to obtain full vibration monitoring in a VT test. 
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Regarding the need to estimate the thermal power deposited at the defect, Holland and Renshaw 

presented an algorithm that could be used to identify heat sources in a planar specimen from an 

image sequence [21]. The method consists in using the 2D heat diffusion equation to extract 

the instantaneous flux distribution from the spatial and temporal derivatives of the image 

sequence. The authors applied the same processing technique to the case of three dimensional 

heat propagation, when heat sources are buried below the surface. The resulting “heat source 

estimate” provides better spatial and temporal resolution than the raw image sequence but the 

result is not a true heat flux. Another drawback of the method is that the processed image 

sequence exhibits a reduced sensitivity to deep heat sources if compared to the raw sequence. 

 In previous works, we tackled the identification of the geometry of buried heat sources 

from VT experiments, both in modulated [22-26] and burst regimes [27-28]. It is well known 

that the lock-in technique has the potential to reduce the noise in the data by analyzing a large 

number of images. This allows detecting very weak signals (far lower than the noise equivalent 

temperature difference (NETD) of the camera) from defects that would remain unnoticed in a 

live image sequence, but data taking is rather time consuming. In burst regime, the lowest signal 

that can be detected is limited by the NETD of the camera, but the experiments are fast, which 

makes it an ideal technique for industrial applications. The situations that we considered in our 

previous works were kissing vertical cracks, in which heat is produced all along the crack 

surface, which leads to the generation of compact heat sources. The geometries we analyzed 

included rectangles, triangles and semicircles, the latter being representative of kissing half-

penny cracks. The identification of the geometry of inner heat sources from surface temperature 

data, which is a severelly ill-posed inverse problem, was carried out by regularizing the least 

square minimization problem, via the addition of penalty terms.  

 With the idea of heading for real applications, in this work we focus on burst VT, and 

we address the characterization of open cracks. Moreover, by inverting raw data corresponding 

to the absolute temperature increase at the surface we determine not only the geometry, but also 

the absolute flux distribution and total power generated at vertical cracks. In open cracks the 

heat generated at the flaw is not characterized by a compact shape, as heat is not produced along 

all the crack surface. At the center of the crack, where the lips are not in contact, there is no 

friction so the heat sources have the shape of a band, corresponding to positions where the lips 

are both in contact and in relative motion. We take the case of semi-circular stripe-shaped heat 

sources as representative of the behavior of open surface breaking cracks. We check the 

performance of the inversion algorithm with this type of geometry and its ability to quantify the 

flux distribution and total power emitted at the crack by inverting synthetic data with added 



 4 

noise. First, we consider the case in which the flux is homogeneous within the semi-circular 

band. As a further step to approach experimental situations with real cracks, we also consider 

inhomogeneous flux production within the band, analyzing three different situations: angle-, 

depth- and radius-dependent fluxes. Finally, we present inversions of experimental data 

obtained on samples with calibrated heat sources activated in VT experiments, both 

homogeneous and inhomogeneous. The results indicate that it is possible to characterize both 

the heat flux distribution and the thermal power emitted by cracks in VT experiments. 

 

2. Direct and inverse problems  

2.1. Direct problem 

First, we address the calculation of the evolution of the surface temperature distribution 

produced by open half-penny vertical cracks, typically encountered in real cracked parts. As 

mentioned in the introduction, when a constant amplitude ultrasonic burst of duration τ is 

applied to the cracked specimen, heat is produced at an area that is smaller than the crack, where 

the lips are in contact and in relative motion, typically featuring the shape of a band [15]. 

Accordingly, we model the behavior of open cracks in VT experiments as semi-circular band-

shaped heat sources. 

Figure 1a shows the geometry of a semi-infinite material containing a planar heat source 

of arbitrary shape Ω in plane Π (x = 0), emitting a constant heat flux ( )Q r  during a time interval 

[0, τ]. Under adiabatic conditions at the surface, the general expression for the surface (z = 0) 

temperature evolution is given by [27,28]: 
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Here, K and D are the thermal conductivity and diffusivity of the material, respectively.  
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Fig. 1 (a) Geometry of a heat source of area Ω contained in plane Π (x = 0). (b) Semi-circular stripe-shaped heat 

source of inner and outer radii r1 and r2, respectively, buried at a depth d. 
 

In the case we address, the particular geometry of the heat source is a semi-circular band 

of inner and outer radii r1 and r2, respectively. For the sake of generality, we consider that the 

upper side is buried at a depth d below the surface (see Figure 1b). For this geometry, the 

evolution of the surface temperature distribution during and after the excitation can be 

expressed as follows:  
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where 2 2( 'cos ') ( 'sin ')L y r d rϕ ϕ= − + + . Here, r’ and ϕ’ are the planar spherical 

coordinates, with origin at the center of the semi-circles. 

The purpose of our work is to invert surface temperature data to determine not only the 

geometry but also the absolute flux distribution responsible for the observed temperature, in a 

fast way. In order to reduce the computational cost of the inversion, we extract selected spatial 

and temporal information: the thermogram obtained at the end of the burst ( , ,0, )rT T x y τ=  and 

the evolution of the temperature at the origin (0,0,0, )tT T t= . Note that Tr and Tt, combined in

( , )T
r tT T T=  (superscript T is transpose), represent absolute values of the temperature elevation 

at the surface, due to the presence of the crack. Inversion of these raw temperatures will allows 

us to extract absolute values of the heat flux (and power) emitted by the crack.  
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2.2. Inverse problem 

The inverse problem consists in finding the absolute heat flux distribution ( ( ')Q r in Eqs. 

2a and 2b) responsible for the measured surface temperature. We address the problem without 

assuming any particular shape of the heat source, only the vertical plane containing the heat 

sources (easily recognizable from the surface temperature distribution) is taken as prior 

knowledge. This approach prevents us from addressing the inversion as a parameter estimation 

problem, in which only the parameters describing a specific geometry are sought. The idea is 

to mesh the plane that contains the heat sources (plane Π, x = 0) and find the heat flux at each 

node (area element) that minimizes the residual squared R2, i.e., the square differences between 

the noisy data, ( , )T
r tT T Tδ δ δ= , and the calculated temperatures:  

22 : ( )calcR T Q Tδ δ= −          (3) 

where the noise level is defined as 
22 T Tδδ = − , being 2 2

0

( , )
z

g g x y dx dy
=

= ∫∫ , and Qδ  is 

the retrieved flux distribution from noisy data. 

The minimization of R2 in Eq. (3) involves the determination of a large number of 

parameters (equal to the number of nodes used to mesh plane Π). Given the diffusive nature of 

heat propagation, the inverse problem is severely ill-posed and the minimization of the residual 

in Eq. (3) requires regularization. The stabilization can be carried out by adding regularization 

terms based on Tikhonov (TK0) [29], Total Variation (TV) [30], and Lasso (L1) [31] functionals, 

defined as:  
2
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Here each functional is multiplied by a regularization parameter α that determines the 

relevance of the stabilizing term with respect to the discrepancy term (last term on the right 

hand side of Eq (5)). Finding the appropriate values of the regularization parameters is a 

sensitive issue: they should be high enough to actually stabilize the inversion and, at the same 

time, as small as possible in order to introduce the smallest error. Our strategy is to start with 
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rather high values of the regularization parameters and reduce them in successive iterations (for 

details regarding the inversion algorithm see Ref. [28]). Obviously, the addition of these penalty 

terms affects the retrieved solution , i

Qδ α


(here 
1

( , , )i i i i
TK TV Lα α α α=



 represents the combination 

of the three regularization parameters). When applying this methodology, the key point is an 

appropriate determination of the value of Fiα


, when iterations are stopped. For the sake of 

clarity, in the following we denote the final reconstructed heat flux , iF

RQ Qδ α =


. In inversions 

of synthetic data affected by a given (and accurately known) noise level, applying the Morozov 

stopping criterion gives excellent results: it consists in stopping iterations when the discrepancy 

term is of the order of the noise in the data [32]. In inversions of experimental data, on the 

contrary, the noise level is an uncertain quantity: in addition to the random noise associated to 

the temperature measurement, data might also be affected by systematic (and unknown) errors. 

For this reason, the application of the Morozov criterion to experimental data is tricky. In 

section 4 we will present a new phenomenological criterion to stop the iterations when inverting 

experimental data.  

 

3. Inversion of synthetic data 

In this section we analyze the performance of the algorithm by inverting synthetic data 

calculated for AISI 304 stainless steel (K = 16 W/mK, D = 4 mm2/s), which is the material our 

samples are made of. First, we analyze the case of semi-circular, stripe-shaped heat sources 

emitting a homogeneous flux. Eqs. (2a) and (2b) have been computed to generate surface 

temperature data for a semicircular band of inner and outer radii r1 = 1 mm and r2 = 2 mm, 

respectively, buried at a depth d = 0.1 mm and emitting a homogeneous flux of
4 25 10 W/m ,Q = ×  which corresponds to a total emitted power of PE = 0.234 W. Its 3D 

geometry is given in Fig. 2a. The effect of changing the radii, the burst duration and the noise 

level in the data will be analyzed in the following. 
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Fig. 2 (a) 3D representation of a semi-circular stripe-shaped heat source of inner and outer radii r1 = 1 mm and r2 

= 2 mm, respectively, buried at a depth d = 0.1 mm and emitting a homogeneous flux 4 25 10 W/mQ = × . (b) Noisy 

(5%, symbols) and fitted (solid line) Tt at the central pixel. (c) and (d) Noisy (5%) and (b) fitted Tr, obtained at the 

end of a τ = 0.5 s. 

 

3.1. Effect of burst duration 

We have tested three burst durations: τ = 0.5, 3 and 8 s. In all cases, a 5% random noise, 

which is similar to that found in VT experiments, have been added. Fig. 2b shows the noisy and 

fitted temperature evolution at the central pixel, Tt, (symbols and solid line, respectively) 

corresponding to a burst duration of τ = 0.5 s. Figs. 2c and 2d show the noisy and fitted 

thermograms Tr calculated at the end of the burst, respectively, for the same burst duration. 

(a) (b) 

(d) (c) 
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Fig. 3 Top: 3D representation of the retrieved absolute heat flux distribution, ( )RQ r , corresponding to the real 

heat source depicted in Fig. 2d (r1 = 1 mm, r2 = 2 mm, d = 0.1 mm, 4 25 10 W/mQ = × , PE = 0.234 W), obtained 

from synthetic data corresponding to burst durations of (a) τ = 0.5 s, (b) τ = 3 s, and (c) τ = 8 s, and data affected 

by 5% noise. Bottom: 2D gray level representation of the normalized heat source distributions, ( )NQ r . The red 

lines represent the real contours of the heat sources. The retrieved maximum flux QM and total power PR are 

displayed on each reconstruction.  

 
 

The reconstructions for the three burst durations are depicted in Figure 3. On top, we 

present 3D images of the retrieved absolute heat flux distributions, ( ).RQ r  In order to better 

visualize the geometry of the heat sources, at the bottom we display a 2D grey level 

representations of the normalized heat flux distribution ( )NQ r , which is defined as 

( )( ) R
N

M

Q rQ r
Q

=


  , where QM is the maximum value of the retrieved heat flux. White represents 

( ) 1NQ r =
  and black ( ) 0NQ r =

 . The values of QM and the total retrieved power, PR, are also 

specified for each reconstruction. The latter is calculated by adding the values of the flux ( )RQ r  

retrieved at each node of the rectangular mesh in plane Π, multiplied by elementary area of the 

mesh dx . dy. As can be observed, not only the geometry of the heat sources is well identified, 

τ  = 0.5 s 
QM = 4.9×104 W/m2 

PR = 0.23 W 

τ  = 3 s 
QM = 5.0×104 W/m2 

PR = 0.23 W 

τ  = 8 s 
QM = 4.8×104 W/m2 

PR = 0.23 W 

(a) (b) (c) 
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but also the absolute values of the flux and emitted power are retrieved very accurately.  Note 

that the quality of the reconstructions is rather independent of the duration of the burst.  

However, if we reduce the thickness of the stripe down to 400 µm (r1 = 1 mm, r2 = 1.4 

mm, d = 0.1 mm) while keeping the heat flux 4 25 10 W/mQ = ×  (i.e. PE = 0.075 W) and the 5% 

noise level in the data, the influence of the burst duration on the quality of the reconstruction is 

more noticeable. As can be observed in Figure 4, a short (τ = 0.5 s) burst that carries a relatively 

larger high frequency content provides better definition of narrow features than a long burst (τ 

= 5 s). The reconstructions from long bursts exhibit a shadowing effect: the shallow tips appear 

brighter and sharper than the deep central side. However, the total retrieved power is rather 

accurate, the fainter local flux at the deepest side being compensated by the reconstruction 

overflowing the real contour.  

                                                                 

Fig. 4 The same as in Fig. 3 but for a narrower heat source of radii r1 = 1 mm and r2 = 1.4 mm, buried at the same  

depth d = 0.1 mm, and emitting the same homogeneous flux of 4 25 10 W/mQ = × (i.e. PE = 0.075 W). 

Reconstructions obtained for: (a) τ = 0.5 s and (b) τ = 5 s. 

 
 

 

 

τ  = 0.5 s 
QM = 4.8×104 W/m2 

PR = 0.074 W 

τ  = 5 s 
QM = 4.1×104 W/m2 

PR = 0.074 W 

(a) (b) 
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3.2. Effects of noise level and depth 

We have also checked the influence of the noise level in the data on the retrieved heat 

fluxes. In Figure 5 we present reconstructions corresponding to the same heat source depicted 

in Fig. 2a (r1 = 1 mm, r2 = 2 mm, d = 0.1 mm, 4 25 10 W/mQ = × , PE = 0.234 W) obtained from 

synthetic data calculated for a burst duration of τ = 2 s, affected by three noise levels: 0.5, 5 

and 10%. 

 
Fig. 5 The same heat source as in Fig. 3, but for a burst duration of τ = 2 s. Three noise levels are considered: (a) 

0.5 % and (b) 5% and (c) 10%.  

 

The results in Fig. 5 demonstrate that the noise level in the data affects both the 

distribution of the flux and the maximum flux value: the larger the noise level, the more 

pronounced the shadowing effect, meaning that the retrieved heat sources spread over an area 

larger than the real area they occupy. However, the shadowing effect does not affect the 

retrieved total emitted power, which is identified very accurately even for data affected by 10% 

noise. 

In the previous examples, we considered typical open surface breaking cracks with heat 

production reaching the sample surface. For the sake of completeness, we have also considered 

buried heat sources with the shape of semicircular stripes and we have analyzed the influence 

(a) (b) (c) 

Noise = 0.5% 
QM = 5.3×104 W/m2 

PR = 0.23 W 

Noise = 5% 
QM = 5.0×104 W/m2 

PR = 0.23 W 

Noise = 10% 
QM = 4.3×104 W/m2 

PR = 0.23 W 
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of the depth of heat sources having the same geometry and flux as in Figure 2a (r1 = 1 mm, r2 

= 2 mm, 4 25 10 W/mQ = × , PE = 0.234 W), but buried at depths of d = 0.5, 1, and 2 mm. The 

results, corresponding to a τ = 2 second burst and 5% noise in the data, are depicted in Figure 

6. 

 
Fig. 6 2D gray level representation of the normalized heat source distributions, ( )NQ r  corresponding to real heat 

sources of radii r1 = 1 mm and r2 = 2 mm, emitting a homogeneous flux of 4 25 10 W/mQ = ×  (total power PE = 

0.234 W), and buried different depths (a) d = 0.5, (b) d =1 and (c) d = 2 mm. Synthetic data calculated for a τ = 2 

s burst and affected by 5% noise. The red lines represent the real contours of the heat sources. The retrieved 

maximum flux QM and total power PR are displayed on each reconstruction.  
 

The results indicate that even if we keep the same noise level at different depths, the 

quality of the reconstruction decreases: it is harder to reproduce the space in the middle, and 

the reconstruction overflow the real contour. Besides, once again this comes with a reduction 

of the maximum retrieved power that compensates for the excess area of the reconstruction, 

providing a very good estimate of the total emitted power.  

 

3.3. Non-homogeneous heat sources 

The results displayed in Figures 3 to 6 correspond to homogeneous heat sources. 

However, in experiments with real cracked samples, the heat distributions generated at cracks 

are very likely inhomogeneous. In order to mimic the conditions we have tried to implement in 

experiments with calibrated inhomogeneous heat sources, we next consider the case of semi-

circular stripe-shaped heat sources (r1 = 1 mm and r2 = 2 mm, d = 0.1 mm) divided vertically 

into two equal quarters, each one emitting a homogeneous (but different) flux. We present three 

cases in which the heat flux emitted by the left quarter (A) remains fixed 4 25 10 W/mAQ = ×  

QM = 4.6×104 W/m2 
PR = 0.23 W 

QM = 3.8×104 W/m2 
PR = 0.23 W 

QM = 3.5×104 W/m2 
PR = 0.23 W 

(a) (b) (c) 
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while the right quarter (B) emission varies: 4 4 4 21.25 10 , 2.5 10  and 3.75 10 W/mBQ = × × × . In 

Figure 7 we present the 2D grey level representations of the normalized heat flux distributions 

obtained from synthetic data calculated for a τ = 1 s burst, affected by 5% noise. As can be 

seen, the reconstructions give good geometrical representations of the two homogeneous 

quarters, as well as very accurate values of the absolute fluxes and powers in all cases. This 

result indicates the adequacy of the penalty terms selected to stabilize the inversion. 

                                   

Fig. 7 2D grey level reconstructions obtained for semi-circular stripe-shaped heat sources (r1 = 1 mm and r2 = 2 

mm, d = 0.1 mm) divided into two quarters. The heat flux on the left is fixed 4 25 10 W/mAQ = ×  while heat fluxes 

on the right vary: (a) 4 21.25 10  W/mBQ = × , (b) 4 22.5 10  W/mBQ = ×  and (c) 4 23.75 10  W/mBQ = × . The third 

row corresponds to the nominal heat fluxes, while the fourth one stands for the retrieved fluxes at the homogeneous 

zones of the reconstructions. 

 
 

In order to further approach real situations in VT experiments with open cracks, in the 

following we consider three different continuously varying fluxes within semi-circular stripe-

shaped heat sources of radii r1 = 1 mm, r2 = 2 mm and depth d = 0.1 mm, namely, depth-, angle- 

and radius-varying fluxes. The 2D grey level representations of the normalized reconstructions 

are displayed in Figure 8. In all cases, the temperature data for the inversions were calculated 

for τ = 1 s and for fluxes varying linearly from 0 to 4 25 10 W/m× as a function of the 

corresponding spatial coordinate (lower figures). For each distribution, we display 

reconstructions obtained by inverting data with two noise levels: 1% and 5%. The nominal and 

retrieved maximum flux and total power are summarized in Table 1.  

(a) (b) (c) 
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Fig. 8 2D grey level representation of the normalized heat flux distribution, ( )NQ r , corresponding to heat sources 

of the same shape (r1 = 1 mm and r2 = 2 mm and d = 0.1 mm) emitting linear (a) angle-dependent, (b) depth-

dependent, and (c) radius-dependent fluxes, obtained from synthetic data corresponding to a burst duration of τ = 

1 s and noise levels of 1 % and 5%. The last raw corresponds to the real heat flux distribution. 

  
 

Inspection of Fig. 8 shows that, although the radius dependent flux is hard to 

characterize, the geometrical variation of the depth-dependent flux is in qualitative good 

agreement with the true flux and that the identification of the angle-dependent flux is really 

accurate. This indicates that the algorithm is able to identify smooth flux variation as opposed 

to large gradients, the performance being better if the variation is quasi-parallel to the surface, 

rather than in depth.  

On the other hand, the results also show that the quality of the reconstructions depends 

largely on the noise in the data so, in order to precisely identify inhomogeneous fluxes, a low 

noise level in the data is highly desirable. Regarding the absolute values of the retrieved fluxes, 

the coincidence with the nominal values is not that accurate, but once again, the coincidence 

between the nominal and retrieved total power is excellent.  

These results point out to an outstanding ability of the proposed method to identify the 

thermal power emitted by a vertical crack in VT experiments. Moreover, the geometry of the 

heat flux and the absolute values of the heat flux distribution can be determined very accurately 

for blocky-type flux distributions. The method reaches its limits when it comes to identify large 

continuously varying flux gradients, but the reconstructions of smooth flux variations are 

noticeably accurate.  

 

 

 

 

(a) (b) (c) 

Noise     1%                       5%                       1%                       5%                      1%                     5% 
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Table 1. Nominal and retrieved values of the maximum flux and power corresponding to the 

reconstructions depicted in Figure 8. 

 
 
 
 

Noise level 
(%) 

 
 

Nominal 
QM (W/m2) 

 
 

Retrieved 
QM (W/m2) 

 
Nominal 
PE (W) 

 
Retrieved 

PR (W) 

Angle  
dependence 

 
     
      1             5 

 
 

45 10×  
 
 

 
44.7 10×    44.4 10×  

 
 

0.120 
 
 

   0.118       0.118 

Depth 
dependence 

 
 

1   5 
 
 

45 10×  
 
 
 

43.0 10×      42.5 10×  
 
 

0.104 
 
 

0.102         0.103 

Radius 
dependence 

 
 
      1                    5 
 
 

45 10×  
 
 
 

43.7 10×       43.2 10×  
 
 

0.130 
 
 

0.128         0.129 

 

 

 

4. Experiments and inversion of experimental data 

In order to test the method with experimental data, we need to prepare samples that 

generate calibrated inner heat sources when excited with ultrasounds. The preparation of the 

samples is intended to produce a homogeneous heat flux. They basically consist of two identical 

parts, made of AISI 304 stainless steel, featuring perfectly matching, well rectified flat surfaces. 

A diagram of the samples is depicted in Fig. 9a. We put a Cu slab, 37 µm thick, of known 

dimensions between the two flat surfaces, and we attach the two parts with screws. When we 

launch the ultrasounds there is friction between the Cu slab and the steel surfaces, so the Cu 

slab becomes a heat source. We also place two more Cu slabs of the same thickness at the back 

side of the flat surfaces, to guarantee that they are parallel. These additional Cu slabs are located 

far enough from the surface where data are taken, so that they do not disturb the surface 

temperature distribution generated by the calibrated slab. The parallelism of the two steel parts 

guarantees a homogeneous heat flux along the surface of the Cu slab.  
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(a)                                                                       (b) 

Fig. 9 (a) Diagram of the samples containing the Cu films that act as heat sources when excited by ultrasounds. 

(b) Picture of the setup with the sample in place for excitation. 

 

The vibrothermography setup is shown in Fig. 9b. We use a tunable (15-25 kHz) 

ultrasound equipment from Edevis with a maximum power of 2 kW (at 20 kHz), and we excite 

the sample at a single ultrasound frequency of 22.9 kHz. The sample is excited with constant 

power bursts ranging from 0.5 to 3.5 s, and ultrasound electrical powers ranging between 60 

and 120 W. The sample surface is covered with high emissivity paint. A thin aluminum film is 

inserted between the sample and the sonotrode to favor the injection of the ultrasounds in the 

sample. We capture the radiation coming from the sample surface with an infrared video camera 

(JADE, J550M from Cedip), working in the 3.5 to 5 µm range, equipped with a 320 x 240 

detector and a 50 mm focal length lens. We work at the minimum possible distance, for which 

the spatial resolution is 135 µm. The distance between the camera and sample, room 

temperature, sample emissivity are fed into the software controlling the camera to get calibrated 

temperature data. In each film, the first frame is subtracted to obtain the temperature rise above 

the ambient and to compensate for eventual emissivity inhomogeneities. 

We took data on samples containing calibrated Cu slabs of different geometries and 

dimensions, on which we applied bursts of different durations. As an example, in Fig. 10 we 

show experimental rT  and tT data together with the fittings, the residuals, and the evolution 

of the maximum heat flux distribution MQ  retrieved along the iteration process, for a semi-

circular Cu band of radii r1 = 1.2 mm, r2 = 2.1 mm buried at a depth of d = 0.15 mm, excited 

with a burst duration of τ = 0.5 s. As mentioned in section 2, in order to apply the Morozov 

stopping criterion (which is based on knowledge of the noise in the data) to experimental data, 

Sample 
surface 

Calibrated 
Cu film 

Plane containing 
Heat sources (Cu film) 
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an accurate determination of the noise level in the data is necessary. This is not easy to 

accomplish with experimental data. Accordingly, we have sought an alternative, 

phenomenological stopping criterion. We have looked at the maximum retrieved flux along the 

iteration process MQ  and we have found that the evolution of this quantity features a disruption 

at the iteration that provides the optimum reconstruction (see Fig. 10f). After this iteration, the 

maximum flux increases at a rate much larger than the rate in previous iterations, and the area 

of the reconstructed flux shrinks very fast and features spikes. This is indicative of the 

minimization becoming unstable due to very low values of the regularization parameters in Eq. 

5. The fitings depicted in Fig. 10 have been obtained by stopping the iteration process at 

iteration no. 21. This stopping criterion has been applied in all the following experimental 

reconstructions. 

 

Fig. 10 (a) Experimental thermogram obtained at the end of a burst of τ = 0.5 s, for a semi-circular Cu band on 

radii r1 = 1.2 mm, r2 = 2.1 mm buried at a depth of d = 0.15 mm. (b) Fitted thermogram and (c) residuals of the 

thermogram. (d) Experimental (symbols) and fitted (solid line) timing graph measured at the central pixel, and (e) 

residuals of the timing graph. (f) Evolution of the maximum flux MQ  along the iteration process. The red arrow 

indicates the iteration where the process was stopped. 

 

As can be observed in Figure 10, the quality of the fittings is quite good. The residuals 

in the thermogram (Fig. 10c) are random, and limited to 0.1 K. The residuals in the timing graph 

(c) 

(d) (e) (f) 

(a) (b) 
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(Fig. 10e) are also essentially random and below 0.1 K. The maximum temperature rise in this 

data set is 1.5 K, so the residuals are below 10%. The 3D representation of the retrieved flux 

distribution ( )RQ r  and the grey level representation of the normalized heat flux distribution 

( )NQ r  retrieved from the inversion are depicted in Figure 11a. In Figs. 11b and 11c we 

represent the reconstructions obtained for the same Cu slab and longer bursts: 1 and 3.5 s. The 

maximum flux and total power retrieved from the fittings are also written on each 

reconstruction.  

 
Fig. 11 Top: 3D representations of the heat flux distributions retrieved for a semi-circular Cu band of radii r1 = 

1.2 mm, r2 = 2.1 mm buried at a depth of d = 0.15 mm, excited with three burst durations: (a) τ = 0.5 s, (b) τ = 1 

s, and (c) τ = 3.5 s. Bottom: 2D grey level representation of the normalized heat flux distributions. 

 

 The ultrasounds were applied with the same electrical power of 60 W in all cases. 

Although we do not have reference values for the emitted flux and power, we obtain consistent 

values of the retrieved maximum flux and total power in the three cases, although the values 

increase slightly with the (b), (a), (c) sequence. It is worth mentioning that the sequence of data 

taking was also (b), (a), (c). The increase in the retrieved maximum flux and total power might 

be associated to variations in the tightening of the screws joining the two steel parts together 

during the excitation process. These eventual variations in the tightening of the screws may not 

only affect the total emitted power due to changes in the effective normal force between the Cu 

(a) (b) (c) 

τ  = 0.5 s 
QM = 1.2×105 W/m2 

PR = 0.49 W 

τ  = 1 s 
QM = 1.1×105 W/m2 

PR = 0.43 W 

τ  = 3.5 s 
QM = 1.3×105 W/m2 

PR = 0.67 W 
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plate and the steel surfaces, but might also lead to symmetry variations of the actual flux 

distribution caused by uneven tightening of the screws. 

 We also took data on samples containing Cu slabs of other dimensions and geometries, 

and buried at different depths. The reconstructions are depicted in Fig. 12, together with the 

retrieved values of the maximum flux and total power, and the micrographs of the Cu slabs 

used to take data.  

 

 

 

 

 

 

Fig. 12 Top: reconstruction of experimental data obtained with Cu slabs of the geometry indicated by the red line, 

for different burst durations. The retrieved maximum flux and total power on each reconstruction. Bottom: 

micrographs of the Cu slabs used to take data. 

    
 

Finally, we tried to conduct an experiment with an inhomogeneous heat source. 

Generating a continuously varying and calibrated flux is very challenging in VT experiments. 

Given that our samples are intended to produce a homogeneous flux over the area of the Cu 

slab, we decided to use Cu films with different treatments to generate homogeneous (but 

different) fluxes within both slabs: one of the sheets was made of annealed Cu and the other of 

hard Cu. We took data on a sample containing two Cu bands with an approximate shape of a 

quarter of a cycle each made of one type of film (see a micrograph of the Cu slabs on the steel 

surface in Fig. 13a). In Figs. 13b and 13c we show the 2D grey level representation of the 

normalized heat flux distribution ( )NQ r  and the 3D representation of the retrieved heat flux 

distribution ( )RQ r , respectively. As can be seen, the reconstruction exhibits two different areas 

with almost homogeneous flux, which roughly correspond to the areas of the two Cu slab 

-6 

τ  = 2 s 
QM = 3.1×105 W/m2 

PR = 2.0 W 

τ  = 1.5 s 
QM = 1.8×105 W/m2 

PR = 1.03 W 

τ  = 1.5 s 
QM = 2.0×105 W/m2 

PR = 0.26 W 

τ  = 2 s 
QM = 4.4×105 W/m2 

PR = 0.20 W 
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quarters. The values of the fluxes retrieved at the two green dots depicted in Fig. 13c with 

denominations A and B are QA = 51.9 10×  W/m2 and QB = 51.4 10× W/m2, respectively. The 

retrieved total emitted power is PR = 0.523 W. Once again, we do not have an independent 

estimation of the real flux, but the small difference between the fluxes on both sides is plausible, 

as we obtained the data with two slabs of the same material but slightly different surface 

condition.   

      

Fig. 13 (a) Micrograph of the two Cu slabs used to produce an inhomogenous heat flux. (b) 2D grey-level 

representation of the normalized heat flux distribution ( )NQ r  and (c) 3D representation of the retrieved flux 

distribution ( )RQ r  for τ = 2 s.  

 

5. Summary and conclusions 

We have presented a methodology to characterize the heat flux distribution and the thermal 

power generated at a vertical open crack in a vibrothermography experiment. The information 

used is the thermogram obtained at the end of the burst and the evolution of the temperature at 

the central pixel. Inversions of synthetic data with added uniform noise indicate that the flux 

distribution is retrieved very accurately in the cases of homogeneous and step-shaped fluxes. 

Continuously varying fluxes can be characterized if the gradient is not large and occurs 

preferably in the direction parallel to the surface, but the total emitted power is retrieved very 

accurately, regardless of the specific spatial dependence. The experiments performed on 

samples containing geometrically calibrated heat sources provide results that seem consistent, 

even if there are not references for absolute fluxes and emitted powers. Although the results 

presented in this work correspond to open cracks, the methodology is also applicable to kissing 

cracks producing compact heat sources. We believe that this approach, which allows to 

characterize the flux and power generated at vertical cracks in VT experiments, will be helpful 

to understand the interrelationship between strain and heat production in VT and may contribute 

(a) (b)    (c) 

2 mm 

A 
B A 

B 
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for further development of the technique. We are currently working on extending the 

methodology to slanted cracks. 
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