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Abstract 

 

Contextual similarity between targets and competitors, whether semantic or 

phonological, often leads to behavioral interference in language production. It has 

been assumed that resolving such interference relies on control processes similar to 

those involved in tasks such as Stroop. This paper tests this assumption by comparing 

the electrophysiological signatures of interference resulting from a contextual similarity 

vs. a Stroop-like manipulation. In blocks containing two items, participants repeatedly 

named pictures that were semantically related, phonologically related or unrelated 

(contextual similarity manipulation). In straight blocks, the pictures were named by their 

canonical names. In reverse blocks, participants had to reverse the names (Stroop-

like manipulation). Both manipulations led to behavioral interference, but with different 

electrophysiological profiles. Whole-scalp stimulus-locked and response-locked 

analyses of semantic and phonological similarity pointed to a system with global 

modularity with some degree of cascading and interactivity, whereas the effect of 

phase reversal was sustained and of the opposite polarity. More strikingly, a 

representational similarity analysis showed a biphasic pattern for Stroop-like reversal, 

with earlier higher similarity scores for the reverse phase flipping into lower scores 

~500 ms post-stimulus onset. In contrast, contextual similarity induced higher similarity 

scores up to articulation. Finally, response-locked mediofrontal components indexing 

performance monitoring differed between manipulations. Correct response negativity’s 

(CRN) amplitude was lower in the phonological blocks, whereas a pre-CRN component 

had higher amplitude in reverse vs. straight blocks. These results argue against the 

involvement of Stroop-like control mechanisms in resolving interference from 

contextual similarity in language production. 

 

 

Keywords: language production; semantic interference; phonological interference; 

Stroop; inhibitory control; EEG; conflict detection; ERN/CRN 

 

 

 



3 
 

 

Different electrophysiological signatures of similarity-induced and 

Stroop-like interference in language production 

 

One of the most robust effects in language production is interference from similar 

items; naming a picture of “cat” is more difficult in the context of a taxonomically related 

word like “dog” or phonologically related items like “mat” (e.g., Belke et al., 2005; 

Nozari et al., 2016). This effect has often been attributed to the competition between 

the target and its contextual competitor. Since competition is a hallmark of Stroop-like 

tasks, in which a distractor word competes with the name of a target, it is conceivable 

that similar mechanisms may underlie the interference induced by similarity and 

Stroop-like manipulations. Such an assumption, if true, has both theoretical and clinical 

implications. On the theoretical side, it would call for a unified model of inhibitory control 

in language production that explains similarity-induced and Stroop-like effects under 

the same mechanism. On the clinical side, it would predict inhibitory control abilities 

measured through Stroop-like tasks to be predictive of similarity-induced interference. 

This paper tests this basic assumption by comparing the electrophysiological 

signatures of two types of similarity (semantic and phonological) and a Stroop-like 

manipulation in language production within the same paradigm.  

Signatures of contextual similarity in behavioral and EEG data 

 
With the exception of the facilitatory effect of contexts that provide thematic relations 

between items (e.g., Alario et al., 2000; Mahon et al., 2007; McDonagh et al., 2020; 

Oppenheim & Nozari, 2021; cf., Abdel Rahman & Melinger, 2007), the bulk of studies 

investigating the effect of semantically related competitors on word production have 

reported interference, in the form of longer response times (RTs) and/or higher error 

rates (e.g., Belke et al., 2005; Costa et al., 2009; Schnur et al., 2006, 2009). Contextual 

interference is not limited to semantically related competitors. Phonologically related 

competitors also interfere with production. Participants take longer to name a picture 

like “cat” if it appears in the context of phonological related items like “mat” compared 

to unrelated items like “shoe” (Feng et al., 2021; Nozari et al., 2016, 2016; Qu et al., 

2021). An exception is observed when the majority of items overlap in the onset (e.g., 

“cap”/”cat”) which leads to facilitation (e.g., Nozari et al., 2016; Roelofs, 1999; Wang 

et al., 2018). But this facilitation effect has been shown to be strategic (Nozari et al., 
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2016; O’Séaghdha & Frazer, 2014). In short, both semantic and phonological 

competitors generally induce a robust interference in the language production system.  

Electrophysiologically, semantic interference has been associated with lower 

amplitude of ERP components in the 200-500ms post-stimulus time-window (Costa et 

al., 2009; Python et al., 2018b; Wong et al., 2017). For example, in the blocked cyclic 

naming paradigm, where participants repeatedly name a small set of pictures, a lower 

negative amplitude was seen across cycles for related vs. unrelated items up to 450 

ms after the stimulus presentation (Janssen et al., 2011, 2015). Additionally, a lower 

P2 amplitude was observed in the related condition (Python et al., 2018b). In the 

continuous sequential naming paradigm, semantic similarity manifested as a graded 

decrease in N2 and a graded increase in P3 with ordinal position, which was positively 

correlated with naming latencies (Costa et al., 2009; but see Llorens et al., 2014, for a 

failure to replicate). Interestingly, semantic facilitation in a Picture-Word Interference 

(PWI) paradigm also led to a less negative amplitude in similar time-windows (Python 

et al., 2018a). Although the similarity between the electrophysiological signatures of 

semantic interference and semantic facilitation reported in the studies listed above is 

not always replicated  (e.g., Lin et al., 2022), these reports have raised the question of 

whether such ERP differences truly reflect interference, or rather simply the degree of 

featural overlap in related conditions regardless of the behavioral facilitation or 

interference (Nozari & Pinet, 2020). 

 

Electrophysiological evidence for phonological overlap closely mirrors that of semantic 

overlap: regardless of the behavioral outcome, phonological overlap leads to lower 

amplitudes in EEG data. This holds true even when semantic and phonological overlap 

have been studied together using the block-cycling naming paradigm. Wang et al. 

(2018) reported lower amplitudes in the 200-550 ms time window for semantic and 350 

to 550ms time window for phonological effects, compared to unrelated contexts, 

associated with semantic interference and phonological (onset) facilitation, 

respectively. More recently, Feng et al. (2021) found a similar ERP pattern within the 

same time window (180-380ms range), but associated with  semantic and phonological 

interference, behaviorally. To summarize, ERP data do not appear to clearly 

distinguish between facilitation and interference induced by semantic or phonological 

similarity; rather, any kind of representational overlap between the items, regardless 

of the behavioral outcome, leads to lower amplitudes in ERPs.  
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Mechanisms of contextual interference and link to inhibitory control 

 
Generally speaking, two types of mechanisms have been proposed to explain 

contextual interference in language production. The first attributes contextual 

interference to a competitive selection mechanism. For example, in WEAVER 

(Roelofs, 1992 et passim), a word can only be selected if its activation exceeds that of 

its competitors by a certain amount (i.e., a relative threshold). If competition is too 

strong, the threshold cannot be reached quickly, and production is hampered. To help 

reach the relative threshold necessary for selection, the model implements an active 

suppression mechanism for all the non-target lexical items. This suppression process 

is akin to the deployment and application of inhibitory control, thus linking contextual 

interference to mechanisms of inhibitory control (see also Roelofs, 2018). 

 

The second type of mechanism, often referred to as a non-competitive selection 

mechanism (e.g., Oppenheim et al., 2010) proposes that contextual interference is not 

a product of a relative threshold during selection, but rather of incremental learning 

across trials, according to the delta rule. For example, the target “cat” activates “dog” 

through shared features, such as “four legs”. The selection of “cat” strengthens the 

connections between the lexical item “cat” and the shared feature, while 

simultaneously weakening the connection between “dog” and the same feature. In 

other words, the system tries to learn to be more efficient the next time it encounters 

“cat”. The dark side of this learning is that the system will be less efficient if it instead 

sees “dog”. Because of the weakened connections between “dog” and some of its 

semantic features, it will be less activated and may not quickly pass an absolute 

threshold necessary for selection. Recently, the same incremental learning 

mechanism has been proposed for contextual interference induced by phonological 

similarity (Breining et al., 2019; Qu et al., 2021). The role of inhibitory control is less 

clear in incremental learning vs. competitive selection models. In a simple simulation 

of RTs, Oppenheim et al. (2010) showed that a linear booster (which does not 

selectively inhibit competitors) was sufficient to simulate the empirical pattern.  While 

this demonstration does not rule out the involvement of inhibitory control in resolving 

similarity-induced interference, it questions its importance and relevance.  

 
Empirical evidence for a link between inhibitory control and contextual interference is 

sparse and mixed (and likely also subject to publication bias, as null effects are less 

likely to be published). Crowther & Martin (2014) reported that the increase in naming 

latencies across cycles in semantically related blocks of a blocked cyclic naming task 
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was correlated with Stroop interference, but it is unclear from the report whether that 

correlation survives correction for many comparisons presented in that study. 

Moreover, they did not report a test of the interference size, namely the difference 

between related and unrelated conditions. Using a PWI task, Korko et al. (2021) found 

a correlation between the magnitude of semantic interference in PWI and conflict in 

the Flanker task (in which participants must suppress the flanking visual stimuli in order 

to respond to a central stimulus), but not the Simon task (in which participants must 

resolve the conflict resulting from a mismatch in the position of the visual stimuli on the 

screen and the hand they respond with), or the anti-saccade task (in which participants 

must suppress the urge to make an automatic saccade towards an external stimulus 

appearing on the left or right side of the screen, and instead move their eyes in the 

opposite direction). In another series of studies, while general naming RTs were shown 

to correlate with stop-signal RT (Shao et al., 2012; Xue et al., 2008; but see Higby et 

al., 2019), the magnitude of semantic interference was not (Shao et al., 2013). Finally, 

Shao et al. (2015) showed that the slopes of interference for the longest naming RTs 

correlated with the magnitude of the mean semantic interference effect, but no such 

correlation was found between the slopes and the mean interference effect in the Stroop 

task. The authors concluded, counterintuitively, that the role of inhibitory control was 

greater in resolving semantic interference than in resolving Stroop interference.  

 

To summarize, different accounts of contextual interference vary in how much they rely on 

inhibitory control. Empirical evidence for the link between contextual interference and 

inhibitory control is also mixed. Moreover, these data are often of a correlational nature, 

which makes them vulnerable to issues of test reliability (Strauss et al., 2005), task impurity 

(Miyake et al., 2000), and statistical power. This study proposes a novel way to examine 

this link.  

The current study 

 
Whether contextual interference relies on similar inhibitory control mechanisms as 

those observed in inhibitory control tasks remains an open question. Nozari et al. 

(2016) looked at this question in a simplified version of the blocked cycling naming 

paradigm with only two items per block. The task had two manipulations: a contextual 

similarity manipulation, and a Stroop-like phase manipulation. To examine the effect 

of contextual similarity, the relationship between the two items within a block was 

manipulated to create semantically related, phonologically related, and unrelated 

blocks. To create a Stroop-like effect, each block containing a pair of items was named 
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in two phases, a straight phase and a reverse phase. In the straight phase, participants 

named each picture by its canonical name. In the reverse phase, they had to name the 

other item in the block upon viewing each picture. For example, if a block contained 

pictures of cat and dog, in the reversed phase, upon being presented with the picture 

of cat, participants would say “dog”. This name reversal created a Stroop-like effect 

without involving cognitive processes such as reading that are not routinely engaged 

during conversational speech. People rarely have to suppress the written form of a 

word that appears in front of them as an alternative to the word they had planned in 

the middle of a conversation. On the other hand, we do encounter situations where we 

mistakenly recall one word when we need another, especially when visual cues for the 

word we need are not present. Imagine trying to round up your kids to drive them to 

school. One child is standing in front of you. Their name is prepotent because of the 

present visual signal, but calling their name will not help you. You need the name of 

the absent child, for whom you do not have immediate visual cues. In fact, the real-life 

equivalent of Stroop-like tasks in everyday language production, which by definition 

requires word retrieval from memory, frequently involve differences in prepotency as a 

function of less present cues for the to-be-produced word, which in turn leads to its 

disadvantage in a high-conflict situation. Our Stroop-like phase manipulation captures 

this effect.  

  

The Stroop-like manipulation elicits indirect competitive inhibition (e.g., Munakata et 

al., 2011), a mechanism by which conflict is resolved between two competing 

alternatives. Theoretically speaking, the same mechanism could be at work for 

resolving conflict between the target and related competitors in the manipulations of 

contextual similarity. Nozari et al. (2016) observed both semantic and phonological 

behavioral interference, as well as a Stroop-like cost for reversal. Importantly, the 

effects of contextual similarity and phase did not interact, hinting at potentially different 

underlying processes for resolving contextual interference and Stroop-like 

interference. It is, however, possible that behavioral measures were not sensitive 

enough to detect a common mechanism underlying both effects, namely a similar 

inhibitory control process. This study aims to remedy that by investigating the 

electrophysiological correlates of these two manipulations.  

 

The current study is an upgrade of the design of Nozari et al. (2016) in three ways: (1) 

we used the same target item (e.g., “cake”) paired with a semantically similar item 

(e.g., “pie”), a phonologically similar item (e.g., “rake”), and an unrelated item, so that 
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each target is its own control. (2) We collected both response times (RTs) and 

response durations, as interference may manifest in either or there may be a speed-

accuracy tradeoff (Damian, 2003; Kello et al., 2000). (3) Finally, we collected EEG data 

while participants completed the task. On the behavioral side, we expected to replicate 

the contextual interference for both semantically and phonologically related items, as 

well as a robust interference induced by reversing the names. As before, we expected 

no interactions between the two interference types in the behavioral data.  

 

On the EEG side, we analyzed the data both using stimulus-locked and response-

locked methods. In both cases, we first conducted a whole-scalp ERP analysis to get 

a broad picture of the activity over all electrodes and the whole time-window without 

restricting the analysis to specific components. In line with previous studies, we 

expected lower amplitudes in similar than dissimilar contexts, for both semantic and 

phonological manipulations. Our first critical prediction relates to the similarity between 

the profile of interference induced by contextual similarity and Stroop-like phase 

manipulation. If the two types of interference are similar in nature, we expect similar 

electrophysiological profile, e.g., the relative polarity of the condition with greater 

interference compared to the one with less interference should be similar across 

contextual similarity and phase manipulation.  

 

For each of the stimulus-locked and response-locked analyses, we also conducted an 

additional analysis to better compare the mechanisms underlying these two types of 

interference. For the stimulus-locked analysis, we conducted a Representational 

Similarity Analysis (RSA; Kriegeskorte et al., 2008). The application of RSA to 

contextual similarity is straightforward. We expect greater similarity scores in the 

semantically similar and phonological similar, compared to the unrelated, condition. 

But there is also evidence from fMRI studies that RSA can distinguish between high- 

and low-conflict states in tasks such as Stroop. For example, Freund, Bugg, and Braver 

(2021) showed that in medial frontal regions, high-conflict trials were, on average, more 

similar to one another than low-conflict trials. They concluded that high-conflict trials 

shared a common abstract component (conflict) irrespective of the target and distractor 

features that drove the high similarity scores in RSA.  By the same logic, we may 

expect greater similarity in the reverse, compared to the straight, phase of our Stoop-

like task. Additionally, we can make predictions about the change in similarity scores 

as a function of the application of control. By definition, control is recruited to resolve 

conflict, i.e., to change a high-conflict situation into a low-conflict one by suppressing 
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the competitor. In RSA terms, this means a reduction in the discrepancy between the 

similarity scores of high- vs. low-conflict states, and potentially even flipping similarity 

if the application of control creates the purest form of a low-conflict trial by completely 

eliminating the activation of the competitor. Again, if both types of interference are 

handled similarly by the brain, we would expect similar RSA patterns for contextual 

similarity and Stroop-like phase manipulations.  

 

Finally, in the response-locked ERPs, we extracted the medio-frontal components 

known to index performance monitoring. The most famous of these is the error related 

negativity or the ERN (Gehring et al., 1993; see also Riès et al., 2011, 2013, for ERN 

in language production) but since our tasks are simple and language production is a 

highly practiced task, we did not expect many errors. We, therefore, aimed to examine 

an ERN-counterpart on correct trials, often referred to as the correct response 

negativity or the CRN (Gehring et al., 2018). There is still much debate about the origin 

of ERN and CRN and whether they index the same or different underlying processes 

(see Vidal et al., 2022, for a review). The key finding regarding the CRN are as follows: 

the latency of the CRN lies between the ERN for partial and complete errors, and its 

topography is similar to the ERN after Laplacian transformation (Meckler et al., 2017). 

In neurotypical individuals, the CRN usually has a lower amplitude than the ERN, 

unless responses are unexpected (Meckler et al., 2011). Similar to the ERN, the CRN 

is sensitive to performance. For example, the magnitude of the CRN is usually lower 

on a trial preceding an error trial compared to a correct trial (Allain et al., 2004). 

Moreover, the amplitude of both the ERN and the CRN grows larger when participants 

are instructed to monitor their performance more closely (Grützmann et al., 2014).  

 

All these similarities have led to the conclusion that CRN is indeed an index of 

performance monitoring. However, while the properties of the ERN have been 

extensively studied, much less is known about the factors modulating the CRN. 

Likewise, theoretical accounts often focus on explaining the ERN rather than the CRN. 

Briefly, two general types of models exist: the first type is the conflict model (Botvinick 

et al., 2001), which links ERN to the amount of conflict between competing 

representations. This model naturally accommodates CRN, although it predicts its 

timeline to be earlier than the ERN (Yeung et al., 2004). The second type includes 

several models all of which are based on reinforcement learning. Three are 

noteworthy. The original reinforcement learning model (Holroyd & Coles, 2002) 

considers ERN to be the signature of an outcome that is worse than expected. The 
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predicted response-outcome model (Alexander & Brown, 2011) is similar in spirit, but 

instead of linking the ERN uniquely to worse-than-predicted outcomes, considers it to 

be sensitive to any unexpected outcome, better or worse than predicted. A closely 

related model, the reward value and prediction model (Silvetti et al., 2011), predicts 

that both the ERN and the CRN mark unexpected events, hence the usually observed 

larger magnitude of the former, which is only due to the fact that errors are generally 

rarer than correct responses.  

 

Our design provides a good test for the conflict account. If the CRN is sensitive to 

conflict, we would expect a more negative CRN in the reverse compared to the straight 

phase. Likewise, semantic and phonological similarity should lead to the increased 

magnitude of the CRN. On the other hand, since the manipulations are not expected 

to generate many unexpected outcomes, the reinforcement learning models predict 

that we might only observe a small CRN, insensitive to the manipulations. Here too, 

similar to the whole-scalp analyses and the RSA, the comparison between the effects 

of contextual similarity and Stroop-like phase manipulations on the CRN can inform us 

about the overlap in the underlying processes that handle these two types of 

interference. If both manipulations induce the same kind of response to increased 

conflict, we expect similar change to the CRN in reversed vs. straight, as well as in 

semantic and phonological vs. unrelated conditions. If not, we would expect different 

effects of the two manipulations on the CRN. 

 

Methods 

Participants  

Sample size was selected to be similar to EEG studies that manipulated semantic 

and/or phonological similarity (Feng et al., 2021; Wang et al., 2018). Thirty individuals 

(16 females) participated in this study. One was excluded because of a history of 

speech impairment. Participants were all right-handed native English speakers, had 

normal or corrected-to-normal vision, and were 18 to 35 years old (M = 24.1 ± 4.9). 

Participants were consented under a protocol approved by the Institutional Review 

Board of Johns Hopkins School of Medicine and received payment for their 

participation.  

 

Materials 

Ten monosyllabic target words were selected, such that each word (e.g., cake) could 

be uniquely paired with a semantically related word (e.g., pie), a phonologically related 
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word (e.g., rake), and an unrelated word (e.g., bear), for a total of 15 unique pairs. This 

procedure resulted in a fully balanced design, such that each picture appeared in all 

conditions (see Appendix A for the materials). Semantically related words were 

coordinates from a semantic category (cake/pie). LSA similarity was computed using 

an online database (http://lsa.colorado.edu/; Landauer et al., 1998). LSA was higher 

for the semantic condition (mean = 0.31 ±0.18) than for the unrelated (mean = 0.12 

±0.08) or the phonological (mean = 0.18 ±0.11) conditions. Since Nozari et al. (2016) 

showed that phonological overlap over non-onset segments, but not over onset 

segments created interference, phonological overlap was manipulated over non-onset 

segments of the words (e.g., cake/rake) and ranged from 1 to 2 phonemes in the same 

position. There was no phonological overlap between pairs in the unrelated and 

semantic conditions. Ten black-and-white line drawings corresponding to the selected 

words were chosen from the Snodgrass database or Google images and scaled to 300 

x 300 px for presentation to the participants.  

 

Procedures 

Participants were seated approximately 25 inches from a 15-by-12 inch Dell monitor. 

Their verbal answers were recorded with a digital recorder (Sony ICD-PX333) and an 

Audio-Technica microphone, and their EEG data were simultaneously recorded.  

The paradigm (Figure 1) was adapted from Nozari et al. (2016) and presented using 

Presentation (NeuroBehavioral Systems). The experiment comprised 15 blocks, 5 

blocks of each relation (semantic, phonological and unrelated), presented in a pseudo-

randomized order. Each block contained pictures from one pair (see Materials). A block 

had two phases, straight and reverse. In the straight phase, participants first saw the 

pair of pictures and their respective labels and named them out loud. On the next four 

practice trials, one of the two pictures was presented on each trial and participants 

named it as quickly and accurately as they could. This was followed by the 

experimental phase with 16 presentations of the same pictures (8 of each, in 

randomized order). This concluded the straight phase of the block. The following 

reverse phase followed the same steps, except that participants were now instructed 

to switch the name of the pictures, e.g., to say “pie” when they saw “cake”. The same 

number of practice and experimental trials were completed in the reverse phase. Each 

picture was displayed for 1.5 seconds and replaced by a fixation cross displayed for 

an average of 2 seconds (jittered from a uniform distribution between 1.8 and 2.2s), 

before the next picture appeared.  

 

http://lsa.colorado.edu/
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Figure 1. An example trial in the straight and reverse phases of the paradigm for one of the 

semantically related blocks with cake/pie.   

 

EEG recordings and preprocessing 

EEG data were recorded using a 128-channel HydroCel Geodesic Sensor Net (EGI 

system), with a vertex reference. Data analysis was performed with Brainstorm (Tadel 

et al., 2011). Data were filtered offline (0.1-100 Hz) and re-referenced to the average 

of all channels. Noisy channels were rejected and ocular artefacts were corrected with 

ICA Infomax (Makeig et al., 1995). Manual artefact rejection was performed before 

segmentation. Data were segmented in stimulus-locked epochs from -500 to 1000ms 

and response-locked epochs from -1000ms to 500ms (locked on vocal onset, see 

below). Blind Source Separation based on Canonical Correlation Analysis (BSS-CCA) 

was run after segmentation (De Clercq et al., 2006; De Vos et al., 2010; Riès et al., 

2021). A baseline by subtraction was applied from -200ms to 0 for stimulus-locked 

epochs, and the same pre-stimulus baseline was used for response-locked epochs.  

 

Analysis 

Behavioral data 

Responses were transcribed by a native English speaker naïve to the hypotheses of 

the study and checked by a second coder. RTs (calculated as the time from stimulus 

presentation to vocal onset) and spoken durations were extracted using Praat 

(Boersma & Van Heuven, 2001), and manually double-checked. RTs and durations 

were analyzed only on correct trials and values outside 3SD from the individuals’ 

means were rejected. Following a Box-Cox test, both RTs and durations were log-

transformed for the analyses. Data analysis was performed using mixed linear models 

(Baayen et al., 2008) in R version 4.0.5 with package lmerTest (Kuznetsova et al., 

2017). We aimed for a maximal random effect structure (Barr et al., 2013), but due to 

convergence issues, and to keep models comparable, we only included random 
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intercepts of subjects and items in all models. We used treatment contrasts without 

centering, with the unrelated and straight conditions as reference levels, respectively. 

Each contrast was also tested with the Wilcoxon non-parametric test, to double check 

the results of the mixed models. 

 

EEG data 

EEG analysis was performed on correct trials only. Trials were excluded if they 

contained mumbling, filled pauses (uh/um), or additional utterances (e.g., the) before 

the correct response was given, to prevent premature articulatory activity from 

contaminating the signal of interest. We performed three sets of analyses on the EEG 

data. Each set was conducted once for the Stroop-like phase manipulation and once 

for the contextual similarity manipulation. The former analysis compared the EEG 

signal in straight vs. reverse phase. The latter tested two contrasts, semantic vs. 

unrelated, and phonological vs. unrelated. Note that semantic and phonological 

contexts are not directly comparable, as they differ in more than one way. The three 

sets of analyses are described below.  

 

(1) A whole-scalp analysis, conducted once by time-locking the EEG data to the onset 

of the stimulus (stimulus-locked analysis) and once to the onset of articulation 

(response-locked analysis), without assuming a particular topography or timeline a 

given effect. To test statistical significance, we performed non-parametric point-by-

point comparisons using the Wilcoxon signed-rank test. P-values were calculated by 

permutations (N = 1000) in the Brainstorm software (Tadel et al., 2011). Time-windows 

of significant results are reported at p<.05.  

 

(2) An RSA analysis computed using custom-made scripts. By-item ERPs were 

computed in each condition for each participant (average of 8 presentations). Then 

each item ERP was correlated with the item ERP of the same pair (for all 15 pairs 

present in the experiment) at each time point in each condition, for each participant. 

The resulting arrays were averaged across pairs by participant, and subsequently 

across participants to derive the average similarity score for each condition. The same 

procedure was followed for phase reversal, averaging over 45 pairs (15 pairs in each 

of the three context conditions that make up the straight and reverse condition 

respectively). Statistical analysis was conducted using the Wilcoxon signed rank test 

and permutations.  
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(3) A CRN analysis, along with other medio-frontal components was conducted by a 

Laplacian transform using spherical splines, order 4, degree 20, lambda = 10-5. 

Applying a Laplacian transformation is desirable, because it acts as a  high-pass 

spatial filter, which reduces volume conduction effects and, consequently, overlapping 

effects in both time (Burle et al., 2015) and space (Nuñez & Srinivasan, 2006). In fact, 

Laplacian transformation has been instrumental in uncovering the CRN (Vidal et al., 

2000). Statistical analysis was conducted over FCz electrode, using Wilcoxon signed 

rank test and permutations.  

 

All analysis scripts are available here: https://osf.io/vmskx/. 

 

Results 

 

Behavioral results 

We collected 13,898 responses, of which 13,663 were correct. Outlier rejection 

resulted in the discarding of 1.3% of data. There were significantly more errors in the 

reverse compared to the straight phase, β = -1.53, z = -5.44, p <.001 (Figure 2, left 

panel). The main effect of semantic similarity on errors was marginal (β = -0.56, z = -

1.75, p =.081). The effect of phonological similarity did not reach significance. Neither 

did the interaction between phase and similarity (see Table B2 in Appendix B for the 

full results of this analysis).  

 

RTs were significantly longer in the reverse (700 ± 94ms) than the straight (603 ± 

79ms) phase (β = 0.14, t = 25.1, p <.001), but there were no significant effects of 

semantic or phonological similarity on RTs, or any interactions between similarity and 

phase (Figure 2, middle panel; see Table B4 in Appendix B for the full results of this 

analysis). Spoken durations were marginally longer in the straight vs. the reverse 

phase (β = -0.01, t = -1.96, p = .050). There were also significant main effects of 

semantic (β = 0.02, t = 3.08, p = .002) and phonological similarity (β = 0.014, t = 2.94, 

p =.003), with both resulting in longer durations compared to the unrelated baseline 

(Figure 2, right panel). The interaction of phase and phonological similarity was also 

significant on durations (β = 0.02, t = 2.82, p =.005; see Table B6 in Appendix B for 

the full results). Post-hoc tests, unpacking this interaction, revealed that there was a 

significant effect of phonological similarity in both the straight (ß = 0.02, t = 3.74, p 

< .001) and in the reverse (ß = 0.03, t = 6.25, p < .001) phases. The interaction thus 

points to the larger magnitude of the phonological interference in the reverse than in 

https://osf.io/vmskx/
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the straight phase, rather than the absence of the effect in one phase.  

 

Summary of the behavioral analyses. As expected, the Stroop-like effect of phase on 

behavioral data was strong and apparent on errors, RTs, and (marginally) on durations. 

The effect of similarity was more subtle but was observed robustly on durations for 

both semantic and phonological similarity, and also marginally on accuracy for 

semantic similarity. The effects of similarity were observed in both straight and 

reversed phases, with phonological similarity showing a greater effect in the reversed 

phase. There were no other statistically significant interactions. All the statistically 

significant effects were confirmed by non-parametric tests. These, along with full tables 

of the MLM analyses, can be found in Appendix B.  

 

 

Figure 2. Means and SEs of error counts, reaction times, and durations by similarity (unrelated, 

semantic, phonological) and phase (straight, reverse).  

 

EEG results 

Stimulus-locked analyses 

Whole-scalp analyses. The effects of phase reversal were widespread, much larger 

than the effects of contextual similarity, and comparable for different similarity 

conditions. Therefore, we present the results with all similarity conditions averaged. 

Effects were evident over the whole time-window: Figure 3A displays the t-values 

(thresholded for p < .05) by channels over time. The subplot below shows the number 

of electrodes (out of 128) displaying a significant effect. Both figures point to a 

widespread effect that can be described in two stages. From 200ms to 350ms, higher 

amplitude was observed for reverse than straight naming over central electrodes. The 

difference in amplitude between reverse and straight conditions on Cz electrode 

(Figure 3B) was significantly correlated with the interference effect (reverse - straight) 
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observed on reaction times, r = -.48, p = .010, but not on duration, p > .05. After 400ms, 

two opposite effects were observed and persisted over the whole time-window: a 

negative effect over central and posterior electrodes and a positive effect frontally. 

Importantly, the nature of the components was similar in both the reverse and straight 

phase. The main observable changes were in terms of latency, suggesting that even 

in the reverse phase, the same processes underlying word retrieval were likely taking 

place. 

 

To test the effects of contextual similarity, we focused the analyses only on the straight 

phase for three reasons: (1) Focusing on the straight phase allows for a cleaner 

comparison between contextual similarity and Stroop-like effects. (2) The effect of 

reversal is so overpowering that it obscures effects of contextual similarity in the 

reverse phase. (3) Finally, focusing on the straight phase allows us to compare the 

effect to previous reports. For the semantic context, we observed a significant effect 

over parietal electrodes from 250ms to 350ms, in a time-window similar to the N2 

described in previous work (Figure 4A). The unrelated context was significantly more 

negative than the semantic context. A later effect, this time showing a centro-parietal 

topography was observed from 550ms onwards. In that time-window, again, the 

semantic context had a significantly lower amplitude than the unrelated context visible 

on more than 20 electrodes (see Figure 4B for examples shown on Cz and Pz 

electrodes). For the phonological context, we observed a fronto-central effect around 

300 to 350ms with a lower amplitude for the phonological than the unrelated context 

over more than 10 electrodes (Figure 4D; see also Figure 4C for examples shown on 

Cz and FCz electrodes). No later effect could be detected. After correction for multiple 

comparisons, the correlation between EEG and behavioral data did not reach 

significance for contextual similarity.  

 

RSA. The RSA for phase revealed a pattern in two phases (Figure 3C). In a first phase, 

the reverse condition displayed significantly higher similarity than the straight condition 

from 250 to 450ms (point-by-point Wilcoxon rank test thresholded at p < .05). In a 

second phase, the pattern reversed with the reverse condition exhibiting significantly 

lower similarity than the straight condition for the rest of the time-window of interest 

(see Figure 3C for the window demonstrating significant differences). The RSA for 

contextual similarity showed that both semantic or phonological similarity also induced 

significantly higher similarity scores starting from 100ms and across the whole time-

window, compared to the unrelated condition (Figure 4E). However, no reversal of the 
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pattern was observed later on, with both semantic and phonological contexts keeping 

a significantly higher similarity score than the unrelated context up to articulation.  

 

Figure 3. Stimulus-locked ERP results for straight and reverse naming. (A) Channels-by-time 

map of the significant statistical effects (t-values, thresholded for p < .05). Electrodes (y-axis) 

are ordered from posterior to anterior within left hemisphere, midline and right hemisphere. The 

effects of interest (see main text) are outlined in grey frames. The number of electrodes with a 

significant effect is plotted over time below. (B) ERPs averages for midline electrodes (FCz, Cz, 

Pz). (C) Results of the Response Similarity Analysis (RSA): similarity score for straight and 

reverse phase. Gray dots/bands at the bottom of the plot correspond to significant Wilcoxon 

rank tests at the .05 level.  
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Figure 4. Stimulus-locked ERP results for semantic (A, B) and phonological (C, D) contexts. 

Each related context (semantic in blue, phonological in green) is compared to the unrelated 

(red) context. A, D: Channels by time map of the significant statistical effects (t-values, 

thresholded for p < .05). Electrodes (y-axis) are ordered from posterior to anterior within left 

hemisphere, midline and right hemisphere. The effects of interest (see main text) are outlined 

in grey frames. The number of electrodes presenting a significant effect is plotted over time 

below. B, C: Midline electrodes (FCz, Cz, Pz) displaying the effects of interest. (E) Results of 

the Response Similarity Analysis (RSA): similarity score for unrelated (red), semantic (blue) 

and phonological (green) context. Dots and bands at the bottom of the plot correspond to 

significant Wilcoxon rank tests at the .05 level, for the contrast of semantic vs. unrelated (blue) 

and phonological vs. unrelated (green). 

 

 

Summary of the stimulus-locked analyses. We observed the effects of both phase and 

similarity manipulations on the EEG signal locked to the stimulus onset. Stroop-like 

phase reversal showed widespread effects over the whole time-window and scalp, 

whereas contextual similarity effects were more local. While the effects of semantic 

and phonological similarity overlapped in time, the former started earlier and had a 

different topography than the latter. Importantly, RSA results showed initial similarities 

between phase and contextual similarity effects: the reverse phase, as well as 

semantically and phonologically related blocks, showed greater similarity in the initial 

stages of processing, indexing greater overlap between the activation of the two 

competing items. Most interesting, however, was the difference observed between the 

RSA pattern for phase and contextual similarity manipulations: phase manipulation 

showed a biphasic pattern, in which the initially greater similarity of the reverse phase 

switched to less similarity for items in the reversed block. This is compatible with a 

signature of control, which actively suppresses the competitor. No such switch was 

observed in the semantically or phonologically related blocks, with higher similarity 

compared to the unrelated condition observed throughout processing.  

 

While we expected that the application of control should decrease the discrepancy 

between the similarity scores on straight and reverse trials, a complete reversal of 

similarity scores across the straight and reverse phases may be less expected. There 

are two potential explanations for this prominent reversal: First, target activations are 

never pure. There is always some degree of “noise” in the system, which activates 

non-target representations. It is possible that the application of inhibitory control in the 

high-conflict condition reduces the noise to a near-zero level by strongly suppressing 
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competing alternatives. If so, the end-state of a high-conflict trial after the application 

of control can be even cleaner with respect to conflict than a low-conflict trial which did 

not enjoy the benefit of control-driven clean-up of noise. This would manifest as lower 

similarity scores in the reverse phase around articulation time. A second explanation 

is that participants benefit from the coactivation of both items within the block in 

working memory, as participants know that they will reoccur. Therefore, the 

simultaneous activation of the competitor may not be only due to noise, but to some 

extent by strategy. Therefore, when control strongly suppresses the competitor, the 

now-low-conflict reverse condition is compared to a straight condition that maintains 

the activation of the competitor to some extent to use it for future trials. Again, this 

would manifest as lower similarity scores in the reverse phase in later stages of the 

task. The important point is that we do observe the reduction of the discrepancies in 

RSA scores between high and low-conflict conditions over time in phase reversal, 

compatible with the active application of inhibitory control, where no such pattern is 

observed in contextual similarity. If anything, the magnitude of the difference increases 

over time between phonological and unrelated conditions (Figure 4E).  

 

In short, both analyses revealed effects that extended over 600 ms post-stimulus 

onset, which points to the availability of information across the full window of word 

production. However, the RSA showed very different patterns for Stroop-like phase 

and contextual similarity manipulations, suggesting that the system does not handle 

the two kinds of interference in the same way. In response-locked analyses, we again 

provide a comparison of the timeline of phase and similarity manipulations, but also 

focus on a specific component of general monitoring performance, the CRN.  

 

Response-locked analyses 

Whole-scalp analysis. On response-locked ERPs, the effect of Stroop-like phase 

reversal was again widespread and evident over the whole time-window (Figure 5A, 

see Figure 5B for example electrodes). From -900ms to -400ms, higher amplitude was 

observed for reverse than straight naming. The spatial distribution of this effect was 

similar to that of the late effect observed in stimulus-locked averages: negative over 

posterior electrodes, and positive over frontal electrodes. Closer to vocal onset, from  

-300ms to 0 another peak in the number of significant electrodes was observed, and 

polarity was reversed with the straight condition showing higher amplitude than the 

reverse condition. This effect (difference in amplitude between reverse and straight) 

was again significantly correlated with the interference effect observed on reaction 
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times, r = -.59, p < .001. Only sparse differences were observed after vocal onset.  

 

A similar analysis was conducted to test the effects of contextual similarity. In the 

semantic context, significant differences were observed over the whole time-window, 

first, and more pronouncedly, over parietal electrodes from -500ms to -300ms, and 

later over central electrodes from -100ms to 100ms (Figure 6A, 6B). Overall, the 

semantic context showed less negative amplitude than the unrelated context. In the 

phonological context, the most prominent effect was observed around the response 

from -100 to 150ms over centro-parietal electrodes (Figure 6C, 6D). Another more 

scattered effect was observed earlier from -550 to -350ms over left parietal electrodes. 

The direction of the effect was the same as semantic context. After correction for 

multiple comparisons, the correlation between amplitude on central electrodes and 

behavioral indices did not reach significance.   

 

CRN. The task did not generate enough errors for a separate comparison of ERN and 

CRN. After Laplacian transform, we observed a clear CRN component for both the 

straight and reverse conditions, peaking right after speech onset, but the amplitude of 

the CRN was not sensitive to phase (Figure 5C). However, prior to the CRN, the 

reverse condition displayed a significantly higher amplitude than the straight condition, 

from -500ms to -150ms, over a component that has been described previously in 

language production (Riès et al., 2013) and has exactly the same topography and 

timeline as the one we report here, peaking at -300ms before the response. Between 

-350 and -150ms, the difference in the amplitude of the reverse and straight phases 

showed a significant negative correlation with RT, r = -0.60, p < .001, but not with 

duration. 

Similar to phase, semantic similarity did not influence the CRN amplitude. In contrast, 

phonological similarity induced a significantly lower amplitude than the unrelated 

condition after vocal onset from 0 to 100ms (Figure 6E; point-by-point statistical 

analysis thresholded at p<.05). Unlike phase, contextual similarity did not lead to any 

differences between conditions prior to the emergence of the CRN. 
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Figure 5. Response-locked ERP results for straight and reverse naming. (A) Channels by time 

map of the significant statistical effects. Electrodes (y-axis) are ordered from posterior to 

anterior within left hemisphere, midline and right hemisphere. The effects of interest (see main 

text) are outlined in grey frames. The number of electrodes presenting a significant effect is 

plotted over time below. (B) Midline electrodes (FCz, Cz, Pz). (C) Response-locked Laplacian-

transform for phase reversal at FCz. 
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Figure 6. Response-locked ERP results for semantic (A,B) and phonological (C,D) conditions. 

Each condition (semantic in blue, phonological in green) is compared to the unrelated (red) 

condition. (A,D): Channels by time map of the significant statistical effects. Electrodes (y-axis) 

are ordered from posterior to anterior within left hemisphere, midline and right hemisphere. The 

effects of interest (see main text) are outlined in grey frames. The number of electrodes 

presenting a significant effect is plotted over time below. (B,C): Midline electrodes (FCz, Cz, 

Pz) displaying the effects of interest. (E) Response-locked Laplacian-transform activity at FCz 

for context manipulations.  

 

Summary of the response-locked analyses. Similar to what we observed in stimulus-

locked analyses, the effects of both phase and contextual similarity were observed 

over a large window, suggesting that information about differences between conditions 

is available throughout the processing of a word. Moreover, the effects of semantic 

and phonological similarity overlapped substantially in time.  However, and also similar 

to the pattern observed in stimulus-locked analyses, semantic context had a greater 

impact in the early stages and phonological context towards the later stages of 

processing.  

 

Analysis of medio-frontal components revealed a clear CRN component in all 

conditions. Critically, the amplitude of CRN was neither sensitive to Stroop-like phase 

reversal, nor to semantic similarity. In contrast, we observed a significantly lower-

amplitude CRN for the phonological condition compared to the unrelated condition. 

Moreover, we found clear differences on an earlier component for the Stroop-like 

phase reversal, but not for contextual similarity manipulation. 

 

Discussion 

 

The study investigated the electrophysiological signatures of two types of interference 

in language production, a Stroop-like interference imposed by reversing the names of 

two pictures within a block, and a similarity-induced interference by increasing 

competition from a semantic or a phonological competitor (Mirman & Magnuson, 2008; 

Sadat et al., 2014). We deliberately used a paradigm that accommodated both 

manipulations within the same task and items, without resorting to processes that are 

not a routine part of language production in conversations, such as word reading (e.g., 

as in picture-word interference). As expected, behavioral interference was stronger for 

the Stroop-like phase reversal and observed in error rates, RTs, and durations. A more 

subtle but robust interference effect was observed on durations for both semantically 
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and phonologically similar contexts. With the exception of an interaction between 

phase and phonological similarity on word durations (greater phonological interference 

in the reverse phase), the two manipulations yielded independent effects, in line with 

the findings of Nozari et al. (2016).  

 

The novel contribution of this study was the comparison of the electrophysiological 

signatures of these two types of interference. Whole-scalp EEG analyses showed 

widespread effects in time and space for both Stroop-like phase and contextual 

similarity manipulations, in both stimulus-locked and response-locked analyses. These 

effects, however, were more localized for the similarity manipulations and although 

overlapping in time, showed a difference in timeline with greater early effects of 

semantic and greater later effects of phonological similarity. Together, these findings 

are compatible with a globally modular and locally interactive language production 

system. We elaborate on this claim in the section “Implications for modularity vs. 

interactivity”.  

 

Two specific sets of analyses were performed to further investigate the similarities and 

differences between the effects of phase and similarity manipulations, a stimulus-

locked RSA and a response-locked CRN analysis. The RSA results showed an initially 

similar pattern between the effect of Stroop-like reversal and increased competition by 

similarity. In both cases, greater similarity was indexed for the more interfering 

conditions, showing increased representational overlap between the competing 

alternatives in the brain. Most interesting, however, was the difference observed 

between the results of the RSA for phase and similarity. Stroop-like reversal showed 

a clear biphasic pattern, with greater similarity for the reversed phase switching to less 

similarity at around 450-500 ms post-stimulus-onset. No such flip was observed either 

for the semantically similar or for the phonologically similar conditions. The initial 

similarity between the patterns observed in the RSA of the two manipulations, followed 

by clear differences in handling competition in these two cases strongly questions the 

assumption that both manipulations tap into similar control processes. We further 

discuss the implications of these results under “Implications for mechanisms of 

interference and control in language production”.  

Finally, all conditions generated a CRN. The magnitude of the CRN was, however, not 

sensitive to Stroop-like phase reversal or semantic similarity. The only manipulation 

that affected CRN’s amplitude was phonological similarity, and it actually reduced it. 

We will unpack this effect under “Implications for CRN and general monitoring”.   
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Implications for modularity vs. interactivity 

 

The effects of contextual similarity have been previously taken to argue for serial vs. 

interactive models of language production. The effects observed in the current study 

bridge the gap between multiple seemingly divergent results of the past studies. First, 

the timeline of the semantic similarity effect seen in the current study is compatible with 

past reports of an early effect (e.g., Costa et al., 2009), as well as a later effect (e.g., 

Janssen et al., 2015). The direction of the effect (lower amplitudes for related than 

unrelated) is also consistent with the existing literature (Janssen et al., 2011; Python 

et al., 2018a). Second, the stronger locus of the semantic vs. phonological effect on 

earlier vs. later stages of production is compatible with Wang et al. (2018), even though 

they manipulated phonological onset and thus observed behavioral facilitation for 

phonological overlap. Third, the window of overlap observed between semantic and 

phonological effect is compatible with a recent study by Feng et al. (2021). 

 

The finding of overlap between semantic and phonological manipulations is compatible 

with a system that is not entirely serial and modular (e.g., Feng et al., 2021; Riès et al., 

2017). The late effects of semantic similarity show cascading in the production system, 

i.e., continuing activation of semantically activated lexical items during phonological 

encoding and possibly even articulatory phonetic encoding. The earlier influence of 

phonological similarity is compatible with a system that rapid spread of information in 

all layers of the system (Miozzo et al., 2015; Strijkers & Costa, 2016) and/or feedback 

from the phonological layer affecting lexical selection. At the same time, the greater 

influence of semantic similarity on earlier stages of production vs. the more 

pronounced effect of phonological similarity on later stages of production (especially 

clear in the whole-scalp response-locked analyses), together with differences in their 

topographies, speaks against a fully interactive system with no modularity. Rather this 

aspect of the data is closer to the classic findings of early semantic processing followed 

by a later stage of phonological encoding (e.g., Indefrey, 2011; Indefrey & Levelt, 

2004).  

 

Collectively, these results point to a system that is globally modular system, with 

semantic-lexical processing generally preceding phonological encoding, but with some 

degree of cascading and interactivity between the layers, which makes the processing 

of information at different layers overlap in time. Such overlapping activity allows for 

some influence of information from lexical selection on phonological encoding and vice 
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versa, as have been suggested by behavioral data (Dell, 1986; Nozari & Dell, 2009; 

Rapp & Goldrick, 2000; see Dell et al., 2014, for a review of the behavioral evidence).  

 

Implications for mechanisms of interference and control in language production 

 

As shown in many previous studies, the current results are compatible with increased 

production difficulty as a function of both semantic and (non-onset) phonological 

overlap (Belke et al., 2005; Breining et al., 2016; Feng et al., 2021; Nozari et al., 2016; 

Qu et al., 2021; Schnur et al., 2006, 2009). Due to this behavioral difficulty and the 

system’s ability to overcome it, it has sometimes been assumed that inhibitory control 

is involved in resolving conflict between similar representations and that this inhibitory 

control must be the same as that involved in tasks such as Stroop. Several aspects of 

the current results are incompatible with this assumption.  

 

First, there was a strong negative correlation between the ERP amplitude and RTs for 

phase manipulation in both stimulus- and response-locked whole-scalp analyses, such 

that the greater difference in EEG amplitudes of reverse over straight phases, the 

smaller the Stroop-like cost. This correlation shows that what is indexed by the EEG 

differences between reverse and straight phases is the implementation of control, 

which is driving down the behavioral cost of reversal. No such correlation was 

observed between behavioral and EEG data for contextual similarity. The second 

aspect is that the direction of the effects of contextual similarity and Stroop-like phase 

reversal are the opposite of one another in EEG data. Whereas both semantic and 

phonological similarity generate lower-amplitude EEG waveforms compared to the 

easier unrelated condition (Janssen et al., 2011; Python et al., 2018a), reverse phase 

generates higher-amplitude waveforms on similar electrodes. If one accepts, as 

strongly implied by the negative correlation between EEG and behavioral data 

discussed above, that the phase manipulation indexes cognitive control, one expects 

contextual similarity to induce the same polarity differences, the opposite of what is 

observed.   

 

The third and most convincing aspect of the data that points to fundamental differences 

between Stroop-like and similarity-induced effects are the results of the RSA. While 

both similarity and phase manipulations initially produced higher similarity scores for 

conditions that created more interference, a clear reversal was observed only for the 

Stroop-like effect, such that after 500ms, the straight phase was the one with higher 
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similarity. Similar to the finding of negative correlation between behavioral and EEG 

data, this flip in similarity scores is a hallmark of the implementation of control. When 

two items are highly coactivated and interfere with one another in initial stages of the 

reversal phase, the recruitment of control suppresses the irrelevant response thus 

reducing similarity in later stages of processing. No such flip was observed in either 

semantic or phonological conditions. Instead, a higher similarity score was indexed in 

both conditions compared to the unrelated condition up to articulation.  

 

Collectively, these results show that, similar to the classic Stroop task, the current 

Stroop-like reversal manipulation recruits control and such control is indexed in the 

EEG signal and its relation to the behavioral data. However, the electrophysiological 

signature of contextual similarity is entirely different. It is in the opposite direction, does 

not show a robust correlation with behavioral data, and does not exhibit the reversal 

which marks the implementation of control in resolving the Stroop-like interference. 

While the lack of a correlation could be due to noise, the other two differences cannot 

be explained by noise or lack of statistical power. Together, these findings imply that 

the interference observed as a consequence of contextual similarity is not handled by 

the system in the same way as Stroop-like interference.  

 

Although in the introduction, we justified the choice of the Stroop-like paradigm as a 

good proxy for the experimental investigation of control in everyday language 

production, it is still reasonable to wonder if the effect of phase is due to working 

memory rather than inhibitory control demands. First, note that even in the verbal 

version of the classic Stroop task, the congruent and incongruent conditions differ in 

memory demands. Although the ink color is a cue in the incongruent condition, the 

word must still be retrieved from memory, whereas in the congruent condition, it is right 

there. Thus the current task is not radically different from the verbal version of Stroop, 

PWI, or similar paradigms. Rather, the difference is a matter of degree to which 

memory retrieval is demanding in the incongruent or high-conflict condition. We tried 

to minimize this burden by having the straight phase (16 trials) precede the reversed 

phase. There were also 2 introductory trials and 4 practice trials in each phase. This 

means that by the time that participants had to reverse the two names within a block, 

they had practiced the pair 28 times. This is ample practice for remembering two words 

(much more than in most button-press cognitive control tasks in which participants 

have to commit an arbitrary mapping between buttons and answers to memory).  
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But let us assume that some difficulty due to the burden of working memory remains. 

The question is: can it provide an alternative account of the data? The key analysis 

here is the RSA. Recall that the a priori predictions about the differences in similarity 

scores between high and low-conflict conditions and the effect of control were derived 

from a study using the classic button-press Stroop task that did not have the memory 

demands of the current Stroop-like paradigm. These predictions were borne out in the 

current data. It is undeniable that our task requires inhibitory control, just like the classic 

Stroop task. Whether there is an additional influence of working memory or not, the 

observed pattern is fully predicted by, and compatible with, difference in control 

demands. Importantly, the same predictions were made for contextual similarity, again 

purely based on potential differences in control, and the data did not support them, 

showing that contextual similarity differs even from a classic button-press Stroop task 

that does not have the memory demands of the current Stroop task. Therefore, 

although we acknowledge that there may be additional effects of memory load above 

and beyond cognitive control in our Stroop-like task, these effects do not by themselves 

explain the differences observed in RSA between the two tasks. 

 

At the behavioral level, the conclusion above implies that robust correlations between 

interference effects resulting from similarity and Stroop-like manipulations should not 

be expected. This explains the weak and mixed results of the studies discussed in the 

introduction that have attempted to demonstrate such correlations. At the theoretical 

level, the results argue against similar underlying mechanisms for the handling of 

Stroop-like and similarity-induced effects, with only the former showing a clear 

signature of control. In fact, the current data are most compatible with models that do 

not pose an active control mechanism for the resolution of similarity-induced 

interference, such as incremental learning models of similarity-induced interference 

(Breining et al., 2019; Oppenheim et al., 2010; Qu et al., 2021). Importantly, an 

advantage of these models is that they can easily handle other effects of similarity, 

such as the facilitation induced by thematic relations. For example, Oppenheim and 

Nozari (2021) simulated the opposite effects of taxonomic and thematic semantic 

similarity on naming the same target picture in a model with incremental learning, and 

specifically showed that these opposite behavioral effects were unrelated to a 

competitive or non-competitive selection rule and active implementation of control.  

 

Implications for CRN and general monitoring 

Unlike some of the past studies, our goal here was not to compare ERN and CRN, but 
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rather to compare CRN across conditions with different degrees of conflict and 

representational overlap. Compatible with the predictions of the conflict model, we did 

observe a prominent CRN in all conditions, potentially because two responses are kept 

simultaneously activated in all blocks of this study. However, contrary to the predictions 

of the conflict account, CRN’s magnitude was not systematically modulated by the 

amount of conflict. Most prominently, CRN was completely insensitive to the Stroop-

like phase manipulation. A possible explanation is the timeline of the effect: as 

simulated by Yeung et al. (2004), a conflict monitoring account would predict an earlier 

signature of conflict on correct than error trials. In line with this prediction, we did 

observed differences in the time window leading up to articulation. A medio-frontal 

component (N-300) earlier than the CRN had a larger amplitude for reverse than 

straight naming. Previous reports suggested that this component could be analogous 

to the N-40 described in choice reaction time tasks that indexes response selection 

(Riès et al., 2013). But this explanation is insufficient to justify the finding of a prominent 

CRN at the time of articulation.  

The conflict account is also incompatible with the only factor that did modulate the 

CRN: we found that phonological similarity decreased the amplitude of CRN. Recall 

that the effect of phonological overlap, similar to semantic overlap and phase reversal 

is behavioral interference. Thus, the lower amplitude of CRN in the phonological 

compared to the unrelated condition is against the predictions of the conflict account. 

Instead, the only difference between the phonological and other conditions is the 

number of articulatory units to be used across the two responses within the block, 

which is similar in all other blocks and always higher than the phonological block. Since 

most tasks that are used for studying the ERN/CRN use button press, it is difficult to 

evaluate the hypothesis that CRN’s amplitude may index the number of active planning 

units for potential responses using the current literature, but our results provide a 

strong basis for testing this hypothesis in future studies.  

 

Conclusion 

 

Converging evidence showed that the interference resulting from Stroop-like 

manipulations and contextual similarity do not have similar electrophysiological 

signatures in the language production system. Importantly, while the former shows 

evidence of recruiting active control to suppress the competing response, the latter 

does not. Instead, all electrophysiological differences between similar and unrelated 

contexts, including the CRN, appear to index the degree of representational overlap, 
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rather inhibitory control. These findings speak against the models of contextual 

interference in language production which require active inhibitory control for 

suppressing the competitors.   
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Appendix A 

 

 

Experimental materials. 

word semantic rhyme unrelated 

cake pie rake bear 

pie cake tie hair 

rake hose cake tie 

nose hair hose pig 

hose rake nose wig 

hair nose bear pie 

pig bear wig nose 

bear pig hair cake 

tie wig pie rake 

wig tie pig hose 
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Appendix B 
 

Results of Wilcoxon tests and full tables of the MLM analyses for the behavioral data. 
 

Accuracy 
 

Table B1. Wilcoxon Test 

 z p-value 

Phase 3.88 < .001 

Semantic -0.12 0.911 

Rhyme 0.37 0.715 
 
Table B2. MLM: accuracy ~ phase * condition + (1 | picture) + (1 | subject) 

 Coefficient SE z p-value 

Intercept 5.48 0.34 16.34 < .001 

Phase -1.53 0.28 -5.44 < .001 

Condition (Semantic) -0.56 0.32 -1.75 0.081 

Condition (Phonological) -0.13 0.35 -0.36 0.716 

Phase x Condition (Semantic) 0.66 0.37 1.81 0.071 

Phase x Condition (Phonological) 0.40 0.39 1.03 0.306 
 

RT 

 
Table B3. Wilcoxon Test 

 z p-value 

Phase 4.70 < .001 

Semantic -0.96 0.347 

Rhyme 0.29 0.782 
 
 
Table B4. MLM: RTlog ~ phase * condition + (1 | picture) + (1 | subject) 

 Coefficient SE t p-value 

Intercept -0.53 0.03 -20.33 < .001 

Phase 0.14 0.01 25.13 < .001 

Condition (Semantic) 0.00 0.01 -0.56 0.577 

Condition (Phonological) 0.00 0.01 -0.57 0.566 

Phase x Condition (Semantic) 0.00 0.01 -0.39 0.697 

Phase x Condition (Phonological) 0.01 0.01 0.89 0.374 
 
 
 

Duration 

 
Table B5. Wilcoxon Test 

 z p-value 

Phase -0.77 0.455 
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Semantic 2.67 0.006 

Rhyme 3.49 <.001 
 
Table B6. MLM: durlog ~ phase * condition + (1 | picture) + (1 | subject) 

 Coefficient SE t p-value 

Intercept -0.85 0.03 -24.31 < .001 

Phase -0.01 0.00 -1.96 0.050 

Condition (Semantic) 0.02 0.00 3.08 0.002 

Condition (Phonological) 0.01 0.00 2.94 0.003 

Phase x Condition (Semantic) -0.01 0.01 -0.75 0.452 

Phase x Condition (Phonological) 0.02 0.01 2.82 0.005 
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Appendix C 
 

Figure C1. ERPs for straight (green) and reverse (red) phases for unrelated, semantic, 
and phonological conditions shown for three electrodes FCz, Cz, and Pz.  
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


