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Abstract

The IEC 61000-4-15 standard defines a flickermeter that is universally accepted as the

meter used for the objective measurement of a disturbing light flicker. The accurate results

provided by the IEC flickermeter under uniform fluctuations stand in contrast with its

unpredictable behavior under real conditions when voltage fluctuations are not uniform over

time. Under nonuniform fluctuations, the IEC flickermeter can indicate wrong values, and

this could explain the absence of users’ complaints at sites where high flicker levels were

measured. This work presents a new strategy for flicker measurement that overcomes the

deficiencies presented in the IEC flickermeter, properly relating flicker severity values and

temporal evolution of the fluctuation. The manuscript describes in detail the functional and

design specifications of the new strategy, as well as the results obtained during the validation

process in which the IEC flickermeter and the new strategy were subjected to input signals

with different temporal fluctuation patterns. The manuscript also presents a comparison

between the response of the two strategies to real voltage signals, which are complex and

nonuniform in nature. The results confirm the differences between both strategies, despite

both meet the same requirements established by the standard.
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1. Introduction1

The supply voltage may vary under changes in load conditions or in the operation of the2

generation systems, and these variations produce flicker of the lighting equipment. Flicker is3

understood as the disturbing sensation that is experienced by the human visual system when4

subjected to these light fluctuations, leading to potential complaints. A flickermeter must5

objectively quantify the discomfort produced by a reference light source when its supply6

voltage fluctuates, in order to reduce the expense of corrective measures for both the owner7
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of the disturbing equipment and the electrical company. Thus, the effective calculation of8

flicker severity becomes essential in the monitoring performed by the metering equipment [1].9

The universally accepted flicker measurement method was developed by the International10

Union for Electricity Applications (UIE) during the 1980s [2] and was first published as the11

standard IEC 868 in 1992. This standard established the functional and design specifications12

for the International Electrotechnical Commission (IEC) flickermeter and defined short-term13

flicker severity, Pst, as the fundamental parameter used to evaluate the discomfort. After-14

wards, the specification was classified as the IEC 61000-4-15 standard, and its last edition15

was published in 2010 [3] with the objective of a greater convergence in the results provided16

by different commercial implementations. During the last 10 years, the unpredictable be-17

havior of the IEC flickermeter under real conditions has put its accuracy in assessing the18

perceived flicker severity under question [4, 5]. The main argument in clarifying this issue19

points to the extensive use of efficient lighting technologies that are less sensitive to flicker20

than the incandescent one that is used as the reference lamp in the current standard [5, 6].21

There is also a concern about the idea that the IEC flickermeter needs improvement when22

dealing with interharmonics that cause flicker [7]. However, according to the findings pre-23

sented in [8], the most convincing explanation for the poor behavior of the IEC flickermeter24

in real scenarios comes from the inherent deficiencies in its specification. The response of the25

IEC flickermeter is not correct when the fluctuations are not uniform over time. The design26

of its complex specification did not particularly consider the dependence of flicker severity27

on temporal evolution of the fluctuation. In fact, the final specification was adjusted for a28

set of uniform rectangular fluctuations, a simple model of the fluctuations in real scenar-29

ios. However, the nonuniform characteristics of the real fluctuations in some locations lead30

the IEC flickermeter to provide wrong values. In these cases, the assessed flicker severity31

differs from the actual perception of the users, explaining the poor correlation with their32

complaints [8].33

The current work presents a new strategy for measuring flicker severity. This strategy34

provides an alternative to the IEC flickermeter as it suggests a method that properly corre-35

lates flicker severity and temporal evolution of the fluctuation, complying with the accuracy36
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requirements of the IEC 61000-4-15 standard. The work describes the new strategy and37

sets out the reasons for its success in evaluating the flicker severity produced by nonuniform38

fluctuations. The new strategy is described as a simple outline that can be easily adapted39

from the current configuration specified by the IEC 61000-4-15 standard. The work provides40

all the details required for the design and the implementation of the new strategy. Finally,41

the work presents a comparison between the two strategies when subjected to analytical42

input signals both with uniform and nonuniform temporal fluctuation patterns. Moreover,43

the work shows the different behavior of the two strategies with real voltage signals, due to44

the complexity and irregularity of their fluctuations.45

2. Description of the IEC flickermeter46

Fig. 1 shows the block diagram of a flickermeter according to the specification defined in47

IEC 61000-4-15. In Block 1, the input voltage u(t) is scaled to an internal reference value48

to make flicker measurements independent of the input voltage level.49

In Block 2, the scaled input voltage u1(t) is demodulated by means of a squaring multi-50

plier, thereby simulating the behavior of an incandescent lamp.51

Block 3 comprises three cascaded filters. The first two filters complete the demodulation52

process and consist of a 1st-order high-pass filter (3 dB cutoff frequency fco = 0.05 Hz)53

and a 6th-order low-pass Butterworth filter (3 dB cutoff frequency fco,50 = 35 Hz for 50 Hz54

systems). The third filter is a band-pass filter that models the behavior of the lamp–eye55

system. Its design was defined from experiments carried out by H. de Lange and P. Ailleret56

in the 1950s [9, 10] and its transfer function is given in the standard [3]. The output of57

Block 3 is u3(t), which represents the weighted demodulated voltage-change signal.58

Block 4 of the flickermeter implements the eye–brain model proposed by Rashbass and59

Koenderink [11, 12]. This block includes a squaring multiplier that simulates the nonlinear60

eye–brain response, followed by a low-pass filter that accounts for the perceptual storage61

effects in the brain. The low-pass filter is specified to be a sliding mean filter with a time62

constant of 300 ms. The filtered signal is then multiplied by a scaling factor to obtain63
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Pinst. The unit of Pinst corresponds to the reference human flicker perceptibility threshold,64

experimentally obtained through subjective tests [2].65

Block 5 evaluates the flicker severity by applying a multipoint algorithm that uses the

percentiles obtained from the cumulative probability function (CPF) over a short period

(usually 10 min) of Pinst. The adjustment of the algorithm was carried out by using the ex-

perimental curve of the flicker severity threshold, Pst = 1 [13], obtained for different frequen-

cies of rectangular voltage fluctuations. Once the values of the coefficients and percentiles

were calculated, all the points of the curve for Pst = 1 fitted with errors under 5%. Initially,

the selected percentiles were P0.1, P1, P3, P10 and P50. Later, some of these were substituted

by other smoothed percentiles, P1s, P3s, P10s and P50s, each of them obtained from a set of

unsmoothed percentiles. Consequently, the standard [3] obtains a flicker severity value from

a total of 15 unsmoothed percentiles as:

Pst =
√

0.0314 · P0.1 + 0.0525 · P1s + 0.0657 · P3s + 0.28 · P10s + 0.08 · P50s (1)

3. Deficiencies of the IEC flickermeter66

The evolution of the IEC 61000-4-15 standard has been aimed at increasing the accuracy67

of flicker measurement. The most significant progression corresponds to the 2.0 edition,68

which includes a new set of functional tests in order to restrict the implementation margins.69

This improvement has contributed to the convergence of the results from the commercial im-70

plementations under the same input conditions [14]. However, during the last years, several71

studies have warned about the unpredictable behavior of the IEC flickermeter under real72

conditions [15, 16]. Additionally, in many networks that supply industrial areas, the real73

flicker severity values are much higher than the planning levels without causing complaints74

by residential customers. However, other loads that generate flicker that is clearly over the75

planning levels, but quite close to the former cases, lead to complaints by customers, requir-76

ing corrective actions [4, 5]. In fact, different working groups created for the improvement77

of the electric power system have studied the possibility of modifying the IEC 61000-4-1578

standard to solve those problems. On the one hand, the working group C4.108 of CIGRE79
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(International Council on Large Electric Systems) specifically states that a major objective80

of its final report is ... to present methods and techniques which could result in improved81

correlation ... [5]. On the other hand, the working group C4.111 of CIGRE has established82

as a part of its scope ... to recommend possible alternatives to the flickermeter concept of83

Pst for specifying, measuring, and assessing voltage fluctuations... [17].84

There is a general opinion that the discrepancies are mainly because the IEC flickermeter85

design took the incandescent lamp as the reference lamp, whereas today there are new light-86

ing technologies on the market that are less sensitive to flicker. Consequently, some authors87

suggest the adaptation of the IEC flickermeter to the modern lamps [5]. Nevertheless, the88

latter lighting technologies cannot be considered as stable or fully evolved. Even assuming89

their low sensitivity characteristics, these lamps presented a low market penetration rate at90

the time when the aforementioned studies were carried out [18], and thus the use of these91

new lamps would not explain the absence of complaints.92

On the other hand, some of those works consider the planning levels as excessively93

cautious and conservative, advising the regulatory institutions to raise the planning levels94

clearly above the current limits. Such actions would obviously save on corrective costs,95

but at the same time, they would be unfavorable for users in locations where the flicker96

measurement and the complaints were correlated.97

Once the extrinsic explanations have been considered, it seems necessary to review98

whether the way in which the IEC flickermeter performs the measurement is consistent99

with the way in which people perceive irritation. This approach leads to examining possible100

causes of discrepancies related to the built-in features of the IEC flickermeter specification.101

On the one hand, initially the multipoint algorithm used five percentiles for the calcula-102

tion of the flicker severity. However, the validation process of the algorithm warned about103

its inconsistency under irregular fluctuations in real circumstances. The solution was to104

increment the number of percentiles involved in the algorithm [2]. On the other hand, a105

recent work presents an exhaustive analytical study of the improper behavior of the IEC106

flickermeter under nonuniform temporal fluctuation patterns, more representative of real107

scenarios [8]. Moreover, the study confirms the deviations by means of several subjective108
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experiments using voltage signals recorded in real locations affected by relevant values of109

flicker. The main conclusions of the work warn about the increasing malfunction of the IEC110

flickermeter as the irritation becomes less uniform along the integration period.111

To understand fully this anomalous behavior, knowledge of how the irritation is related

to the amplitude and time distribution of the light fluctuation is required. P. Ailleret estab-

lished these associations in the 1950s [10] by means of different physiological experiments.

On the one hand, that study established that the irritation depends linearly on the ampli-

tude; that is, should the amplitude double, the irritation must also double. In fact, this

characteristic is a specific requirement of the standard IEC 61000-4-15 [3]. On the other

hand, the irritation is nonlinearly related to the product of the square of the amplitude, A,

and the duration, T, of the fluctuation:

Irritation = f
(
A2 · T

)
. (2)

For example, a regular fluctuation of amplitude A during the whole integration period112

(10 min) generates the same effect as one that fluctuates during 1
4
of the integration period113

with 2A amplitude and does not fluctuate during 3
4
of the integration period. Nevertheless,114

the IEC flickermeter was not conceived considering this requirement; the specification of115

Block 5, which is finally responsible for the flicker severity measurement, was designed for a116

set of rectangular voltage fluctuations. According to [8], the statistical strategy specified in117

Block 5 works properly for regular fluctuations but generates relevant deviations when the118

fluctuation pattern is not uniform over time.119

The conclusions of the work [8] and the Block 5 definition process itself confirm the need120

for a new strategy for flicker measurement that should properly consider the compliance121

with the time composition rule established by P. Ailleret. However, any alternative solution122

should not be adapted for a specific set of fluctuations but should be a universal strategy123

valid for any type of nonuniform fluctuations in complex and real scenarios.124
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4. An alternative strategy for the flicker severity measurement125

The multipoint algorithm of Block 5 does not properly assess the flicker severity generated126

by fluctuations that are not uniform over time. An initial approach to solving this problem127

could be to replace the current Block 5 with another one that functions properly in the128

presence of nonuniform fluctuations. The new strategy should be based on an average129

estimator, compliant with Ailleret’s rule relating amplitude and duration (2) but preserving130

the physical properties and dimensions of the flicker severity modeled by [9–12].131

A possible parameter for that purpose would be the square root of the mean value of

Pinst. This is a simplified version of the multipoint algorithm. If the smoothing effect of the

low-pass filter of Block 4 is dismissed, that parameter corresponds to the root mean square

of the output of Block 3, u3(t):

Vrms,b3 =

√

1

T0

∫

T0

u2
3(t)dt , (3)

where T0 corresponds to the short-time integration period.132

To evaluate the effect of this primary strategy on the flicker severity measurement, the133

values of Vrms,b3 for rectangular voltage fluctuations of frequencies, fm, up to 33.3 Hz (4000134

changes per minute or cpm) and relative amplitudes, ∆V
V
, corresponding to Pst = 1, were135

calculated. The values were within the accuracy required by IEC 61000-4-15 for the flicker136

severity measurement, namely 1 ± 0.05, for fluctuation frequencies from approximately137

7 Hz (840 cpm) to 33.3 Hz. However, for frequencies below 7 Hz, the results from the138

Vrms,b3 estimator decrease with fluctuation frequency, diverging from the required accuracy.139

The underlying impression of this preliminary study is that the Vrms,b3 estimator could be140

a proper method for assessing the flicker severity. Nevertheless, the strategy requires an141

intermediate linear system to adjust the results of the root mean square (RMS) calculation142

to the 1 ± 0.05 accuracy range for frequencies below 7 Hz.143

Based on these assumptions, Fig. 1 shows the functional block diagram of the alternative

strategy for flicker severity measurement. The block diagram follows the physiological lamp–
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eye–brain model exactly as it is defined by the IEC 61000-4-15 standard, maintaining the

instantaneous flicker perception, Pinst. Additionally, the output of Block 3 is weighted by

a new linear system aimed at measuring flicker severity by means of the RMS calculation.

Considering the linear relation between flicker severity and the amplitude of the fluctuation,

the RMS value of a nonuniform fluctuation, snu(t), consisting of a single regular fluctuation

s1(t), applied during a time t1, followed by another regular fluctuation s2(t), applied during

a time t2, complies with Ailleret’s rule relating irritation and time (2), by the expression:

Vrms,snu
=

√
V 2
1
t1+V 2

2
t2

t1+t2
, (4)

where V1 and V2 are the RMS values of the single regular fluctuations, s1(t) and s2(t),144

respectively.145

The general philosophy of the new strategy can be summarized as follows:146

– It complies with the instantaneous flicker sensation, according to the flicker percepti-147

bility threshold curve, experimentally obtained through subjective tests [2].148

– It is conceived to assess the flicker severity having the experimental flicker severity149

curve, Pst = 1, as the reference [2, 13].150

– It maintains the linear relation between flicker severity and the relative amplitude of151

the fluctuation, as it is currently specified in the IEC 61000-4-15 standard [3]. The152

output of the new linear system is proportional to the relative amplitude ∆V

V
; therefore,153

its RMS value is too.154

– The combination of the new linear system and the RMS estimator allows compliance155

with Ailleret’s rule (2) relating irritation and time [10].156

The challenge involves the design of a new linear system to validate the alternative157

strategy, confirming compliance with the previous conditions. The starting point must be158

based on the experimental Pst = 1 curve, as it was in the case of the multipoint algorithm,159

to agree fully with specifications of the current standard.160
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4.1. Design of a new linear system161

Following the procedure detailed in Fig. 1, the new linear system must be designed162

to weigh the output of Block 3 producing a unity RMS value for the rectangular voltage163

fluctuations of frequencies up to 33.3 Hz (4000 cpm) and amplitudes corresponding to the164

Pst = 1 curve. Thus, the new linear system should be characterized by two fluctuation165

frequency ranges:166

– fm ≥ 7 Hz (840 cpm): the new linear system must not modify the output of Block 3.167

– fm < 7 Hz: the module of the frequency response of the new linear system must weigh168

the output of Block 3 to obtain RMS values of 1 ± 0.05 for all the frequencies.169

The specification of the frequency response module of the new filter, Hn,spec(f), requires

the analytical characterization of the spectral content of the signals involved in the procedure.

The flickermeter input signal, u(t), can be expressed as follows:

u(t) =
√
2A

(
1 + gm(t)

)
cos(ωot) , (5)

where gm(t) corresponds to the rectangular voltage fluctuation with frequency fm and relative170

amplitude ∆V

V
, modulating a sinusoidal carrier with frequency ωo = 2πfo and RMS value A.171

After scaling the input amplitude to the reference value, AR, and the subsequent quadratic

demodulation, the output of Block 2 comprises the following terms:

u2(t) = A2
R

[
(
1 + 1

4
(∆V

V
)2
)(
1 + cos(2ωot)

)
+ 2gm(t)

(
1 + cos(2ωot)

)
]

. (6)

The rectangular voltage fluctuation can be expressed by the cosine-Fourier representa-

tion:

gm(t) =
∞∑

n=0

an cos(nωmt) an = ∆V
V

2
nπ

sin
(
nπ
2

)
, (7)
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characterizing the output of Block 2 as:

u2(t) =A2
R

[

present at the output of Block 3
︷ ︸︸ ︷

2

∞∑

n1=0

an1
cos(n1ωmt) +

present at the output of Block 3
︷ ︸︸ ︷
∞∑

n2=0

an2
cos

(
(n2ωm − 2ωo)t

)
+

+

dismissed by the filters of Block 3
︷ ︸︸ ︷(
1 + 1

4
(∆V

V
)2
)(
1 + cos(2ωot)

)
+

dismissed by the filters of Block 3
︷ ︸︸ ︷
∞∑

n3=0

an3
cos

(
(n3ωm + 2ωo)t

)
]

. (8)

The third and fourth terms consist of a DC component, as well as others above the 2fo

component that are strongly attenuated by the filters of Block 3, so they can be dismissed.

The first two terms do affect the spectral composition of the input of the new linear system

and, as a consequence, the measurement of flicker severity as well. Therefore, the output of

Block 3 can be expressed as follows:

u3(t) ≈ A2
R

[

2

∞∑

n1=0

bn1
cos(n1ωmt + ϕ1) +

∞∑

n2=0

bn2
cos

(
(n2ωm − 2ωo)t+ ϕ2

)
]

, (9)

where (bn1
, bn2

) and (ϕ1, ϕ2) are the amplitudes and angles, respectively, of u2(t) after being172

filtered by Block 3.173

The numerical definition of the frequency specification of the new filter concerning the

amplitude is based on the spectral composition of u3(t), according to (9). The method

consists of the calculation of the desired value for each fluctuation frequency, starting from

840 cpm and iteratively descending to 1 cpm, so that the RMS value of the output of the

new filter, u4n(t) is 1. From (9), the output of Block 4N of Fig. 1 can be expressed as:

u4n(t) =

Part A
︷ ︸︸ ︷

2A2
R

∞∑

n1=0

|Hn,spec(n1ωm)| · bn1
cos(n1ωmt+ ϕ1)+

+

Part B
︷ ︸︸ ︷

A2
R

∞∑

n2=0

|Hn,spec(n2ωm − 2ωo)| · bn2
cos

(
(n2ωm − 2ωo)t+ ϕ2

)
, (10)
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where for reasons of simplifying the method, the effect of the angle of the new filter has not174

been considered.175

To address the resolution, several restrictions need to be established that limit the ex-176

tension of (10). Considering the large attenuation introduced by the filters of Block 3 at177

frequencies above 35 Hz, the method uses components only up to 120 Hz. Even so, the178

process is still complex, and some additional restrictions need to be set. Part A of (10) con-179

tributes spectral components larger than or equal to fm. Among these, those above 840 cpm180

are only affected by the values of the filters of Block 3, as the corresponding values of the new181

filter are established as 1. On the other hand, the components between fm and 840 cpm are182

affected by the filters of Block 3 and, later on, also by the values of the new system, which183

are already known at the current iteration. Nevertheless, Part B of (10) may contribute184

components either above or below fm. If they are above fm, the guideline is the same as185

in Part A. Otherwise, if they are below fm, the corresponding values of the new system are186

not available yet. To make the process solvable, the problem needs to be delimited further187

without compromising accuracy. The order n2 of all the components of Part B below fm188

is higher than 9 for fm under 1200 cpm. As a consequence, the Fourier coefficients bn2
are189

negligible, and those components can be disregarded.190

The iterative method can be developed by consecutive resolution of an equation of a191

single unknown quantity, by applying the design criterion of the new flicker measurement192

strategy, i.e., the RMS value of u4n(t) must be 1. Starting at fm=840 cpm, the values of193

|Hn,spec(f)| for the spectral components different from 840 cpm that are involved in (10)194

are known, |Hn,spec(f 6= fm)|=1 and the only unknown corresponding to |Hn,spec(fm)|. The195

same process is done again for the next modulation frequency, fm=839 cpm. In this case,196

the values of |Hn,spec(f)| for all the spectral components above fm are previously known,197

since |Hn,spec(f > fm + 1)|=1 and the value of |Hn,spec(fm + 1)| has been obtained in the198

previous iteration. The process is repeated for all the fm frequencies down to 1 cpm.199
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Finally, this specification needs to be characterized analytically by an approximation,

Hn,appx(s), with a feasible implementation, like the following:

Hn,appx(s) = kn
(s+ ω1n) · (s+ ω3n)

(s+ ω2n) · (s+ ω4n)
. (11)

The values of (11) are adjusted to minimize the root mean squared error of |Hn,appx(f)|
in relation to the specification, |Hn,spec(f)|. Thus, the final values for the parameters of

Hn,appx(s) are as follows, taking into account that this transfer function is the one obtained

for 230 V/50 Hz systems.

kn = 0.988

ω1n = 2π · 1.37824

ω2n = 2π · 0.00667 (12)

ω3n = 2π · 0.03529

ω4n = 2π · 0.11532

Deviations between both frequency characteristics regarding the amplitude are negligible,200

below 2.1% over the whole frequency range.201

5. Comparison of both strategies202

After the new linear system was designed, the final step was to compare the response of203

the new strategy with that of the IEC flickermeter. This comparison was performed under204

different analytical and real scenarios.205

To carry out the comparison, a discrete implementation in Matlab of both specifica-206

tions (IEC flickermeter, new strategy) for a 230 V/50 Hz system was performed. For both207

flickermeters, the input signal was processed at a sampling rate of fs = 6400 Hz. After208

the demodulation filters, the signal was decimated to reduce the sampling frequency to209

fp = 800 Hz. All the filters were implemented in the discrete domain by means of the210

bilinear transformation of the corresponding transfer function, using the proper sampling211
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frequency for each filter, fs or fp. Both implementations do not include the high-pass de-212

modulation filter of Block 3 as its main function is to remove the DC component and this213

goal is already achieved by means of the transmission zero of the weighting filter. For the214

IEC flickermeter, different techniques of classification are available to achieve accurate flicker215

evaluation over a wide range of conditions. In our implementation, the percentiles of Pinst216

were calculated for the complete set of samples, with the accuracy provided by Matlab.217

Moreover, the correct implementation and proper performance of the IEC flickermeter has218

been successfully tested in several previous works [8, 19].219

5.1. Behavior under analytical experiments220

The first comparison was based on the response to rectangular voltage changes from the221

Pst = 1 curve. Different rectangular fluctuations were generated with modulating frequencies222

fm up to 33.3 Hz and relative amplitude ∆V

V
corresponding to the Pst = 1 curve for each223

frequency. Note that the values of this curve have been used in this work to obtain the224

specification of the new linear system.225

The relative amplitude values were obtained by means of the IEC flickermeter imple-226

mentation as those values that produce Pst = 1 with a maximum deviation of 10−5. The227

fluctuations generated in this way were also processed using the new measurement strategy.228

Every flicker severity value was within the 1 ± 0.05 margin.229

Judging by the problems detected in the behavior of the IEC flickermeter, a relevant230

comparison between the two strategies should consider nonuniform temporal fluctuation231

patterns. Fig. 2 shows the temporal fluctuation pattern used for this purpose. The input232

signal is composed of two segments: during a certain period t
ON

there is a rectangular233

fluctuation of frequency f
ON

and relative amplitude A
ON

= ∆V

V

∣
∣
Pst=1

; that is, the amplitude234

that would produce Pst = 1 for the frequency f
ON

if it were applied during the complete235

10 min period. For the rest of the time up to 10 min, t
OFF

, the fluctuation is deactivated.236

Considering (2), this case is equivalent to a fluctuation applied during the whole 600 s
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period, of frequency f
ON

and relative amplitude:

Aeq = A
ON

·
√

t
ON

600
. (13)

Because the amplitude A
ON

applied during 10 min produces Pst = 1, the theoretical

flicker severity value corresponding to the scheme of Fig. 2 is:

P th
st =

√
t
ON

600
. (14)

To simplify the comparison, the experiment was performed for a single frequency f
ON

=237

10 Hz. The activation time, t
ON

, was increased from 0 to 600 s in 0.1 s steps. The resulting238

fluctuations were applied to both flickermeter implementations. The theoretical values,239

according to Ailleret’s rules (14), were also calculated. Fig. 3 shows the results of the240

obtained flicker severity values in terms of the activation time, t
ON

.241

Analysis of Fig. 3 reveals several important conclusions. The P IEC

st values provided by242

the IEC flickermeter show great deviation from the theoretical values, P th

st . Additionally,243

it can be observed that the deviated P IEC

st values rise abruptly and are distributed in 15244

practically constant levels. This abnormal behavior is caused by the multipoint algorithm245

of Block 5 of the IEC flickermeter, based on the calculation of 15 different percentiles of246

Pinst. The procedure is as follows. For short activation times, t
ON

, P0.1 is the only percentile247

relevant for the algorithm. With increasing activation time, the effect of that percentile248

becomes gradually and slowly stronger. For a particular activation time, the next upper249

percentile becomes influential, generating an abrupt transition in flicker severity. The same250

effect applies to the rest of the percentiles. As demonstrated in [8], the multipoint algorithm251

provides accurate results when the rectangular fluctuation is applied uniformly during the252

whole period of 10 min. When the fluctuation is not applied in that manner, the evolution of253

the percentiles becomes unpredictable, and the P IEC

st values depend heavily on the duration254

of the fluctuation, t
ON

.255

Otherwise, Fig. 3 shows that the P new

st values provided by the new strategy fit with neg-256
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ligible deviations from the expected values. The new strategy considers the nonuniform257

characteristics of the fluctuations when using the RMS value for the flicker severity calcula-258

tion, so it complies with the rule that correlates irritation and time (2).259

5.2. Behavior under real scenarios260

Assuming the complexity and irregularity of the real voltage signals, in this subsection261

the responses of the two strategies in real scenarios are compared. Different real voltage262

time series recorded at a site of the low voltage network in the North of Spain were used in263

the study. The site corresponded to a small town of 15.000 inhabitants located in a steel264

industry area in which arc furnaces are operating. The voltage time series were recorded265

at a rate of 6400 Hz and each record was processed through the digital implementations of266

both strategies, so that the corresponding Pst and Plt values were obtained.267

Fig. 4 depicts the time evolution of the Pst and Plt values from both strategies. The268

selected short-term and long-term values were 10 min and 2 hours, respectively. The cor-269

responding box-plots of each site are also represented, based on the cumulative probability270

function (CPF) of the Pst and Plt sequences. The horizontal line of each box-plot represents271

the median of the distribution, and the bottom and top of the box indicate the 25 th and272

75 th percentiles respectively, showing the dispersion of the distribution. Concentric circles273

have also been included to represent the minimum value and the 99 th percentile.274

The box-plot shows that the periods of inactivity of the arc furnaces produced a dispersed275

distribution for the results provided by both strategies. The flicker severity values provided276

by the IEC flickermeter were significantly higher than those of the new strategy (P IEC

lt = 1.6,277

P new

lt = 1.1), mainly in time intervals during which the flicker levels were high. The irritability278

threshold was exceeded by 69% of the P IEC

lt values and by only 9% of the P new

lt values.279

In brief, both strategies provided identical results when analyzing their response to the280

analytical fluctuations that define the Pst = 1 curve. However, under nonuniform voltage281

time series the results from both strategies were significantly different, both with analytical282

and real signals. The flicker severity values obtained with the new strategy were substantially283

lower than those obtained by the IEC flickermeter.284
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6. Conclusions285

The manuscript presents an alternative strategy for flicker measurement that complies286

with the accuracy requirements established by the IEC 61000-4-15 standard. Moreover, this287

new strategy improves the response in the case of nonuniform fluctuations, which is more288

representative of real scenarios.289

The current standard does not properly evaluate the real irritation produced by lights290

with nonuniform temporal fluctuation patterns because the current specification does not291

comply with Ailleret’s time composition rule. The new strategy replaces the multipoint292

algorithm of Block 5 with a simple quadratic average. To achieve the accuracy required by293

the current standard, a new linear system needs to be inserted that adjusts the response of294

the meter for the whole frequency range.295

This article provides the functional specifications of the new strategy, as well as the296

design of the new linear system; it also presents in detail the complex analytical process of297

obtaining the frequency specification of the new linear system. The accuracy of the new298

functional specification has been validated for digital implementation when subject to rect-299

angular fluctuations corresponding to the flicker severity threshold. The comparison was also300

extended to a set of rectangular fluctuations characterized by a nonuniform temporal pat-301

tern and to real scenarios where an important level of irregularity of the voltage fluctuation302

is present.303

Under nonuniform voltage time series the flicker severity values provided by the new304

strategy were substantially different from those of the IEC flickermeter. Although the IEC305

61000-4-15 standard establishes that flicker measurement strategies need to be adjusted306

based on the standardized Pst = 1 curve, it is not acceptable that two strategies that meet307

this requirement do not provide similar values in real scenarios. Since the IEC flickermeter308

seems to overestimate the flickering sensation when compared with the new strategy, future309

works could investigate if this fact is the origin of the poor correlation between the flicker310

measurement and users’ complaints.311

To sum up, the new strategy has been designed considering the physiological behavior312
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of the lamp–eye–brain set, just as it was for the current specification. Furthermore, it313

complies with the accuracy requirements established by the current standard, in relation314

to both the flicker perception, Pinst, and flicker severity, Pst. However, this new strategy315

also complies with the time composition rules, providing clear advantages when used in316

real scenarios. The implementation of the new strategy is simpler than the current one317

because it is based on the quadratic average for flicker severity calculation, avoiding the use318

of the multipoint algorithm and, hence, the classification process for the calculation of the319

CPF. This computational saving is an advantage for the new smart power quality meters320

that need to work on real-time [20]. The simplification involves two additional benefits: on321

the one hand, it allows us to delimit the implementation and to reduce the dispersion in322

results associated with the different techniques of the classification process; on the other323

hand, it provides a greater flexibility in selecting integration intervals different from those324

recommended by the current standard.325
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Figure Captions369

Figure 1 Block diagrams of the IEC flickermeter and the new strategy.370

Figure 2 Layout of the nonuniform fluctuation.371

Figure 3 Response to nonuniform temporal patterns.372

Figure 4 Pst and Plt values for the real voltage time series with the two373

strategies.374
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