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Many intrinsically disordered proteins (IDPs) are involved in complex signalling networks inside the
cell. Their particular binding modes elicit different types of responses that can be subtly regulated.
Here we study the binding of two disordered transactivation domains from proteins HIF-1α and
CITED2, whose binding to the TAZ1 domain of CBP is critical for the hypoxic response. Experiments
have shown that both IDPs compete for their shared partner, and that this competition is mediated
by the formation of a ternary intermediate state. Here we use computer simulations with a coarse-
grained model to provide a detailed molecular description of this intermediate. We find that the
conserved LP(Q/E)L motif may have a critical role in the displacement of HIF-1α by CITED2 and
show a possible mechanism for the transition from the intermediate to the bound state. We also
explore the role of TAZ1 dynamics in the binding. The results of our simulations are consistent with
many of the experimental observations and provide a detailed view of the emergent properties in the
complex binding of these IDPs.

1 Introduction
In the last two decades, the study of intrinsically disordered pro-
teins (IDPs) has changed the established paradigms of biomolec-
ular transitions, both for folding and binding1. From extensive
theoretical and experimental work, we have learnt that many
proteins do not fold into regular, three dimensional, native struc-
tures. Instead, due to their unique sequence characteristics, IDPs
may remain disordered, or fold only upon binding to their part-
ners2. For this type of systems, there is an expanding repertoire
of binding modes3 that may be important to enable their key reg-
ulatory roles4. Much of the work on IDP binding described the
mechanism in terms of either conformational selection or induced
fit5,6, and, more recently, the “dock and coalesce” model7. Also,
from a kinetic standpoint, binding in an expanded, disordered
state was proposed to be advantageous, as explained by the “fly-
casting” model8. But more recently, we have learnt that IDPs
can be more wildly dissimilar from folded proteins, and undergo
multivalent binding through phosphorylated sites9 or form com-
plexes in their unfolded state with ultra-high affinity10.

As important as characterizing the biophysics of coupled fold-
ing and binding processes, is understanding how these new
modes of binding operate in the biological context11. The reg-
ulation of cell signalling in the case of IDPs is usually facilitated
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by promiscuous binding to different targets through alternative
regions12,13. In other cases, multiple IDPs may bind to the same
partner14. The peculiarities in the binding of IDPs may result in
interesting effects, like allosteric modulation of one partner by
another13,15. Here we focus in an interesting case involving two
different IDPs, the C-TAD domain of the hypoxia inducible tran-
scription factor HIF-1α and its negative feedback regulator, the
CBP/p300-interacting transactivator 2 (CITED2), which bind to
a shared partner protein, the TAZ1 domain of the CREB binding
protein (CBP) or its homolog p30016–25.

The HIF-1α-TAZ1-CITED2 system is involved in the regulation
of cell survival in conditions of low oxygen levels (i.e. hypoxia),
and for this reason it is highly relevant in the development of can-
cer therapies26. The intrinsically disordered domain of HIF-1α

and CITED2 both bind to TAZ1 with very high affinity (KD =10±2
nM) through largely overlapping regions of their shared part-
ner16,17,19,22 (see Figure 1a and Fig. S1 in Supplementary In-
formation). A particularly important role in complex formation
is played by the conserved LPXL motif (see Figure 1c). Surpris-
ingly, in recent experiments on ternary mixtures involving both
IDPs with TAZ1, increasing CITED2 concentrations were able to
displace HIF-1α bound to TAZ1, while the reverse process was not
observed23. The displacement was coupled to a 50-fold decrease
of the apparent KD for CITED2 (0.2±0.1 nM) and a 100-fold in-
crease for HIF-1α (0.9±0.1 µM). To explain this counterintuitive
result, Berlow et al invoked a transient intermediate state23, al-
though a detailed molecular description of this state is still lack-
ing. The fine tuning of the competition between the IDPs for their
shared partner may be critical for our understanding of the hy-
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Fig. 1 (a) Cartoon representation of the complexes formed by HIF-1α (PDB id: 1l8c, orange) and CITED2 (1r8u, blue) with the TAZ1 domain of CBP
(white). (b) Corresponding contact maps from the 20 experimental NMR models. The upper and lower triangles correspond to the CITED2:TAZ1 and
HIF-1α:TAZ1 complexes, respectively. The color scale indicates the frequency of pairwise contacts within the NMR ensembles. The dashed vertical
and horizontal lines mark the ends of TAZ1. (c) Amino acid sequences of HIF-1α and CITED2. We highlight the conserved LP(Q/E)L motif in green.
Helical regions are marked with horizontal bars.

poxic response, as CITED2 acts as a negative feedback loop to
control the response induced by HIF-1α 23.

Here we use molecular simulations to investigate the binding
of HIF-1α and CITED2 to the TAZ1 domain of CBP. In the last
years there have been remarkable improvements in force fields
for explicit solvent, atomistic molecular dynamics (MD), which
have been recalibrated to reproduce the properties of IDPs27–30.
However, simulating full protein-protein binding with all atom
MD simulations is extremely demanding even for binary sys-
tems31,32. Instead, we resort to simple structure-based, coarse
grained models33. These models are based on the assumption
that interactions in the 3D structure (i.e. native contacts) are
the primary determinants of the folding/binding process. As a
result they are consistent with the prescription for a funneled en-
ergy landscape in the theory of protein folding34. Coarse grained,
structure-based models have consistently made successful, semi-
quantitative predictions on protein folding, including the calcu-
lation of protein folding rates35 and kinetic Φ-values36. Also
for complex formation they have been successful in the descrip-
tion of the binding processes both for folded proteins37 and for
IDPs38–40. In fact one of us already applied this type of modelling
to the binding of HIF-1α to TAZ140, including how additional
contributions in the model, like electrostatics and non-native in-
teractions, may change the results.

In this paper we expand that work to include the CITED2:TAZ1
complex and the emerging properties for the ternary mixture, us-
ing a simulation model that uses information from the topology

of the binary complexes. Our main focus is on resolving a molec-
ular picture of the ternary intermediate proposed by Berlow et
al23. The paper is organized as follows: First, we describe the
methodology, which involves producing a model that is consis-
tent with the experimental structures of the TAZ1-bound states of
both HIF-1α and CITED2. Next, we report the predictions from
the consensus simulation model on the binding of each of the IDPs
independently to their shared partner. We pay special attention
to the influence of the binding on the dynamics of TAZ1, which
has been recently investigated using NMR24,25. Finally, we show
the emergent properties that we predict for the ternary complex
and discuss the implications of our findings.

2 Materials and Methods

2.1 Coarse-grained simulation model

We start from the structure-based Karanicolas and Brooks
model41, which is coarse grained to the level of the Cα atoms.
The potential energy function is defined as a sum of terms

V =Vbonds +Vangles +Vtorsions +Vnonbonded (1)

The first two energy terms in this equation are native-centric
harmonic potentials for bonds and angles between beads in the
model, with the equilibrium values being those in the reference
(experimental) structure. The term for torsions is derived from
PDB statistics. Finally, favourable non-bonded interactions are
defined among amino acid pairs that are in contact in the native
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conformation41, and are described by the following expression,

Vnonbonded = ∑
i j∈contacts
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where εi j is the strength of the interaction between residues i and
j, proportional to the Mijazawa and Jernigan contact energies42,
ri j is the pairwise distance between beads in a instantaneous con-
figuration and σi j is the distance in the reference conformation.
For every pair of residues not forming contacts, the nonbonded
potential is a repulsive term described as

Vnonbonded = ∑
i j/∈contacts

εrep

(
σi j

ri j

)12
(3)

where εrep is a generic repulsive energy term related to the energy
scale in the model and σi j is the repulsive radius41.

2.2 Calibration of the model

Using this description, we have built our computational models
based on the most representative conformers of the HIF-1α:TAZ1
and CITED2:TAZ1 experimental structures (with PDB ids 1l8c16

and 1r8u22, respectively, see Figure 1a). We note that this is a
design decision, as coarse-grained simulations using as reference
different NMR models in an ensemble may result in different be-
haviour43,44. For simplicity, we use as our reference the structure
which is most central to the 20 different models in the ensembles
reported for each of the complexes in the PDB.

The conformation of TAZ1 is slightly different in both experi-
mental structures, with a Cα -RMSD of 2.7 Å. For this reason, we
derived a consensus model for TAZ1, although we only calibrate
the non-bonded interactions. Bonds and angles are very similar
between both TAZ1 structures and in this work we use the val-
ues of the 1l8c structure for simplicity. The dihedral terms in the
Karanicolas and Brooks model are statistical41, and hence they
do not change with the reference experimental structure. For the
nonbonded interactions we produce a unified contact model in-
cluding contacts from both experimental structures45. We follow
a simple rule of thumb to produce the consensus model: when-
ever a contact is present in both reference structures for TAZ1, we
include the contact with εi j and σi j values that are the mean for
both experimental structures ; when a contact is only present in
one structure, we keep its value of σi j but scale the interaction
energy by 1/2; finally, when a pair of residues is not in contact
in any of the structures we choose the shortest repulsive core for
the consensus model. We show representative examples of these
three possibilities in Figure 2.

In order to approximately recapitulate the experimental disso-
ciation constants in the nM range, we scaled the values of εi j

in the HIF-1α:TAZ1 and CITED2:TAZ1 complexes. This involved
decreasing the interaction strength of native contacts by 2% for
CITED2:TAZ1 and increasing it by 4% for HIF-1α:TAZ1. In the
simulations of the ternary complex, nonbonded interactions be-

Fig. 2 Intra-TAZ1 nonbonded potentials for the HIF-1α:TAZ1 (orange),
CITED2:TAZ1 (blue) and consensus (black) models. We show three
representative cases, corresponding to a contact shared between both
experimental structures (left), a contact present in one and absent in the
other structure (center), and the repulsive cores being defined at different
distances (right).

tween HIF-1α and CITED2 are defined simply using the repulsive
term from Equation 3.

Finally, in the experimental structures of the TAZ1 complexes
with HIF-1α and CITED2, there are three Zn2+ cations (see Figure
1a), each of them coordinated to a His and three Cys residues.
These metal cations are essential for TAZ1 to retain a stable
fold16,21. In our coarse grained representation, we mimic their
effect by introducing soft bonds with equilibrium distances calcu-
lated as the mean from all the NMR models from both structures
and a spring constant of 1000 kJ/mol/nm.

2.3 Molecular simulations

Using the model described above, we have run Langevin dynam-
ics simulations of free TAZ1, the binary mixtures of TAZ1 and
both IDPs (HIF-1α:TAZ1 and CITED2:TAZ1), and the ternary mix-
ture (HIF-1α:CITED2:TAZ1) using a the Gromacs package (ver-
sion 4.0.546). To calculate the potentials of mean force for the
binary complex, we have run umbrella sampling simulations us-
ing harmonic potentials on values of the intermolecular fraction
of native contacts, Q, ranging between 0 and 1. All umbrella
simulations were run at 300 K. For the ternary complex, we run
temperature replica exchange for 22 different temperatures, rang-
ing between 290 and 395 K, evenly spaced by 5 K. Replica swaps
were attempted every 5000 steps. In all cases, a time step of 10
fs was used to propagate the dynamics with a leap-frog stochastic
dynamics integrator, using a friction coefficient of 0.2 ps−1.

2.4 Analysis of the simulations

We monitor folding and binding using the fraction of native con-
tacts, Q, as the average degree of contact formation

Q = 1/Ni j ∑
i, j∈contacts

(
1+ exp[β (di j− γdi j,0)]

)−1
, (4)

In this equation, the sum runs over the Ni j pairs of residues (i, j)
forming native contacts, di j and di j,0 are the distances between a
pair of beads in the instantaneous and reference configurations,
respectively, and β and γ are adjustable parameters that take the
values of 50 nm−1 and 1.2, respectively47. Because the unbound
state collapses onto a single bin when histogramming on Q, we
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also calculate the dRMS, defined as48

dRMS =

(
1/Ni j ∑

i, j∈contacts
(di j−di j,0)

2
)1/2

, (5)

Results for different runs were combined to estimate poten-
tials of mean force using the weighted histogram analysis method
(WHAM)49. Errors in the free energy surfaces were determined
using block averaging. We estimate the value of the dissocia-
tion constant KD from the populations of the bound and unbound
states (pb and pu) and the protein concentration in our simulation
box as

KD =
p2

u[Protein]
pb

(6)

as before40. In this expression, the bound population pb is
calculated integrating the Boltzmann weights along Q as pb =∫ 1

QTS
exp(−βF(Q))dQ, where β = 1/kBT is the inverse thermal en-

ergy F(Q) is the free energy and QTS is the value corresponding to
the barrier top in the potential of mean force. Then, the unbound
population is simply pu = 1− pb.

3 Results and discussion

3.1 Binding free energy landscapes for the binary complex
models

Using the consensus models for both the HIF-1α:TAZ1 and the
CITED2:TAZ1 complexes, calibrated to recover KD values in the
experimental (i.e. nM) range, we have run umbrella sampling
simulations at room temperature. In Figure 3a we show the po-
tentials of mean force for the projections on the umbrella coordi-
nate, i.e. the fraction of intermolecular native contacts, Q. The
potentials of mean force exhibit the characteristic sharp minimum
at Q= 0, where all the unbound state collapses, and a broad basin
for the bound state, as found generally for simulations of IDPs38.
The sharp barrier at low values of Q is qualitatively consistent
with the results from experimental Φ-value analysis50, which in-
dicate that native hydrophobic contacts are not present in the
transition state.

The results in Figure 3 recapitulate those in previous work with
coarse grained models for these proteins, despite the changes in-
troduced in the simulation model. In particular, for HIF-1α:TAZ1
we find an intermediate state, which we term HI, emerging at
values of Q ' 0.3, just like in previous simulation studies40,51.
In this intermediate HIF-1α binds only through one of its helices
to TAZ140, primarily the C-terminal αC-helix, which forms more
contacts with TAZ1 than αA or αB (see Figure 1b). The prediction
of an intermediate state and a highly dynamic αA helix is consis-
tent with experimental NMR measurements on this system23, in
particular with the low {1H} −15 N values reported for the re-
gion encompassing the αA helix and the LPQL motif, which imply
high flexibility23. The consistency with previous simulation re-
sults for HIF-1α:TAZ1 binding40,51 suggests that the adjustments
made to produce the consensus model for the intra-TAZ1 con-
tacts do not compromise the predictions from the original Karan-
icolas and Brooks prescription41. We note that for the similar
coarse-grained SMOG model52,53, the binding of HIF-1α to TAZ1
does not involve any intermediate states54. In the case of the

Fig. 3 Free energy landscapes for binding of HIF-1α (orange) and
CITED2 (blue) to TAZ1. (a) Free energy landscapes for the projec-
tion on the fraction of native contacts (Q). Errors are shown as bands.
(b) Two dimensional free energy landscapes for the projection on both Q
and dRMS. Free energies are shown in units of kBT .

CITED2:TAZ1 complex, both the Karanicolas and Brooks model
and the SMOG model result in two-state binding54.

As we have mentioned, in the projection on Q all the unfolded
state collapses onto a single value (Q = 0). To resolve the het-
erogeneity of the unfolded state, we also show the free energy
landscapes for the projection on the dRMS, defined as the mean
squared pairwise distance for native contacts (see Methods and
Figure 3b). This projection highlights the differences in binding
scenarios between HIF-1α and CITED2 to their shared partner
TAZ1. While CITED2 undergoes cooperative binding overcoming
a single free energy barrier, the binding of the α-helices of HIF-1α

are decoupled. Differences in the binding between HIF-1α:TAZ1
and CITED2:TAZ1 are unsurprising given that the topologies of
these complexes are also distinct (see contact maps in Figure 1b).
While HIF-1α folds forming three helices upon binding to TAZ1,
CITED2 only forms one helix and keeps a 30-residues long stretch
of its sequence unfolded in the bound state.

3.2 Binding mechanism of the IDPs to TAZ1
The umbrella sampling simulations employed for the estimation
of free energy surfaces are useful to determine relative stabili-
ties of states and barriers between them, but they do not con-
tain information about the conformational dynamics. In order to
observe binding transitions for both IDPs, we have run a set of
equilibrium simulations starting from conformations within the
unbound state. In order to do this, we randomly picked distances
between TAZ1 and each of the IDPs where both proteins are sep-
arated and let them progress. This results in multiple binding
events, that let us characterize the binding mechanisms.

In Figure 4 we show time series data for the projection on the
intermolecular Q from two representative binding trajectories. In
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Fig. 4 Time series data for the fraction of intermolecular native contacts
(Q) and corresponding snapshots for two representative binding trajec-
tories for binary complexes HIF-1α:TAZ1 (a) and CITED2:TAZ1 (b). In
(a) we show Q for all the contacts (orange), together with that for helices
αA (green) and αC (violet). Vertical dashed lines indicate time stamps
for selected conformations.

the case of HIF-1α, the initial binding may occur through the in-
teraction of TAZ1 with either helix αA or αC. However, we find
the latter to be the dominant pathway (Figure 4a). In a sub-
sequent step, the rest of the protein, including the LPQL motif,
wraps around TAZ1. In the case of CITED2, we find that the ini-
tial approach typically involves the LPEL residues (Figure 4b), but
this does not result in a distinct conformational state. Right after
the initial encounter, the remainder of the contacts involving the
αA helix gradually form upon binding to TAZ1. The C-terminal
tail of the protein, which does not involve intermolecular native
contacts, remains unstructured in the bound state.

There are hence two predictions of the structure-based model
on the binary binding processes. First, our simulations show that
CITED2 binds to TAZ1 with much higher cooperativity than HIF-
1α, as originally proposed from CD experiments on both com-
plexes19 and later confirmed by NMR23. Second, the conserved
LPXL from CITED2 and HIF-1α, which interact with an overlap-
ping region of TAZ1, have very different roles in the binding pro-
cess. While CITED2 may form its first few contacts through its
LPEL motif, the LPQL of HIF-1α binds only in a second step to
TAZ1.

3.3 Native fluctuations in the consensus TAZ1 model
While much of the focus in the study of IDP binding has been
on the disordered part of the system, recent studies have also
stressed the importance of the interplay with the dynamics of the
binding partner55. Proteins that act as binding partners of IDPs

Fig. 5 (a) Comparison of the fluctuations in equilibrium simulations of
TAZ1 (top) against the experimental S2 parameters by Berlow et al25

(bottom). In both panels we show values for free TAZ1 (black), and for
its complexes with HIF-1α (orange) and CITED2 (blue). At the top, we
show schematically the DSSP assignment of secondary structure, with
bars corresponding to α-helices. (b) Overlay of representative snapshots
from free TAZ1 (left) and TAZ1 bound to HIF-1α (center) and CITED2
(right). In the bound conformations, coloured circles correspond to Cα

positions of residues that form native contacts with TAZ1.

do not behave like mere scaffolds that disordered ligands bind
to. Instead, they can adjust their flexibility in relation to their
interactions with ligands. This conclusion has been drawn for
TAZ1 from structural studies in the free state21 and bound to a
collection of its intrinsically disordered partners, including HIF-
1α, CITED2, RelA-TA2 or TAD-STAT216,22,25,56–58.

We check these effects in a our simulations for free TAZ1 and
in its complexes with both HIF-1α and CITED2. In Figure 5a we
report the root mean square fluctuations (RMSF) in the different
stable states of TAZ1 from molecular simulations with the consen-
sus models. Our results can be compared, albeit at a qualitative
level, with Berlow et al’s NMR order parameters25, which mea-
sure the amplitude of backbone motions (see Figure 5a, bottom).
Unfortunately, given the resolution of our simulation model, we
cannot calculate the values of the S2 order parameters directly,
as in the coarse grained description we lack information about
the N-H bond vector whose dynamics are probed with these mea-
surements59. Still, the agreement of the trends in the S2 order
parameters and the calculated RMSF values is remarkable, and
serves as validation of our coarse description of the stabilizing
effects of Zn2+ cations in TAZ1 (see Methods).

First, we focus on the differences in fluctuations along the pro-
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tein sequence for both bound and unbound TAZ1. In all cases,
we find higher values of the RMSF in the hinge regions of TAZ1
and at the termini, while helical segments fluctuate less (Figure
5a). This is in agreement with the trends in the S2 values, which
indicate a more restricted mobility for the four amphipathic he-
lices and large amplitude fluctuations primarily in loops. Second,
we compare the bound states against the free form of TAZ1. In
the bound states with either HIF-1α or CITED2, the calculated
RMSF for TAZ1 decreases considerably with respect to the un-
bound TAZ1. This effect is also captured in the shifts of the prob-
ability distributions of both the RMSD and the intramolecular Q
for TAZ1 contacts (see Figure S3 in the Supplementary Informa-
tion and in selected snapshots from the different states in Figure
5b). These rigidification effects are consistent with the higher
S2 order parameters in the bound forms of TAZ1 from NMR ex-
periments. Experimentally, an exception to this general trend is
the loop between α1 and α2 for HIF-1α-bound TAZ125,60. This
exception is also recovered in the simulations, which indicate a
similarly fluctuating loop regardless of the state of TAZ1. Finally,
we also capture the rank order of rigidification between the two
complexes. The differences in the S2 order parameters between
both complexes indicate that CITED2:TAZ1 forms the least fluc-
tuating complex25, as we also see in the simulations (Figure 5a).
The main differences between the bound states are found in he-
lices α1 and, most importantly, α4. The cleft formed between
these two helices is the overlapping region where both ligands
bind to TAZ1. Therefore, larger fluctuations in this area for the
HIF-1α:TAZ1 complex may help CITED2 recognize and displace
its partner25.

The picture emerging from both experiments and simulations
for TAZ1 is one of a highly dynamic partner for IDP binding. TAZ1
explores a continuum of possible forms with varying flexibility
depending on the ligand, as opposed to different conformational
states. There is a clear hierarchy in terms of rigidity, that ranges
from the most dynamic free form to the most static CITED2-bound
state. Although there may be additional implications for the reg-
ulation of gene expression, the primary functional role of the con-
formational plasticity of TAZ1 is to fine tune the binding affinities
through modulation of entropic contributions24.

3.4 Free energy landscape for competitive binding

We now focus on the emergent behaviour of the consensus models
when the three proteins are included in the simulation box. We
recall that the only additional tweak of the interaction parameters
with respect to the binary simulation models, is the inclusion of
a repulsive core that avoids overlaps between the two IDPs (see
Methods). In this case, we have run extensive replica exchange
simulations at temperatures ranging between 290 and 395 K, in
order to increase the efficiency in the sampling of conformational
space. The results from these simulations are robust, as the av-
erage properties that we calculate were converged after half the
total duration of the simulations (5 microseconds) that we have
run at each temperature (see Figure S3 in Supplementary Infor-
mation).

The inclusion of the three molecules results in a more complex

Fig. 6 (a) Two dimensional free energy landscape for the projection on
the fraction of intermolecular native contacts, Q, from replica exchange
simulations of the ternary complex. Free energies are shown in units of
kBT . Names of relevant bound states are overlaid on the figure. (b) Rep-
resentative snaphots of the stable bound states: CITED2 bound (CB),
HIF-1α bound (HB), HIF-1α intermediate (HI) and ternary intermediate
(CHI).

landscape where both binary and ternary complexes may read-
ily form. In Figure 6a we show the potential of mean force for
the projection on the inter-molecular fraction of native contacts
at 300 K. As expected, the presence of the alternative binding
partner does not influence the dominant bimolecular free energy
basins. For HIF-1α:TAZ1, we find the intermediate HI state and
the fully bound HB state at QCITED2:TAZ1 = 0. Conversely, for the
CITED2:TAZ1 complex, the bound state (CB) appears in the po-
tential of mean force at QHIF1α:TAZ1 = 0. Ternary simulations
with both IDPs present not only recapitulate observations from
binary complex formation, but also result on a ternary intermedi-
ate state, that we term CHI (see Figure 6a and b). The intermedi-
ate appears at QHIF1α:TAZ1 ' 0.3 and values of QCITED2:TAZ1 corre-
sponding to the bound state. We note that there is an additional,
more shallow basin at QHIF1α:TAZ1 ' 0.3 and QCITED2:TAZ1 ' 0.4,
which may have an important role as an “encounter complex” in
the displacement of HIF-1α by CITED2 (see below).

In Figure 6b we show representative snapshots of the stable
states (excluding the unbound state, UU). As the binary states do
not differ from those in the simulations with only one IDP, we fo-
cus on the ternary CHI intermediate, which is highly dynamic as
originally proposed23. In this state, the C-terminal helix (αC) of
HIF-1α remains bound to TAZ1, while CITED2 binds through its
initial alpha helix αA and the LPEL motif. Hence, as anticipated
by the simulations of the binary complexes, we observe very dif-
ferent behaviours for the LPEL motif from CITED2 and the ho-
mologous LPQL motif from HIF-1α, with the latter being within
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Fig. 7 Binding mechanism for the ternary complex. (a) Time series
data for the fraction of native contacts for a trajectory where CITED2
displaces HIF-1α. Coloured bands indicate segments in the trajectory
corresponding to different conformational states (labelled). Note the
“encounter complex” (EC) in red. (b) Overlay of the values of Q in the
same trajectory (red lines) on the potential of mean force. The arrow
marks the proposed mechanism to progress from the HI intermediate
to the CB state. (c) Representative structure of the ternary “encounter
complex”.

unbound segment of the protein. This is important because these
residues are critical for the stability of the complexes and com-
petition between both IDPs has been proposed to be mediated by
the LPXL region.

3.5 A putative mechanism for the displacement of HIF-1α by
CITED2

Clearly, the emergent free energy basins in the ternary landscape
may have mechanistic importance for the transitions between the
ternary intermediate and the binary complexes. We run short
equilibrium simulations of the ternary system to resolve molecu-
lar transitions between the different states. In these runs, we find
binary complex formation as the most likely event. These transi-
tions do not differ from the results reported for the simulations
of the binary mixtures (see Figure 4). As one might expect, the
presence of the alternative binding partner in the simulation does
not perturb the mechanism of the transition if only one IDP binds.
This might be different in a model that explicitly included the ef-
fects of long-range charged interactions, possibly pointing to a
limitation of our study. However, the charge densities of HIF-1α

and CITED2 are very similar (positively and negatively charged
residues are about 10 and 20%, respectively, for both proteins).
Hence we think it is unlikely that this would play a significant
part in influencing bimolecular binding.

Additionally to the binary binding processes, the CB and HI
states are connected to the ternary intermediates in the poten-
tial of mean force in Figure 6a. Transitions involving these states
readily appear in our equilibrium runs of the ternary system. We
show a trajectory involving a transition between the binary inter-
mediate (i.e. HI) state and the ternary CHI intermediate state of

the complex in Figure 7a (90 other trajectories from different ini-
tial states, where we find the expected hops between free energy
basins, are summarized in the Supplementary Information, Figure
S4). Initially, the αC helix of HIF-1α binds to form the HI inter-
mediate. In the HI state, the cleft between the α1 and α4 helices
of TAZ1 is still free to interact. From this state, the complex could
commit to the fully bound form (HB). Instead, in this specific tra-
jectory we find that the LPEL motif of CITED2 interacts with the
corresponding groove in TAZ1 and binds to form the CHI inter-
mediate. The structure of the “encounter complex” (EC) formed
after the initial attack via the LPEL motif is still highly flexible and
has relatively few specific interactions61,62 (see Figure 7c). Next,
CITED2 reaches its fully bound state, while HIF-1α remains partly
bound (CHI state). Finally, HIF-1α detaches from the complex
and the system reaches the CB state. We note that this multi-step
mechanism (marked by an arrow in Figure 6b) closely resembles
the one proposed from the experimental results23.

4 Conclusions
In this study we have considered the case of a ternary system in-
volving two IDPs, HIF-1α and CITED2, and their highly dynamic
binding partner, TAZ1. Combined efforts from different groups,
using an array of methods including ITC, NMR and fluorescence
anysotropy experiments16,17,19,21–23,25,60, have resulted in a de-
tailed description of the behaviour of these molecules and their
binding mechanisms. In isolation, TAZ1 is a highly dynamic pro-
tein that sacrifices part of its conformational entropy upon bind-
ing to its partners25,60, more so in the case of CITED2. Experi-
ments on the binary mixtures of TAZ1 with HIF-1α and CITED2
indicated similarly strong (i.e. nM) binding for both IDPs. More
surprisingly, NMR and fluorescence experiments on ternary mix-
tures including TAZ1 and both IDPs suggested a kinetically driven
displacement of HIF-1α by CITED223. An intermediate state with
the αC helix of HIF-1α still bound to TAZ1 was invoked by the
authors.

In this work we have studied this system using coarse grained
molecular simulations with a potential energy function defined
by the native contacts alone (i.e. with no explicit description
of unspecific interactions like electrostatics or non-native con-
tacts). One of our predictions for the binary complexes is that HIF-
1α:TAZ1 binding occurs via an intermediate where only the αC

helix is bound to TAZ1, while CITED2:TAZ1 binding is two-state.
Although one of us has shown that the weight of the intermediate
in the ensemble will vary with details of the model40, experimen-
tal evidence points to a special role for the αC:TAZ1 interactions,
in agreement with our predictions. On one hand ITC experiments
have shown that this region alone is responsible for the formation
of a 200 µM complex63. Also, the αA and (to a lesser extent) the
LPQL motif have decreased {1H}-15N NOE values in NMR experi-
ments, indicating that these are the most dynamic regions of the
complex23. Also, Freedman et al19 and later Berlow and her co-
workers23 proposed that differences in the binding cooperativity
of CITED2 and HIF-1α may be key to enable the regulatory role
of this hypoxic switch. The results from our simulations confirm
the strong coupling in the binding of CITED2 and weak coupling
in the case of HIF-1α.
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We also provide a detailed description of the competitive bind-
ing process in the presence of both IDPs, together with snapshots
for the binding mechanism. In our binding trajectories, the LPEL
motif of CITED2 has a critical role in the formation of an en-
counter complex with TAZ1 (EC in Figure 7), taking advantage of
the flexibility of the HIF-1α complex in the LPQL region. From
this encounter complex, the system progresses to the ternary
binding intermediate (CHI) that closely recapitulates the descrip-
tion in the original work23. The conclusive details on the differ-
ent metastable states en-route to the CITED2:TAZ1 complex may
be resolved in the future using simulations with an atomistic de-
scription of protein-protein interactions and the influence of the
solvent, and experiments with methods like relaxation-dispersion
NMR for the detection of “invisible states”64 or smFRET65.

Even if we have stressed several points of agreement between
experiment and simulation, there are other aspects that our sim-
ulations do not reproduce. First, from HSQC experiments of 15N-
labelled TAZ1 with both IDPs in a 1:1:1 molar ratio, Berlow et
al concluded that only the CITED2:TAZ1 complex was present.
On the contrary, in our simulations we find that the free energy
basins for the CITED2:TAZ1 and HIF-1α:TAZ1 complexes remain
present. This discrepancy may be due to the additional stable
intermediate (CHI) in the ternary mixture, which very much re-
sembles the CITED2:TAZ1 complex and may result in indistin-
guishable resonances in the NMR spectra. Second, competitive
binding assays resulted in a decrease of KD for CITED2:TAZ1 (0.2
nM) and an increase of KD for HIF-1α (0.9 µM). While we can-
not figure out a thermodynamic argument for the values of the
binary equilibrium constants to change, we must note that these
experimental values correspond to apparent KD. Again, one pos-
sibility is that the decreased KD for CITED2:TAZ1 accounts for the
combined populations of the CB and CHI intermediate. Another
possible explanation is that the simple description from topology
alone is not sufficient to account for these subtle effects.

In the finishing stages of this work, we have become aware
of two other studies with similar simulation models that include
an explicit electrostatic term66,67, which gives the opportunity
to compare contributions from topology alone and additional
energy terms. In one of these studies, Chu et al. use an
alternative model by Clementi et al52, which is also coarse-
grained to the Cα -level66. The details of the coarse-grained
model52 are slightly different: for example, in the Clementi
model the dihedral terms in the potential energy function are
structure-based, while in the Karanicolas and Brooks model they
are based on PDB statistics41,52. In the other study, by Wang
and Brooks, the same coarse-grained model as in this work was
used, although adding electrostatics, and different simulation
and analysis techniques were used. As inevitably happens in
coarse grained modelling, there are design decisions for building
the ternary model that diverge between all three works, like
the description of the Zn2+ cations in TAZ1. Regardless of the
differences, all three works agree in the prediction of a very
similar ternary intermediate state, with very high QCITED2:TAZ1

and low QHIF1α:TAZ1, and the Karanicolas and Brooks model
either with or without electrostatics, results in an additional
intermediate state (HI) in the binding of HIF-1α to TAZ167.

It is remarkable that, as we show here, all the information
about the stable states in the competitive binding mechanism is
encoded in topology alone, even if the relative weights of the
different states will be sensitive to details in the parametrization.
Future work will help to further understand the features of this
ternary binding energy landscape and its role in the regulation
of the hypoxic response and exploit them in anti-cancer therapies.
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