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Abstract 

Eddy dissipation concept (EDC) model and flamelet generated manifolds (FGM) 

model are developed separately to study the temperature profiles and extinction limits 

of non-premixed hydrothermal flames. Predictions by the two models are evaluated 

comparatively by experimental data in literatures. FGM model shows relatively better 

prediction of temperature than EDC model in the near nozzle field. Extinction 

temperatures can be predicted by EDC model with deviations of 10 K to 33 K. The 

extinction flow rates predicted by the FGM model are higher than those by the EDC 

model. Flow fields and reaction source terms are analysed to identify the inherent 

mechanism leading different results by the two models. It is illustrated that the positive 

effect of turbulence on reaction rate near the nozzle by the FGM model is the essential 

reason causing different flame characteristics from the EDC model by which the 

turbulence only has negative effect on reaction rate. 
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1 Introduction 

Hydrothermal combustion refers to the rapid oxidation reaction occurring in a 

supercritical water environment [1]. Supercritical water, due to its good solvent and 

transport properties, is a ideal medium for various chemical processes, such as 

hydrothermal gasification [2, 3], liquefaction [4, 5], synthesis [6, 7] and oxidation [8-

10]. A hydrothermal flame serves as an internal heat source for these processes. For 

endothermic processes, for example hydrothermal gasification, the hydrothermal flame 

provides the needed heat [11]. For exothermic processes, for example Supercritical 

water oxidation (SCWO) which is a promising wet waste treatment technology, the 

hydrothermal flame can promote the complete degradation of the organic waste and 

optimize the energy recovery of the system [12, 13]. 

Developing reliable numerical methods to investigate the flow and reaction 

mechanism of the hydrothermal combustion is of great importance for the design and 

optimization of the best flame configuration in various processes. Narayanan et al. [14] 

have used the eddy dissipation (ED) model to simulate the hydrothermal flame in the 

ETH (Swiss Federal Institute of Technology) wall-cooled hydrothermal burner 

(WCHB). The eddy dissipation (ED) model assumes that the chemical reaction rate is 

far faster than the turbulent mixing rate and then the combustion reaction rate is equal 

to the turbulent mixing rate. Based on the eddy-dissipation model, Sierra-Pallares et al. 

[15] developed the multiple-time-scale (ED-MTS) turbulent mixing model to calculate 

the mixing rate considering the large Schmidt number in supercritical fluids. However, 



these models are not accurate for conditions where the chemical reaction rate is 

comparable to the mixing rate. Queiroz et al. [16] have simulated a turbulent 

hydrothermal flame in a vessel reactor. They have pointed out that at low injection 

temperature the chemical reaction rate is slower than the mixing rate, and therefore 

adopted the laminar finite-rate (FR) model with a one-step reaction mechanism. In our 

previous study [17], the eddy-dissipation/finite-rate (ED/FR) model was used to 

simulate the ETH hydrothermal flame, in which the combustion reaction rate is taken 

as the smaller one between the one-step chemical reaction rate and the turbulent mixing 

rate. By including finite-rate effects the extinction limit could be studied using the 

ED/FR model but was found to be underpredicted by 150 K due to the inaccurate 

representation of the turbulence-chemistry interaction. 

In order to describe chemical effects such as ignition and extinction accurately 

detailed chemical reaction kinetics is needed [18-20]. In hydrothermal conditions, 

special attention should be paid to the real-fluid thermodynamic and transport 

properties. In the case of turbulent flow the kinetic model has to be integrated in a model 

for turbulence-chemistry interaction (TCI). In this work we have chosen to work with 

two different TCI model which are meant to be used in combination with detailed 

kinetics, namely the eddy dissipation concept (EDC) model [21-23] and the flamelet 

generated manifolds (FGM) model [24-26]. Both are widely used but belong to 

different class of models. The EDC model introduces a model for the turbulence 

chemistry interaction in which the reactions take place in a fine structure of the flow 

which evolves kinetically as plug flow or well-stirred reactor. The EDC model is 

relatively easier to implement the real-fluid properties through a commercial software 

as ANSYS Fluent, but recent work [21, 27] on MILD combustion indicate that the EDC 

model may produce significant discrepancies due to the strong turbulence-chemistry 



interaction at the diluted condition. The hydrothermal combustion condition is also 

highly diluted by supercritical water, so the performance of the EDC model at 

hydrothermal condition is in suspense. The FGM model belongs to the subset of the 

flamelet-based models, which represent the local flame structure as having properties 

of pre-computed laminar flames. In the FGM model, the independent variables of 

mixture fraction and progress variable are resolved together to extend the limit of the 

basic flamelet model that only thin flames can be modelled accurately. A known 

superiority of the FGM model over the EDC model is the better computational 

efficiency. The question will be addressed which of the two approaches is performing 

best for turbulent hydrothermal flames. The application of FGM in turbulent 

hydrothermal combustion can build upon our previous work on laminar counterflow 

methanol hydrothermal combustion [28]. Here the laminar methanol FGM tables will 

be extended to include the influence of turbulent fluctuations. Numerical model 

development needed to reach this goal includes implementation of real fluid 

thermodynamic and transport properties in CHEM1D (laminar flame code) and the link 

between the generated FGM tables and the turbulent flame code ANSYS Fluent. 

In this work both the EDC model and the FGM model are applied to simulate the 

turbulent diffusion flames of methanol hydrothermal combustion in the ETH combustor 

configuration [29, 30]. The predicted temperature contours by the two models are 

compared, as well as the key scalars and flow field are analysed to reveal the underlying 

flow and reaction mechanism. To illustrate the inherent difference between the two 

models, comparative analysis of the turbulence-chemistry interactions by the two 

models is conducted by explicitly turning off the turbulence effect on reaction rate. In 

the end, the abilities of the two models to predict the extinction limits are evaluated 

from the view of extinction temperature and extinction mass flow rate.  



2 Model and method 

2.1 Governing Equations 

To describe the flow and reaction process in turbulent hydrothermal combustion, 

we use the Reynolds-averaged governing equations [31]. These include the mean 

continuity equation, the mean momentum equation, the mean species transport 

equations and the mean energy equation. 
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where 、 iu 、 p、 ij 、 kY 、D、 k&、h、  and T  respectively denote density, 

velocity, pressure, viscous stress, mass fraction of species k, mass diffusion coefficient, 

production rate of species k, specific enthalpy, thermal conductivity and temperature. 

The overbar denotes the Reynolds-averaged value, while the tilde denotes the density 

weighted or Favre-averaged value. To any variable f, the relation between the 

Reynolds-averaged value and the Favre-averaged value is f f =% , while the primed 

quantities are defined by ' ''f f f f f= + = +% .  

In the above governing equations, major closure problems are present in the 

Reynolds stress ²'' ''i ju u , the turbulent flux of mass fraction ²'' ''i ku Y  and enthalpy 



² '' ''iu h , and the mean reaction source term k& . For the Reynolds stress term, the 

standard k-  model is adopted as: 
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where 
2

t
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=  is the turbulent viscosity. k and   are the turbulence kinetic 

energy and its dissipation rate. k and are closed by their transport equations: 
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where C , 1C   and 2C   are constants 0.09, 1.44 and 1.92. k  and   are Prandtl 

numbers with default values of 1 and 1.3. 

The turbulent fluxes are closed by the classical gradient diffusion assumption: 
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where tSc  and t  are the turbulent Schmidt number and the Prandtl number with 

default values of 0.7 and 0.85. Due to the analogous forms, the turbulent fluxes are 

always combined with the diffusion terms in the transport equations, presenting the 

enhancement of diffusion by turbulence. Some closure problems are also present in the 

mean transport coefficients (viscosity, mass diffusivity and thermal conductivity) but 







these terms are relatively small compared to the main ones in highly turbulent flow and 

are evaluated at the mean temperature and composition. 

2.2 Closure of the turbulent reaction source term 

The key problem in turbulent combustion simulation is the closure of the mean 

reaction source term. The reaction source term is a highly nonlinear function of 

temperature and species concentrations: 
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where Nr is the number of reactions and Ns is the number of species , Ai, i  and Ei are 

the pre-exponential factor, the temperature exponent and the activation energy of the i-

th reaction, [Cj] is the concentration of species j, n’
i,k and n’

i,j are the stoichiometric 

coefficients for species k and j as reactants in the i-th reaction, n”
i,k is the stoichiometric 

coefficient for species k as product in the i-th reaction. The mean reaction source term 

is not equal to the instantaneous reaction rate evaluated using mean temperature and 

mean concentrations. In this work we shall use two different closures of the mean 

source term, the EDC model and the FGM model with presumed PDF of which the 

details will be descried in the following sections. In both models, the detailed chemical 

mechanism of methanol hydrothermal combustion developed by our previous work [32] 

is applied, which contains 23 species and 103 reactions. It was developed from on a 

gas-phase combustion mechanism [33] by modifying the pressure-dependent and 

hydrothermal sensitive reactions. 

2.2.1 The eddy dissipation concept (EDC) model 

The eddy dissipation concept (EDC) model belongs to the class of closure models 

presuming a subdivision of the volume in small reaction structures and surrounding 

nonreacting environment. The detailed definition involves quantification of the relative 



size of the reacting structures, the way the reaction proceeds and how fast the mass 

transfer is with the surroundings. The length scale * and time scale *  of the reacting 

structures are of dependent on the turbulent kinetic energy and its dissipation rate: 

1/4

*

2
C

k





 
=  

 
 (12) 

1/2

* C






 
=  

 
 (13) 

Here   is the kinematic viscosity and C  and C  are model constants with default 

values of 2.1377 and 0.4082. The scaling is based on the assumption that the reacting 

structures are of the size of the Kolmogorov scale. The model combines a purely 

chemical component and a pure mixing component. The local fine structure is 

considered to be a constant pressure reactor and the thermochemical state reached after 

evolution according to the chemical mechanism from the current value iY% over a time 

scale *  is denoted as 
*

iY . The mean reaction rate describes a relaxation from the 

current state iY% to 
*

iY according to mixing time scale also determined by the volume 

fraction of reacting structures: 

( )

( )
( )

2
*

*

3
* *1

k i iY Y
 


 

= −
 −
  

%&  (14) 

2.2.2 The flamelet generated manifolds (FGM) model 

The FGM model assumes that the local state in the flame is a set canonical flames 

described by just a few independent variables. These states are stored in look-up tables 

that are used in the calculation of the flame to be investigated. In this work, the methanol 

hydrothermal FGM tables generated by counterflow flames are used, which have been 

generated and evaluated thoroughly in our previous research [28]. They are dependent 



on two independent variables, mixture fraction Z and progress variable Yc. Mixture 

fraction Z stands for the elemental mass fraction that originated from the fuel side. Here 

the Bilger’s formation [34] is adopted which considers the effect of differential 

diffusion: 
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where MH, MC, MO is the molar mass of element H, C, O. ZH, ZC, ZO is the mass fraction 

of element H, C, O. ZH,1, ZC,1, ZO,1 is the mass fraction of element H, C, O at the fuel 

side and ZH,2, ZC,2, ZO,2 is the mass fraction of element H, C, O at the oxidizer side. The 

definition of Yc has been optimized as function of mass fraction of CO2 [28]. The 

influence of turbulence on the mean reaction rate can then be described by the joint 

probability density function of these two variables. Assuming statistical independence 

of mixture fraction and a scaled progress variable c, defined as 

,min ,max ,min( ( )) / ( ( ))c c c cc Y Y Z Y Y Z= − − , the joint probability density function can be 

written as product of two marginal distribution functions PZ  and Pc . The marginal 

distribution functions have an assumed form ( -function) fully characterised by mean 

and variance. Then the mean of any local thermochemical quantity can be obtained 

from  
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Where ² ±2 2,  '' ,  ,  ''Z Z c c% %  denote the mean mixture fraction, the variance of the mixture 

fraction, the normalized progress variable, the variance of the progress variable. °  

represents any local variable including temperature, species mass fraction, density, heat 

capacity etc., as well as the source term of progress variable: 
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The mean values are stored in the four-dimensional FGM tables with mean and 

variance of mixture fraction and progress variable as independent parameters.  

Instead of mean transport equations of species, the following mean transport 

equations of Z and Yc are solved  
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The transport equations of the variance of mixture fraction and progress variable are 

also solved: 
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where g,zC

 
d,zC

 
, cg YC

 
, cd YC

 
 are model constants with values of 2.86, 2.0, 2.0 and 

2.0. In this way, the transport of species is described by only four transport equations, 

which significantly reduces the computational effort. 

2.3 Computational setup 

The ETH hydrothermal reactors are cylindrical in shape with injection of fuel 

(methanol and water) from the exit of a pipe aligned with the axis and injection of 

oxygen in the same direction from an annular slit close to the wall [29, 30]. Experiments 

have been done with two reactors of different size, referred to as WCHB-II [29] and the 



WCHB-III [30], here respectively used to validate the modelling results of the 

extinction temperature and the axial temperature profile. The fuel injector diameter and 

the inner and outer diameter of the annular slit for oxygen injection of WCHB-II and 

WCHB-III are respectively 1.5/7/9 mm and 1.6/6/8.5 mm. As done in previous 

simulations of this type of burners [14, 15], the computational domain is chosen as 2D 

axi-symmetric. The domain is bounded in radial direction by the inner wall of the 

combustion chamber and the domain extends in axial direction from 10 mm upstream 

of the outlet of the fuel pipe exit until 100 mm downstream. 

The default model settings for a RANS simulation are used in ANSYS Fluent, 

apart from the thermodynamic and transport properties, which are set to those of 

supercritical conditions. For the EDC model, after importing the detailed chemistry 

kinetic mechanism, the properties at pressure of 25 MPa including density, heat 

capacity, thermal conductivity and viscosity of main species are represented as 

piecewise-linear functions of temperature. For the FGM model, the hydrothermal FGM 

tables of laminar counterflow flames are generated by a modified version of CHEM1D 

which considers the non-ideal thermodynamic and transport properties of supercritical 

fluids [28], and from the resulting laminar FGM a table of mean values is obtained by 

the laminar values with the beta function PDF’s for mixture fraction and progress 

variable to get the FGM-PDF tables with mean and variance of mixture fraction and 

mean and variance of scaled progress variable as independent variables as explained in 

Section 2.2.2. The generated FGM-PDF tables are read by a user defined function (UDF) 

DEFINE_PDF_TABLE which makes available the tabulated flame state variable 

needed in the solution of the governing equations. It needs to be pointed out that the 

definition of progress variable Yc has been slightly changed compared to what was done 

in the laminar flame studies of Ref. [28]. Because the upper limit of Yc is required to be 



1 in ANSYS Fluent, here Yc is defined as equal to the mass fraction of CO2 instead of 

mass fraction divided by molar mass. It should be pointed out that the FGM table is 

generated from adiabatic laminar flames which induces some limitations in the 

representation of the experimental conditions with  wall kept at constant temperature 

by an external cooling system. In order to take into account non-adiabatic effects, it 

would be necessary to extend the tabulation with enthalpy as an extra independent 

variable. Huang et al. [35] listed several methods to do so. Most simply by considering 

the effect of enthalpy loss only on the temperature while retaining the species mass 

fraction as adiabatic, or more correctly via heat loss in the laminar flame calculations, 

either in the boundary condition [36] or via a source term in the energy equation [37, 

38]. This generalisation has not yet been developed for the hydrothermal flame case 

and therefore the discussion in the results section will mainly focus on the adiabatic 

case. 

Geometry and operating conditions of the cases computed in this work are 

collected in Table 1. They are distinguished by different methanol concentration in the 

fuel wf, fuel inlet temperature Tf and mass flow rate mf, oxygen inlet temperature To and 

mass flow rate mo, the wall condition and the geometry. Case 1~2 will be used to 

analyse the model prediction on the temperature profiles. Case 3~5 enable the study of 

the extinction temperatures at fixed fuel concentration and mass flow rate. Case 6~7 

enable study of the extinction mass flow rate at fixed fuel concentration and inlet 

temperature. 

Table 1 Geometry and operation conditions  

Case wf (wt%) Tf (K) mf (g/s) To (K) mo (g/s) Wall condition Geometry 

1 16 700 1.97 700 0.55 Twall=700 K WCHB-III 

2 24  530 1.53 590 0.65 Adiabatic WCHB-II 

3 16 550-650 1.55 580 0.45 Twall=700 K WCHB-II 

4 20 410-510 1.55 569 0.55 Twall=700 K WCHB-II 

5 24 300-450 1.55 571 0.65 Twall=700 K WCHB-II 



6 24 530 1.53-153 590 0.65-65 adiabatic WCHB-II 

7 24 450 1.55-15.5 571 0.65-6.5 adiabatic WCHB-II 

3 Results and discussion 

3.1 Temperature profiles 

Most research on hydrothermal flames focuses on the ignition and extinction 

characteristics [29, 30, 39-41] while the spatial temperature profiles of stable flames 

are seldomly measured. Until now, only the temperature profiles along the combustor 

axis at supercritical inlet temperature in the WCHB-III are available to validate the 

simulation results for temperature. It should be pointed out that considering that the 

temperature is detected by a thermocouple with the diameter of 1mm in the work of 

Prikopsky [30], a spatial accuracy of ±0.5 mm should be taken into account in the 

comparisons. Fig. 1 (a) presents the predicted profiles along the axis of the combustor 

by the EDC and FGM model for case 1, as well as the experimental data from [30]. 

This case has 16 wt% methanol in water as fuel and pure oxygen as oxidizer with the 

inlet temperature and wall temperature 700 K. It can be seen that the two models predict 

nearly identical rapid increase in temperature, while the experimental data presents an 

earlier start and more gradual increase of temperature with distance from the nozzle. 

For axial positions with x>0.04 mm, the results from the two models are clearly 

different. This difference is due to the different treatments of the energy equation by 

the two models. The EDC model solves the energy equation and the heat loss by 

convective heat transfer to the 700 K wall is taken in to account. In the adiabatic FGM 

model used here, the temperature is determined as a function of the local mixture 

fraction, progress variable and their variances and the energy equation is not solved. 

Therefore, the heat loss associated with the constant temperature boundary condition is 

actually ignored during the FGM modelling. Hence the present FGM model for 



hydrothermal flames can only predict the adiabatic conditions. Nevertheless it is of 

interest to see how the predictions of the FGM and EDC can differ in the region close 

to the nozzle where the nonadiabatic effect is weak. This is explored in Fig. 1 (b). It 

shows the comparison of the predicted temperature profiles at the off-axis radial 

position of y=0.5 mm. As mentioned, the experimental temperature measurement has a 

spatial inaccuracy of 0.5 mm and could also be representing off axis data. It is observed 

that the result by the FGM model differ a lot by making the 0.5 mm displacement in the 

radial direction, while that by the EDC model are almost unchanged. Interestingly, the 

temperature profile predicted by the FGM model agrees well with the experimental 

temperature rise curve. More experimental data are needed to judge the accuracy of the 

models, but the present results do show that the FGM model predicts a higher 

temperature gradient in radial direction. 

 

       (a) y=0 mm                  (b) y=0.5 mm 

Fig. 1 Axial profiles of mean temperature: predictions by EDC and FGM and 

experimental measurements (wf=16 wt%, Tf=700 K) 

To be able to really compare the predictions of EDC and FGM, the following 

sections will only discuss the adiabatic conditions. Fig. 2 shows the comparison of the 

temperature contours predicted by the two models at the adiabatic condition of 530 K 

24 wt% methanol as fuel and 590 K pure oxygen as oxidizer. It is clear that at this 

condition the flame location and the flame thickness predicted by the FGM model and 



the EDC model are different. The turbulent flame predicted by EDC is thinner and 

combustion is completed in a smaller domain than in the case of FGM.  

 

Fig. 2 Contours of mean temperature contours predicted by FGM and EDC (wf=24 

wt%, Tf=530 K) 

Because in FGM the temperature is controlled by mixture fraction and progress 

variable, in order to understand the difference in temperature prediction it is necessary 

to retrieve the prediction of mixture fraction contained in the EDC model. The mean 

value of the unnormalized progress variable (mass fraction of CO2) however is directly 

available in EDC. The mixture fraction can be obtained from the species values 

according to equation (15). Because the relation between Z and the element mass 

fractions is linear and the boundary values are not fluctuating the same relation holds 

between mean values of Z and the element mass fractions. 

Fig. 3 and Fig. 4 respectively show the contours of mean mixture fraction and 

mean progress variable. From Fig. 3 it is clear that EDC and FGM predict quite different 

mixing of fuel stream and oxidiser stream. The mean mixture fraction predicted by the 

EDC model become nearly evenly distributed at the axial positions larger than 0.03 m 

while the FGM model predicts that the mixing layer extends further downstream until 

axial position 0.07 m. In other words the mixing of fuel and oxidizer stream predicted 

by the EDC model is faster than that by the FGM model.  



 

Fig. 3 Contours of mean mixture fraction contours by FGM and EDC (wf=24 wt%, 

Tf=530 K) 

 

Fig. 4 Contours of mean progress variable by FGM and EDC (wf=24 wt%, Tf=530 K) 

In Fig. 4, the contours of normalized and un-normalized progress variable 

predicted by FGM and the mass fraction of CO2 predicted by EDC are shown.  The 

normalized progress variable represents the reaction progress at the local mixture 

fraction but it is un-normalized progress variable, equal to the mass fraction of CO2, 

that should be compared with the EDC prediction. The normalized progress variable 

reaches it maximal value one before the mixing of the fuel and oxidizer is reached, 

which means that the reaction has proceeded to the maximal extent at the corresponding 

mixture fraction and the reaction progress is limited by the mixing rate. From the 

analysis of the mixture fraction and progress variable contours, it can be concluded that 

the more extended flame predicted by the FGM model for Case 2 is mainly because of 

the slower mixing rate of fuel and oxidizer. In turbulent conditions, the species mixing 

is mainly controlled by the turbulent diffusion, which in RANS modeling is represented 

by the turbulent viscosity. 



 

Fig. 5 shows the centerline profiles of turbulent viscosity and the mean 

temperature predicted by the two models. It shows that the maximum of the turbulent 

viscosity predicted by the FGM model is only half of that by the EDC model and the 

width of the peak in the profile by the FGM model is much smaller. The fact that the 

fast increase of mean temperature occurs at peak of the turbulent viscosity confirms 

that the reaction are fast and follow the mixing. The lower turbulent viscosity predicted 

by FGM model explains the slower temperature rise and the thicker flame. In order to 

understand why the turbulent viscosity profiles present such large difference, an 

analysis of the flow field predictions and the turbulence-chemistry interaction is needed. 

 

 

Fig. 5 Centerlines profile of turbulent viscosity and mean temperature (wf=24 wt%, 

Tf=530 K) 

3.2 Flow field analysis 

The contours of mean velocity and turbulent viscosity predicted for the non-

adiabatic case (case 1) and the adiabatic case (case 2) are displayed in Fig. 6 and Fig. 7 

respectively. It shows that the inlet velocities of Case 1 (Fig. 6) are much higher than 

that of Case 2 (Fig. 7). This is due to the smaller density at higher inlet temperature 

(700 K, Case 1). Another difference between the two cases is that the velocity 



difference between the fuel and the oxidizer of Case 1 is larger than that of Case 2. This 

is because the density of oxygen is less sensitive to the temperature increase than the 

density of fuel. Due to the velocity difference between fuel and oxidizer, a recirculation 

zone is formed near the combustor wall, which is also observed by Narayanan et al. 

[14]. The recirculation zone of Case 1 is larger than that of Case 2, which can be 

explained by the Craya-Curtet relation [42-44] expressing that for a confined jet the 

length of the near wall recirculation zone increases with the velocity difference. 

Because of the higher velocity and velocity gradient, the turbulent viscosity of Case 1 

is obviously larger than that of Case 2. This explains that the species mixing rate is not 

the limiting factor for Case 1 and why the difference in the predicted flame length 

between the two models occurring in Case 2 is not observed in Case 1. 

 

Fig. 6 Contours of mean velocity and turbulent viscosity for FGM and EDC (wf=16 

wt%, Tf=700 K). 



 

Fig. 7 Contours of mean velocity and turbulent viscosity for FGM and EDC (wf=24 

wt%, Tf=530 K). 

The full contours of turbulent viscosity Case 2 predicted by FGM and EDC support  

the argument in Section 3.1 Temperature profile that the thicker flame predicted by the 

FGM model is due to the smaller turbulent viscosity. By analysing the velocity contours, 

we can explore which flow properties lead to the difference in turbulent viscosity 

profiles. In the flow field predicted by the FGM model, the velocity near the wall 

increases fast at the axial position around 0.02 m. As a result, the velocity gradient in 

the downstream becomes smaller and so does the turbulent viscosity. Therefore, the 

FGM prediction of slow mixing rate in the downstream region is due to the rapid 

expansion in the upstream region. Essentially, the thicker flame predicted by the FGM 

model for the Case 2 is caused by the rapid reaction rate and temperature rise in the 

near nozzle zone. This is a clear indication that the differences between the predictions 

the FGM and EDC models come from the differences in turbulence-chemistry 

interaction modelling.  

3.3 Turbulence-chemistry interaction 

In this section we focus on the impact of the modelling of the mean chemical 

source term on the predictions. When the influence of turbulence is neglected, the 



reaction rates directly dependent on mean quantities (mass fractions and temperature), 

which is called “finite rate / no TCI”. In the EDC model and the FGM model, the TCI 

is represented in different ways, respectively given by Eq. 14 and Eq. 16. The finite rate 

/ no TCI model can be directly considered as a limiting case of the EDC model because 

they solve for the same mean species mass fractions via transport equations. For the 

FGM model, the limiting case of no influence of turbulent fluctuations is the case where 

the PDF is not assumed to be a β-function but the rather a δ-function with the same 

mean but variance zero. It can easily be implemented by explicitly setting the variances 

of mixture fraction and progress variable to zero before looking up properties in the 

FGM table in the UDF file. To study the effect and importance of TCI now four models 

can be compared: FGM without TCI, finite rate / no TCI, FGM and EDC. 

The mean source term of progress variable (the mass fraction of CO2) predicted 

by these four models for the condition of adiabatic case (Case 2) are shown in Fig. 8. It 

is found that the source term contours calculated by the two models without TCI are 

very similar. This proves that the chemistry reduction by the flamelet assumptions 

underlying the FGM approach is accurate. However, the source terms of EDC and FGM 

are clearly different. It can be concluded that it is not the chemistry reduction in FGM, 

but rather the different treatment of TCI that is the main source of difference between 

EDC and FGM with β-PDF. In the case of FGM including the influence of TCI makes 

the region where rapid reaction takes place move towards the nozzle while the 

maximum reaction rate is not much affected. In contrast, the in the case of EDC the 

zone with fast reaction moves downstream and the source term value is reduced by a 

factor five compared with the laminar reaction rate. It is also observed that in the case 

of FGM, with and without fluctuations, downstream of the main flame a weak 

secondary reaction zone appears.  



It can be understood that the source term predicted by the EDC model is smaller 

than the laminar source term. In the EDC model at every time step the chemical state 

of the fine structure is recalculated starting from the current mean value  but the 

overall conversion is limited by the relaxation of  to the new value of by the 

time scale of mixing between the reacting structures and their surroundings. In contrast 

in the FGM model, the mean reaction rate is an average of many possibilities 

represented by the probability density function (PDF). Near the outlet of the nozzle, the 

reaction progress is at the beginning state and the laminar source term is quite small. 

The PDF integration of reaction source term in the whole Z and c range will lead to 

larger mean source term because any fluctuation in Z and c will both result in a larger 

source term compared with the minimum value. Hence, the TCI in FGM model 

accelerate the reaction rate in the near nozzle zone. The formulation using PDF 

integration is a richer representation of influence of spatial structure because the 

gradients of mean and variance of mixture fraction and progress variable play a key 

role, not taken into account in the EDC model. Therefore, we consider the FGM results 

to be theoretically more accurate than the EDC ones. Nevertheless, more experimental 

data are needed to validate this. 
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Fig. 8 Mean source term of progress variable for four different models: FGM without 

TCI, finite rate / no TCI, FGM and EDC (wf=24 wt%, Tf=530 K) 

3.4 Extinction limits 

Avoiding extinction is a key objective in hydrothermal combustion. Extinction 

limits can be characterised by inlet temperature or mass flow rate. Extinction 

temperature is defined as the lowest inlet temperature that can sustain an flame [29] at 

fixed mass flow rate, extinction mass flow rate is the highest mass flow rate allowing a 

stable flame at constant inlet temperature. It should be noted that the term extinction 

here is used to denote absence of ignition. Extinction temperature, as defined above, 

can be relatively easy identified using the EDC model by doing a series of steady state 

simulations with a stepwise decreasing inlet temperature starting from a case with stable 

flame until the steady state turns into a state of mixing only. Using the FGM model the 

method of subsequent steady state calculations could be applied too, but a new table 

would have to be calculated for every step because the inlet temperatures are to be taken 

into account already in the counterflow laminar flame calculations. Furthermore, the 

representation of the extinguished states (zero progress variable) and their probability 

becomes important. As has been discussed in our previous work [28], for a given inlet 

temperature and fuel concentration, the stability of the laminar flame is depending on 



the strain rate. For the turbulent flame, the probability of high strain rate is dependent 

on the flow conditions, which are influencing the profiles of mixture fraction, progress 

variable and their fluctuations. These are well-represented by the FGM method. 

Therefore, the FGM model is best suited to study the extinction mass flow rate other 

than the extinction temperature. Below we present results on extinction temperature 

obtained using EDC and results on extinction mass flow rate using both EDC and FGM. 

Fig. 9, (a) to (c), present the profiles of mean temperature along the axis of the 

combustor for steady state operations with different inlet temperatures, for fuel 

concentration of 16 wt% (Case 3), 20 wt% (Case 4) and 24 wt% (Case5) respectively. 

Other boundary conditions including the mass flow rates are set to the experimental 

values listed in Table 1. The experimental extinction temperatures obtained by Wellig 

et al. [29] are 557 K (16 wt%), 513 K (20 wt%) and 460 K (24 wt%) respectively. From 

Fig. 9, it can be seen that with the decrease in inlet temperature, the flame temperature 

decreases and the axial position of maximum temperature moves downstream. When 

the inlet temperature decreases to 570 K and 410 K for the fuel concentration of 16 wt% 

and 20 wt% respectively, the maximum temperatures along the axis are only slightly 

higher than the inlet temperature. This indicates that the flames are already extinguished 

and the increase in temperature is just due to the mixing with the hot oxidizer. From 

this point of view, the extinction temperature predicted by the EDC model for Case 3 

and Case 4 are 590 K and 430 K respectively, and that for Case 5 can be lower than the 

ambient temperature 300 K. These results show considerable discrepancy with the 

experimental data. However, this can be explained by considering the length of the 

computational domain. In the simulation the combustor length was set to 0.1 m in order 

to avoid influence of outflow conditions on flame characteristics. However, the 

experimental combustor length is 0.06 m [29] which is denoted in Fig. 9. The 



experimental setup does not allow a flame at larger distance than 0.06 m. As described 

by Wellig et al. [29], the outside wall of the experimental combustor was surrounded 

by cooling water which mixed together with the outlet main flow from the combustor. 

Therefore, we can consider the modelling cases having the axial position of the 

maximum temperature larger than 0.06 m as actually representing experimental cases 

without flame. Taking this into account, the predicted extinction temperatures are 590 

K (Case 3), 490 K (Case 4) and 450 K (Case 5), and the discrepancy with the 

experimental data is 33 K, 23 K and 10 K respectively. These results are significantly 

better than the ones obtained with the eddy dissipation / finite rate (ED/FR) model used 

in our previous work [17]. This is attributed mainly to the inclusion of detailed 

chemistry in the EDC model.   

  

   (a) wf=16 wt%         (b) wf=20 wt%           (c) wf=24 wt% 

Fig. 9 Centerline mean temperature profiles at different inlet temperature predicted by 

EDC model. 

For the study of extinction mass flow rate, conditions with two different inlet 

temperatures have been studied, namely Case 6 and Case 7 ( See Table 1). The fuel 

concentration of these cases is fixed as 24 wt%. Case 6 represents the highly stable 

conditions of which the inlet temperature (530 K of fuel) is much higher than the 

extinction temperature, while Case 7 represents the critical conditions of which the inlet 

temperature (450 K of fuel) is very close to the extinction temperature. To identify the 

extinction mass flow rate from model predictions a series of steady state simulations 

have been done with different mass flow rate. The predicted temperature profiles 



revealing whether or not the steady state is a burning flame, are shown in Fig. 10 and 

Fig. 11. The fexp in the legend denotes the experimental mass flow rate used in the 

experiments by Wellig et al. [29]. For Case 6, fexp means 1.53 g/s of fuel and 0.65 g/s 

of oxidizer, while for Case 7, fexp means 1.55 g/s of fuel and 0.65 g/s of oxidizer. The 

computed cases have mass flow rates equal to fexp multiplying different integers from 1 

to higher values until a state without flame is reached, as indicated. Three observations 

can be made on the results displayed in Fig. 10 and Fig. 11. Firstly, the extinction mass 

flow rates at higher inlet temperature are higher than that at lower inlet temperature. 

Secondly, the extinction mass flow rates predicted by the FGM model are significantly 

larger than that by the EDC model. Thirdly, the temperature profiles predicted by the 

FGM model cross with each other, while that by the EDC model do not. 

The first observation explained by the fact that at higher inlet temperature, the 

ignition proceeds more quickly and the flame temperature is higher, both contributing 

to shift of the blow-off limit to higher mass flow rates. To explain the second and the 

third observations more analysis is needed. As discussed in the previous sections, the 

slower mixing rate is the main reason that leads to the difference in flame structure 

predicted by the FGM model compared to that by the EDC model for Case 2, which is 

equally to the fexp condition of Case 6. With the increase in the inlet mass flow rate, the 

turbulent intensity increases and the mixing rate of the fuel and oxidizer is accelerated. 

As a result, the mixing-controlled flame region, which is characterized by the relative 

slow temperature rise in Fig. 10 (b), narrows down from the condition of fexp to the 

condition of 10fexp. When the inlet mass flow rates increase to 50 times of the 

experimental values (50fexp), the two-region temperature rising feature disappears and 

the flame thickness reaches the minimum. This explains the cross of the temperature 

profiles by the FGM model. From this point of view, by the FGM model, moderate 



increase in the inlet mass flow rates improves the flame stability, unlike that by the 

EDC model, the increase in mass flow rates monotonously push the flame to the 

downstream until blow-off. This results that the extinction mass flow rates predicted by 

the FGM model are larger than that by the EDC model. The inherent reason of this 

difference is still the different treatment of the turbulence-chemistry interaction, 

discussed in Section 3.3 Turbulence-chemistry interaction. The results here show that 

the extinction limit as function of mass flow rate is not obvious and they call for further 

experimental research. This limit would be a key factor to determine the boundaries of 

stable operation in industrial hydrothermal combustor design. 

 

  (a) EDC               (b) FGM 

Fig. 10 Centerline profile of mean temperature at different mass flow rates, predicted 

by EDC and FGM models (wf=24 wt%, Tf=530 K) 

 

  (a) EDC               (b) FGM 

Fig. 11 Center line profile of mean temperature at different mass flow rates, predicted 

by EDC and FGM models (wf=24 wt%, Tf=450 K) 



4 Conclusion 

The eddy dissipation concept (EDC) model and the flamelet generated manifolds 

(FGM) model have both been successfully applied to the simulation of  turbulent 

methanol hydrothermal combustion in the experimental setup of ETH. In both 

modelling approaches appropriate real-fluid properties were used. FGM tables have 

been generated by a modified version of CHEM1D, used earlier for calculation of 

laminar hydrothermal flames, but extended with a PDF model for turbulence-chemistry 

interaction. Since the heat loss effect has not been included in the FGM tables, the 

present FGM model can only predict the adiabatic conditions. 

At supercritical inlet temperature (700 K, Case1) EDC and FGM predict similar 

profiles of centreline mean temperature, but also taking into account the spatial 

resolution of the thermocouple data, the FGM model is found to be more representing 

the initial rise of mean temperature. At subcritical inlet temperature (530 K, Case2), the 

flame predicted by the FGM model is thicker than that by the EDC model, which is 

directly caused by the slower mixing rate predicted by the FGM model. Analysis on the 

flow fields make clear that the different density and velocity variations caused by the 

different reaction and heat release rate are the main reason that lead to the different 

turbulent mixing rate.  

The EDC model is able to predict the extinction temperatures with a deviation of 

only 10K to 33 K, which is significantly better than previous modelling results on this 

flame in literatures. Extinction mass flow rates are predicted for the first time. They  

are considered to be a key factor for scale-up design of industrial hydrothermal 

combustors. The extinction mass flow rates predicted by the FGM model are higher 

than that by the EDC model. Results by the FGM model indicate that the increase in 

mass flow rate first improves the flame stability and then, after further increase, blows 



off the flame, while the improvement of stability by increasing mass flow rate is not 

observed by the EDC model.  

Analysis of the reaction source terms by the two models and their laminar versions 

indicate that the effect of turbulence on the reaction rate by the FGM model is positive 

near the nozzle and negative in the downstream zone while that by the EDC model is 

always negative. This essential difference caused by the different representation of the 

turbulence-chemistry interactions explains all the differences between the predictions 

by the two models. Theoretically, the results by the FGM model (combined with a PDF 

model) are expected to be more accurate because of the explicit modelling of the 

characteristics of turbulent fluctuations (variances of mixture fraction and progress 

variable). Nevertheless, more experimental data are needed to validate it. 
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