
Self-assembling endohedrally doped CdS
nanoclusters: new porous solid phases of CdS
Elisa Jimenez-Izal,*a Jon M. Matxain,a Mario Pirisa,b and Jesus M. Ugaldea

a Kimika Fakultatea, Euskal Herriko Unibertsitatea and Donostia
International Physics Center (DIPC), P.K. 1072 Donostia, Euskadi,
Spain.
b IKERBASQUE, Basque Foundation for Science, 48011 Bilbao, Spain

Corresponding author E-mail: elisa.jimenez@ehu.es

Abstract
Hollow CdS nanoclusters were predicted to trap alkali metals and halogen atoms inside their
cavity. Furthermore, electron affinities (EA) of endohedrally halogen doped clusters and
ionization potentials (IE) of endohedrally alkali doped clusters were predicted to be very similar.
This makes them suitable to build cluster-assembled materials, in the same vein as do related
ZnO, ZnS and MgO nanoclusters, which yield porous solid materials. With this aim in mind, we
have focused on the assembly of bare CdiSi and endohedral K@CdiSi–X@CdiSi (i = 12, 16, X =
Cl, Br) clusters in order to obtain solids with tailored semiconducting and structural properties.
Since these hollow nanoclusters possess square and hexagonal faces, three different
orientations have to be considered, namely, edge-to-edge (E–E), square-to-square (S–S) and
hexagon-to-hexagon (H–H). These three orientations lead to distinct zeolite-like nanoporous
bulk CdS solid phases denoted as SOD, LTA and FAU. These solids are low-density crystalline
nanoporous materials that might be useful in a wide range of applications ranging from
molecular sieves for heterogeneous catalysis to gas storage templates.

1 Introduction

Novel classes of solid materials with nanoclusters as building blocks 1 can be nowadays
synthesized due to recent experimental advances that allow the production of nanoclusters of a
given size and composition. 2 This fact has developed a new research concept that consists of
the fabrication of nanocluster-assembled materials. The success of this assembling depends on
the capability of the nanoclusters to retain their structure in the assembled material. In this vein,
it is notable that the less prone to collapse nanoclusters are those with closed electronic shells.
Fullerite crystals, 3,4 made of hollow spherical C60 structures, are a good example.

Consequently, hollow (pseudo) spherical nanoclusters are receiving much attention, not only
because of their resemblance to C60, but also because they can trap atoms and molecules
inside their cavity and thus offer a new way of controlling the properties of the resulting
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nanoclusters by endohedral doping. The first such endohedrally doped cluster was La@C60,
which was discovered by Heath et al. in 1985; 5 since then many other carbon fullerene
endohedral clusters have been characterized. 6–8 Endohedral hollow clusters of elemental
metals, such as M@Aun cages, 9–12 endohedrally doped plumbaspherene TM@Pb12 cages, 13
and endohedrally doped stannaspherene TM@Sn12 cages, which have been seen to exist in the
gas phase for a large number of transition metals (TMs), 14 have also been synthesized.
Additionally, neutral Mn@Sn12 endohedral compounds have been predicted to be stable enough
to allow the formation of its corresponding dimer, which yields an antiferromagnetic coupling of
the two Mn2+ quintet endohedral cations. 15

Binary hollow nanoclusters of semiconductor elements, such as Group II–VI elements, have
also been investigated. 16–26 Likewise, the assembly of this kind of cluster has been studied in
the last few years. For instance, Carrasco et al. predicted new low-density solid phases via
assembling (MO)12 clusters (M = Mg, Zn). 27 These structures resemble that of LTA, FAU and
SOD zeolites, following the framework notation of the corresponding silicate topologies. 28
Furthermore, Woodley and co-workers constructed cubic nano- and microporous ZnO
frameworks from octahedral bubble clusters. The frameworks were constructed by arranging the
clusters so that octahedra were corner sharing, and, in some cases, with ordered vacancies. 29
They also considered more dense frameworks of edge and face sharing octahedra. Additionally,
Wang et al. found using first-principles calculations a metastable solid-phase soldalite structure
via coalescence of (ZnO)12 cages. 30 Zwijnenburg and co-workers showed that for MX
compounds (AgI, ZnO, ZnS, CdS, GaN, GaP and SiC) there exists a dense spectrum of as yet
undiscovered polymorphs, the majority of which lie only moderately higher in energy than the
experimentally observed phases. 31 Moreover, they explored the chemical and structural
analogy between nanoporous zeolites and co-substituted binary MX materials (primarily on ZnO
derived compounds), finding numerous low-energy structures. 32 In addition to this, a
theoretical study of the assembly of M12N12 (M = Al, Ga) nanoclusters by either square or
hexagonal faces, giving rise to cubic or rhombohedral nanoporous phases, was reported by
Yong and co-workers. They found both phases to be wide-gap semiconductors, the
rhombohedral one being energetically more favorable. 33 In a later work, they investigated
Zn12O12 assembled material by attaching a Zn12O12 cage on a hexagonal face, which brings
about a new three dimensional ZnO phase with a rhombohedral lattice framework. 34 Finally,
the 1-D condensed clusters (CdnSn)m, where n = 1–4 and m = 1–9, were modeled and it was
observed that (Cd3S3)m frameworks are energetically more stable as compared with other-sized
condensed clusters.

In this vein, the use of endohedral compounds made of these hollow semiconducting
nanoclusters as building blocks broadens the horizon of possibilities of obtaining new solids with
desired properties. In previous works we hypothesized the existence of endohedrally doped,
both neutral and charged, X@ZniSi compounds (i = 4–16; X = Cl, Br, Na, K), 35 and that these
X@Zn12S12 compounds could form metastable fcc-like cluster-assembled solids. 36 These
structures resemble that of LTA zeolites, where the clusters were linked together by their
squares. The so formed nanoporous solids were metastable, having band-gaps decreased with
respect to their corresponding most stable bulk solid phases by the effect of doping.



In this work we have dealt with the assembly of previously characterized X@CdiSi, i = 12,16
nanoclusters. 37 These clusters were chosen due to their high stability and high symmetry,
which ensures that (i) the stability of the cluster structures themselves is not compromised by
the endohedral doping and (ii) a larger variety of properties can be tailored by such doping.
Consequently, one could think of using these bare and doped nanoclusters as building blocks to
synthesize stable solids, in the same vein as the other related solids mentioned previously.
Specifically, we have considered CdS nanoclusters doped with alkali metals and halogens:
K@CdiSi–X@CdiSi (i = 12, 16, X = Cl, Br). It should be pointed out that the electron affinities of
halogen doped clusters and the ionization potential of the alkali doped clusters are very similar,
and even higher than the EA and IP of the corresponding halogen and alkali atoms. 37 Indeed,
the encapsulated potassium atom donates an electron to the cage, while the encapsulated
halogen atom removes an electron from the cage, which leads to clusters with ions inside the
cage. This makes them suitable to form ionic-cluster-assembled materials, in a similar way to
the X@Zn12S12–Y@Zn12S12 (X = Na, K; Y = Cl, Br) case, studied earlier by Matxain and
co-workers. 36 The assembling modes considered in this work are the ones resembling the
three zeolites mentioned above, FAU, SOD and LTA. The structures of the nanoclusters make
possible, since they are composed of squares and hexagons, three different orientations
forming the three zeolite-like nanoporous bulk CdS phases: hexagon to hexagon (H–H), square
to square (S–S) and edge to edge (E–E), which are related to the FAU, LTA and SOD
structures, respectively. First, the dimers formed in such ways have been studied, and then
these dimer structures are taken as unit cells for the calculations of the proposed solids.

2 Methods

To calculate the interaction energies for the cluster dimers, bare cluster monomer geometries 24
and doped monomer geometries 37 were used. These geometries were fully optimized by the
gradient-corrected hybrid B3LYP 38–40 functional within the Kohn–Sham implementation 41 of
density functional theory. 42 Harmonic vibrational frequencies were calculated by analytical
differentiation of gradients to determine whether the structures found are true minima and to
extract zero-point and thermal corrections for the energies. The relativistic compact effective
core potentials and the shared-exponent basis set of Stevens et al. (SKBJ) 43 were used for Zn
and S as described in the study of the isolated clusters, 24 and the all-electron 6-311+G(d)
basis set for the trapped atoms. Notice that pure angular momentum functions were used
throughout this study. All geometry optimizations and frequency calculations were carried out by
using the Gaussian 09 package. 44 All the atomic charges are calculated from the trace of the
atomic polar tensor.

Molecular solids composed of both bare and endohedrally doped Cd12S12 and Cd16S16 clusters
were explored by DFT calculations performed by using the SIESTA computer code. 45
Exchange and correlation effects were described by using the generalized gradient
approximation (GGA), within the revised Perdew–Burke–Ernzerhof (rPBE) functional. 46,47
Core electrons were replaced by Troullier–Martins norm-conserving pseudopotentials 48 in the
Kleinman–Bylander factorized form. 49 The use of pseudopotentials, as implemented in



SIESTA, imposes basis set orbitals adapted to them. Furthermore, SIESTA employs a localized
basis set to represent the Kohn–Sham orbitals for valence electrons. Accordingly, the basis set
of atomic orbitals is constructed from numerical solutions of the atomic pseudopotential, and is
constrained to be zero beyond a cutoff radius. We chose a basis set of double-z plus
polarization (DZP) quality. The single parameter (orbital energy shift) that defines the
confinement radii of different orbitals was DEPAO = 50 meV, which gives a rather good precision
within the accuracy of the GGA functional used. With this basis set, SIESTA calculates the
self-consistent potential on a grid in real space. The fineness of this grid is determined in terms
of an energy cutoff, in analogy to the energy cutoff when the basis set involves plane waves. In
our calculations, we used an equivalent plane wave cutoff energy of 300 Ry. In all cases, the
geometry was relaxed until the maximum forces were smaller than 0.04 eV/Å. For the solid-state
calculations, we have used 18 K points. Both the intra- and intercell parameters have been
optimized. The combination of these two methodologies, one for dimers and another one for
Solids have been previously proven to be reliable. 36,50

3 Results

The unit cells of the characterized solids are chosen to be the dimers of the nanoclusters, to
ensure the formation of the favourable Cd–S interactions between nanoclusters, in opposition to
less favourable Cd–Cd or S–S interactions. Thus, first of all we have characterized the dimers:
CdiSi and K@CdiSi–X@CdiSi (i = 12, 16, X = Cl, Br). Then, the solids have been constructed by
using the optimum dimer structures as starting geometries for the unit cells.

In Section 3.1 the optimized structures, calculated interaction energies, charges and
HOMO–LUMO gaps of both bare and endohedrally doped dimers are discussed. Next, in
Section 3.2, we will focus on the properties of the characterized solids, including band gaps and
cohesive energies.

3.1 Dimers

The lowest-energy minimum for the isolated Cd12S12 cluster was found to be composed of eight
hexagons and six squares, having T h symmetry. 24,25 On the other hand, the lowest-energy
minimum for Cd16S16 is composed of twelve hexagons and six squares and its point group is Td.
24,25 This structural pattern and symmetry is not altered after endohedral doping. 37 Therefore,
these structures have been chosen as the basis to build up the dimers under study. As these
clusters are composed of hexagons and squares, they can be linked together in three different
ways: (i) by bonding monomers via hexagonal faces, (ii) square–square interfacial bonding, (iii)
via edge to edge interactions. The resulting dimers are shown in Fig. 1 for K@CdiSi–Br@CdiSi.
The symmetry group corresponding to each case is given in Table 1. All bare dimers are highly
symmetrical. However, in several of the doped dimers the symmetry is broken due to the fact
that the electrostatic interactions force the caged ions to move out the center of the
nanoclusters. Nevertheless, the main structural patterns of the monomers are unaffected by
dimerization, proving the high stability of Cd12S12 and Cd16S16 nanoclusters which, henceforth,
makes them suitable candidates for assembling into solids.



In Table 1 the charges of potassium and halogen atoms, the dimerization energies and the
HOMO–LUMO energy gaps are shown. The distance between the encapsulated potassium and
halogen atoms, R, has been measured to characterize the optimum geometry of the dimers and
is also given in Table 1. In the case of bare dimers, R is the distance between the center of
mass of the two monomers. Observe that, in bare dimers, as the number of covalent bonds
between the monomers decreases from H–H dimers to E–E ones, R increases, as expected.
Additionally, after doping, R decreases even more due to the long range electrostatic interaction
between the encapsulated K and halogen atoms. This fact is reflected in the charges of guest
atoms. To explain it, we have to take into account that the ionization potentials of potassium
doped nanoclusters and the electron affinities of halogen doped ones are very similar. 37
Consequently, this leads to a formal charge transfer from the potassium to the halogen, resulting
in a cation and an anion trapped in two hollow neutral CdiSi clusters. Notice that this decrease of
R after doping is larger in the H–H and S–S cases (B1 Å) than in the E–E case (B0.5 Å). H–H
and S–S dimers form an ‘‘empty’’ zone in the line connecting the trapped atoms, while the E–E
dimers have intra-cluster covalent bonds, just on this line, which repel the trapped atoms and
prevent them from moving closer.

The dimerization energies were calculated with respect to the isolated neutral components of
each dimer, in both bare and doped cases. All the dimers have negative dimerization energies.
This means that all of them are predicted to be thermodynamically stable. In all bare and doped
dimers, there is a trend in the stability: the stability decreases from dimers linked by hexagons to
dimers linked by edges. Namely, the stability decreases when the number of bonds between
monomers decreases too. Comparing the dimerization energies of Cd12S12 and Cd16S16 reveals
that they are very similar. So, we can conclude that size is not a determinant factor for
thermodynamic stability. Finally, it must be highlighted that the overall stability increases after
doping.

When analyzing the HOMO–LUMO gaps, we have kept in mind that DFT tends to
underestimate these values. However, inspection of the HOMO–LUMO gaps shown in Table 1
clearly shows that endohedral doping significantly reduces the gap. The largest decrease takes
place for the E–E dimers (1–1.5 eV), while the lowest decrease occurs for the H–H dimers (B0.6
eV). The dopant effect is also larger for the Cd12S12 compounds. This effect is very similar for
different halogen dopants; Cl and Br have similar effects.

3.2 Solids

In this subsection the properties of the characterized bare CdiSi–CdiSi and doped
K@CdiSi–X@CdiSi (i = 12, 16, X = Cl, Br) solids are discussed. These solids have been
characterized by using the optimum dimer structures as starting geometries for the unit cells. As
these clusters are composed of hexagons and squares, they can be assembled in different
ways, H–H, S–S and E–E. Thus, we have constructed three new crystalline phases of CdS to
form zeolite like nanoporous bulk phases which are depicted in Fig. 2: (i) FAU-CdS (based on
H–H dimers), (ii) LTA-CdS (based on S–S dimers) and (iii) SOD-CdS (based on E–E dimers).



In Table 2 the lattice parameters (a, b and c), the distance between the encapsulated atoms (R)
and the volume of the unit cell [V (Å3)] are given along with the cohesive energies [Ecoh (eV)] and
the band gaps calculated at G points [DG (eV)] of the characterized solids. For the calculation of
the cohesive energy, the following thermodynamic cycle has been used:

Thus, the cohesive energy is calculated as the sum of the dimerization energy minus the
sublimation energy. Notice that in calculating wurtzite cohesive energy, 4 Cd–S bonds are
broken per atom, while in all SOD, LTA and FAU structures, 24 Cd–S bonds are broken to yield
isolated nanoclusters. Therefore, the ratio is 1/6. So, for the cohesive energies of our structures
to be comparable with the cohesive energy corresponding to bulk CdS wurtzite, the obtained
values must be divided by six.

Looking at the cohesive energies given in Table 2, it can be observed that, after doping, all
solids become thermodynamically more stable, increasing their cohesive energies with respect
to their corresponding bare structures. This stabilization due to the doping is also observed in
the dimers. However, in the latter the less stable structure (dimers linked by edges) becomes in
solid phase the most stable and vice-versa. To rationalize this fact, the reader has to take into
consideration an important factor present in the solid structure and not in the dimer: the
compactness. The unit cell volume provides an illustration. In the case of solids made of
Cd12S12, the FAU phase is the less compact structure (the largest volume), while SOD is the
most compact one (smaller volume). In the case of Cd16S16, the order is slightly different: the
LTA phase is the less compact structure (the largest volume), and SOD is the most compact one
(smaller volume). Note that, in contrast to Cd12S12 solid phases, in all the Cd16S16 solid phases
there are square–square contacts due to the symmetry of the monomer.

In conclusion, in all cases the SOD phase has the largest cohesive energy, being the
thermodynamically most stable solid. In fact, the cohesive energy of CdS in the zinc blende
structure is 2.44 eV; 51 similar to that are SOD doped phases. In addition, it should be noted
that the SOD structure has the smallest pores, which is directly linked to the cell volume. Lattice
parameters for all calculated solids are shown in Table 2. Note that the more compact the
structure is, the smaller these parameters are, as expected, and that doping does not affect
them significantly. These cell parameters correspond to bond lengths of around 2.7 Å between
cells, which indicates covalent CdS bonds between cells. In the case of LTA and FAU Cd12S12

solids, each potassium atom is surrounded by halogens and vice-versa. This yields more
spherical cluster moieties in the solids than in the dimers, due to the neighbours’ effects (in all
directions in the solid and in only one in the dimer). Concomitantly, in these solids the dopant
ions sit at the center of their corresponding clusters, hence R values for the solids match with
the distances between the center of mass of two adjacent clusters, in contrast to the dimers.



However, in the case of the SOD Cd12S12 phase, each cation is surrounded by anions in 2
directions while the third direction has cations too on each side and vice-versa. The same
happens in the FAU Cd16S16 structure. Finally, in SOD and LTA Cd16S16 phases, cations are
surrounded by anions only in one direction, having other cations in the other two. Consequently,
the guest atoms are not in the centers of the nanoclusters, but close to them. For these cases,
R values shown in Table 2 are calculated as the average of all the distances between each
potassium and the closest halogens.

The analysis of the band gaps at the G point shows that our calculations predict all the solids to
be semiconductors. Moreover, the band-gaps greatly decrease when doping the solids. This can
be understood by looking at Fig. 3, LTA-Cd12S12, LTA-K@CdiSi–Cl@Cd12S12 and
LTA-K@CdiSi–Br@Cd12S phases are plotted respectively. Observe that some of the dopants
occupy bands which are located between the valence and the conducting bands. In all cases,
SOD structure is the phase with the smallest band-gap because it has the most compact
crystalline structure. This fact is specially marked for SOD-K@Cd16S16–Cl@Cd16S16, for which
the band-gap is almost zero. As found earlier, 24,36 the valence band of the bare solid is made
mainly by the 3p atomic orbitals of the sulfur atoms and the largest contribution to the
conduction band comes from the 5s orbitals of the cadmium atoms. Moreover, the bandwidths
of the conduction bands of the doped solids (0.6 eV) are similar to that of the bare solid and
they also come from the 5s atomic orbitals of the Cd atoms. However, the valence band of the
doped solid arises from the valence atomic orbitals of the encapsulated halogen atoms, which
nearly interact with the 5s orbitals of the cadmium atoms. This results in substantially decreased
band-widths for the doped solids and a concomitant reduction in the band gap.

Finally, it should be pointed out that the characterized structures in this work are not the most
stable phases of CdS. These structures are much less dense than the more stable structures
found in nature, namely wurtzite and zinc blende, in fact, these new phases reported here can
be regarded as metastable phases of CdS. This can be seen looking at Fig. 4, where the
cohesive energies of the characterized solids are depicted as a function of cell volume. Note
that in these structures we have set the same number of atoms in the unit cell for each plot, so
the calculations with wurtzite have been carried out on an extended unit cell. For the sake of
brevity, we have plotted only bare structures.

For Cd12S12, the SOD phase is predicted to be almost as stable as wurtzite, but at larger unit cell
volume, or, equivalently, under lower pressure conditions. It is very interesting to relate once
again the compactness (volume) of these phases with their thermodynamic stability. As seen in
Table 2, the most compact phase is the most stable one. In this vein, wurtzite is the most
compact solid, followed by SOD, LTA and FAU phases for Cd12S12 compounds. Nonetheless it is
worth mentioning that the energy difference between wurtzite and SOD is only 0.66 eV, while
the difference between wurtzite and FAU is 4.74 eV.

In the case of Cd16S16, we found that the new phases characterized in this work are predicted to
be metastable too. Likewise, the order in the stability is now slightly different, LTA being the
least stable phase. However, it is clear from Fig. 4 that the energy differences are much larger



with respect to wurtzite (wurtzite SOD = 6.35 eV; wurtzite LTA = 9.43 eV). One reason for this
may be the symmetry of the monomer: as mentioned before, differently to Cd12S12-build phases,
in all the Cd16S16-build solids there are square–square contacts which turn out to decrease the
cohesive energies with respect to the wurtzite structures.

It is also remarkable the fact that while there is a clear energy barrier for the transition between
wurtzite and SOD phases, it seems that there is not any energetic barrier between LTA and FAU
phases. Consequently, the FAU-Cd12S12 phase would spontaneously transform into LTA-Cd12S12

and LTA-Cd16S16 into FAU-Cd16S16.

4 Conclusions

We have shown that the CdiSi nanoclusters, for i = 12, 16, form stable bare and endohedrally
doped nanocluster dimers doped with K and halogens such as Cl and Br. As the ionization
potential of K doped monomers and the electron affinities of halogen doped ones are very
similar; there is a charge transfer from the potassium to the halogen that can be seen as a
cation and an anion trapped in two hollow neutral clusters. These dimers can be different
according to the contact zone: hexagons to hexagons (H–H), squares to squares (S–S) and
edges to edges (E–E), where the monomers are linked together by covalent bonds between Zn
and S. In all the dimers the electronic and structural integrity of bare nanoclusters are
completely retained. We have observed that their stability decreases when the number of bonds
between monomers decreases too (H–H being the most stable dimer) and that the size of the
cluster does not affect the stability. It must be highlighted that the stability increases and the
HOMO–LUMO gaps are reduced after doping.

Additionally, the characterized dimers were further used as starting geometries of the unit cells
in solid-state calculations. Hence, we have constructed three new crystalline phases of CdS to
form zeolite like nanoporous bulk phases: (i) FAU-CdS (based on H–H dimers), (ii) LTA-CdS
(based on S–S dimers) and (iii) SOD-CdS (based on E–E dimers). The analysis of the band
gaps at the G point shows that all the solids are predicted to be semiconductors. Moreover,
endohedral doping decreases the band gaps by 0.4 eV, that is, from 2.2 eV in the bare solid to
1.8 eV in the doped solids. Therefore, these solids may be seen as narrow-gap semiconducting
materials. Besides, all the solids have been found to be thermodynamically stable with cohesive
energies similar to many soft solids. Furthermore, endohedral doping increases their stability.
However, the characterized structures in this work are not the most stable phases of CdS.
These structures are much less dense than the most stable structures found in nature, namely
wurtzite and zinc blende, indeed, these new phases can be regarded as metastable phases of
CdS. As a matter of fact, the SOD phase is the most stable solid of all the characterized ones,
due to its high compactness.

Thus, we conclude that it should be possible to stabilize new nanoporous polymorphic solid
phases of CdS, with much larger unit cells as compared with the solid phases found in nature.
Indeed, the solids characterized in this work are less compact than wurtzite and zinc blende.
This fact has two important consequences: it makes these new materials thermodynamically



metastable. Conversely, they might have many applications, due to their large pores, in
heterogeneous catalysis and as storage materials.
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Fig. 1 Above K@Cd12S12–Br@Cd12S12 linked together by their edges, squares and hexagons,
respectively are shown. Below K@Cd16S16–Br@Cd16S16 linked together by their edges, squares
and hexagons, respectively, are shown. In violet K atom, in red Br atom, in dark yellow S atoms
and light yellow Cd atoms, are depicted.

Table 1. Different bare and doped Cd12S12 and Cd16S16 built dimers. R is the distance between
the center of mass of both monomers, in the case of bare dimers, and between the
encapsulated potassium atom and the corresponding halogen atom, in the case of doped
dimers, and is given in Å. qK and qX are the charges of potassium and halogen atoms,
respectively, and Symm stands for the symmetry group of each structure. Finally, E dim is the
dimerization energy, and DEHL is the HOMO–LUMO energy gap, both given in eV.



Fig. 2 Above, assembled SOD, LTA and FAU structures using K@Cd12S12–Br@Cd12S12 dimer as
unit cell, and below SOD, LTA and FAU structures using K@Cd16S16–Br@Cd16S16 as unit cell are
shown. In dark yellow S atoms, light yellow Cd atoms, violet K atom and in red Br atom are
depicted.

Table 2. Different solids from bare and doped Cd12S12 and Cd16S16 dimers. R is the distance
between the center of mass of each monomer in the case of bare solids, and encapsulated
potassium atom and the corresponding halogen atom (Å) for doped solids. V is the volume of
the unit cell in Å3. a, b and c are the lattice constants in Å, Ecoh is the cohesive energy in eV, and
the band gaps calculated at G point (DG in eV).



Fig. 3 Band structures of the calculated LTA Cd12S12, K@Cd12S12–Cl@Cd12S12 and
K@Cd12S12–Br@Cd12S12 solids. The occupied bands are depicted with continuous lines and the
unoccupied bands with dotted lines.

Fig. 4 Total energy as a function of cell volume for SOD, LTA and FAU phases of Cd12S12 (left)
and Cd16S16 (right), compared with wurtzite structure.


