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Abstract: The development of speech technology requires large amounts of data to estimate the
underlying models. Even when relying on large multilingual pre-trained models, some amount of
task-specific data on the target language is needed to fine-tune those models and obtain competitive
performance. In this paper, we present a bilingual Basque–Spanish dataset extracted from parliamen-
tary sessions. The dataset is designed to develop and evaluate automatic speech recognition (ASR)
systems but can be easily repurposed for other speech-processing tasks (such as speaker or language
recognition). The paper first compares the two target languages, emphasizing their similarities at
the acoustic-phonetic level, which sets the basis for sharing data and compensating for the relatively
small amount of spoken resources available for Basque. Then, Basque Parliament plenary sessions are
characterized in terms of organization, topics, speaker turns and the use of the two languages. The
paper continues with the description of the data collection procedure (involving both speech and text),
the audio formats and conversions along with the creation and postprocessing of text transcriptions
and session minutes. Then, it describes the semi-supervised iterative procedure used to cut, rank
and select the training segments and the manual supervision process employed to produce the test
set. Finally, ASR experiments are presented using state-of-the-art technology to validate the dataset
and to set a reference for future works. The datasets, along with models and recipes to reproduce the
experiments reported in the paper, are released through Hugging Face.

Keywords: multilingual speech; basque; spanish; spoken language resources; low-resource languages;
semisupervised learning; automatic speech recognition

1. Introduction

Despite the rapid advancement of speech technologies in the last decade and the easy
access to resources (data, software), there is still a large variability regarding the amount
of resources available for each language [1]. Some important languages (such as English,
Chinese, Hindi, Spanish, Arabic, etc.) are suitably covered due to their commercial interest,
while languages spoken by few people or lacking the support of governments struggle
to be even considered by major technological giants. This issue is not new and has been
addressed in two different ways: (1) by fostering the production of language (spoken and
text) resources, many of them from parliamentary speeches [2–8]; and (2) by leveraging the
resources produced for other languages, e.g., by adjusting (finetuning) models or systems
trained on multilingual data [9,10]. In the case of Basque, to compensate for the lack of
interest of private companies, efforts have focused on producing data. However, only
part of those resources are publicly available [11]. That is the case of the Basque section
of Mozilla Common Voice [12], which is being extended thanks to a public data collection
campaign (Gaitu, https://gaitu.eus/, accessed on 24 February 2024), and the Basque subset
of OpenSLR [13]. Other speech datasets in Basque have been created and used by different
research groups and companies but are not publicly available [14–18].
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The first and most relevant goal of the work reported in this paper is to help fix
the lack of speech data for Basque by releasing and making publicly available a speech
dataset extracted from Basque Parliament plenary session recordings. The main part of the
database, corresponding to the training dataset, consists of a 1445 h long set of transcribed
segments of three types: monolingual in Basque, monolingual in Spanish and bilingual
in Basque and Spanish. A separate manually supervised 17-h-long set of segments is also
provided. This set can be utilized for fine-tuning hyperparameters and/or for evaluating
automatic speech recognition (ASR) performance in both languages. Finally, two bilingual
n-gram language models are provided too. The first one is a trigram model obtained
from Wikipedia pages in Spanish and Basque and aims to support the development of
general-purpose ASR systems. The second one is a 4-gram model obtained from Basque
Parliament transcriptions in the period 2013–2021 and aims to support the development of
ASR systems for the Basque Parliament domain.

A second goal of this work is to leverage Spanish data to improve speech technology
for Basque. This is the reason why everything is designed to be bilingual, i.e., the datasets,
the acoustic models and the language models. In contrast to more common approaches
to low-resource ASR in which multilingual datasets or models are adapted (finetuned)
to a new low-resource language based on a relatively small set of transcribed speech
segments [19–21], our approach consists of building a fully bilingual ASR system from
scratch. The similarity of Basque and Spanish at the acoustic-phonetic level allows us to
represent the sounds of both languages with a single (simplified and small) set of units.
On the other hand, their large differences at the lexical and syntactic levels allow us to
use a single language model (trained on Basque and Spanish texts) that naturally switches
from one language to another based only on the acoustic-phonetic clues found by the
acoustic models. By the way, this approach makes it easy to deal with code switchings [22]
(quite common in Basque Parliament sessions) compared to other recent approaches in the
literature [23–29].

The database includes two datasets (training and test) containing speech segments
lasting from 3 to 10 s each. Each dataset is accompanied by an index file that offers compre-
hensive information on the segments, with each line representing a single segment. This
information includes the audio filename, language and speaker tags, text-audio similarity
score (ranging from 0 to 100), segment length (duration, in seconds) and transcription.
Speaker distribution is balanced in terms of gender. On the other hand, language distri-
bution is not balanced, with Spanish and Basque making up approximately 70% and 30%
of the datasets, respectively. The resulting datasets, the models and the recipes prepared
to estimate the models and to build and evaluate the ASR systems are released through
Hugging Face (https://huggingface.co/, accessed on 24 February 2024). Since language tags
are associated with both training and test segments, monolingual ASR experiments could
be carried out if desired. The provided datasets could also benefit tasks beyond ASR, such
as speaker recognition or spoken language recognition, using the speaker and language
tags, respectively.

The paper is organized as follows. Section 2 briefly describes the differences and
similarities between the Basque and Spanish languages. Section 3 gives details about
Basque Parliament plenary sessions and the operations carried out to extract audio files
and transcriptions from raw materials. Section 4 describes the automatic procedure used
to create an ASR training set from the most reliable Basque Parliament sessions and the
semi-automatic procedure (including manual supervision) employed to create a test set
from an independent set of sessions. Section 5 presents a state-of-the-art fully bilingual
ASR system that is trained and evaluated on the Basque Parliament datasets. Performance
results at the token (grapheme) and word levels are presented to validate the datasets and
to establish a baseline for future developments. Finally, Section 6 summarizes the paper
and outlines future work.

https://huggingface.co/
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2. Basque and Spanish: A Brief Comparison

Basque is an isolate non-Indo-European language spoken by around 900 thousand
people in a small region of Western Europe around the Biscay Bay, divided between
Spain and France [30,31]. A sizeable amount of Basque words have been borrowed from
Latin, later from Romance languages (Spanish and French) and in the last decades from
English, but most of the vocabulary is genuine and not related to other languages. Unlike
other languages (e.g., Spanish, English), which use connectors (conjunctions, prepositions,
articles, etc.) to relate words with each other, Basque is an agglutinative language which
combines and adds suffixes to stems, conveying information about the case, number, person,
etc. Spanish uses a verb conjugation system based on person and number while Basque
combines synthetic and periphrastic conjugations: synthetic forms are built around the
basic lexeme by adding markers depending on the subject, object and indirect object; on the
other hand, periphrastic forms are built based on a few auxiliary verbs that convey most
information. In declarative sentences, the most common order in Spanish is subject-verb-
object while in Basque the most common structure is subject-object-verb.

However, phonetically and phonologically, Basque and Castilian Spanish share many
features, probably due to the fact that Castilian Spanish was strongly influenced by Basque
in its origins. The sound systems of both languages are quite similar, featuring the same
five vowels and the same syllable-timed phonology. The sets of consonants are almost
identical, with only a few additional sounds in Basque: the phonemes /ts/, /ts’/ and
/s’/ and some other less frequent ones [32]. Furthermore, in urban settings home to the
majority of the Basque Country’s population, speakers (often with Basque as their second
language) tend to articulate Basque phonemes in a manner akin to Spanish, resulting in a
closer approximation to Spanish phonetic realizations.

Therefore, for the development of our database (more specifically, for the acoustic-
phonetic alignment on which segment selection is based), we have defined a reduced set of
grapheme units (corresponding to the most prevalent sounds/phonemes) by loosely taking
into account their frequencies and their most common realizations [14]. For instance, the
three Basque affricates (Ù, ts’ and ts) were merged into a single affricate: the one existing in
Spanish (Ù). Similarly, the Basque fricatives s’ (as in zoroa) and S (as in kaixo) were collapsed
into the fricative s, which exist in both Basque and Spanish. On the other hand, the Spanish
fricative T (as in pazo and cero), not strictly present in Basque, was retained due to its
common usage in proper names.

We ended up with a reduced set of 23 phonetic units complemented by an extra unit
representing silences and other non-linguistic background events (see Table 1).

Table 1. Reduced set of phonetic units for Spanish and Basque with examples. IPA units are shown
as well as the simplified ASCII encoding used in this work.

IPA ASCII
Examples

Spanish Basque

i i pico ipar
u u duro umore
e e pero hemen
o o toro hori
a a valle kale
m m madre ama
n n nunca neska
ñ N año arraina
p p padre apeza

bolsa
b b vino begia
t t tomo etorri
d d dedo denda
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Table 1. Cont.

IPA ASCII
Examples

Spanish Basque

casa
k k queso ekarri

kilo
g g gata gaia
f f fatal afaria

cero
T z pazo –
s s sala hasi
s’ s – zoroa
S s – kaixo
x j mujer ijito

rosa
r R torre arrunta
R r puro dirua
l l lejos lana
Ù X mucho txikia
ts’ X – atzo
ts X – mahatsa
c X – ttakun
L y caballo pilaka

hielo
J y cónyuge –
j y – joan
Í y – onddo

3. Collecting Data from the Basque Parliament

The Basque Parliament’s activities consist of plenary sessions, to which all Members
of Parliament (MPs) are summoned, and committee meetings, usually comprising around
15 MPs. The minutes of both plenary sessions and committee meetings are publicly
available. Additionally, subtitled videos of plenary sessions are released through the Basque
Parliament website (https://www.legebiltzarra.eus/portal/es/web/eusko-legebiltzarra/,
accessed on 24 February 2024). Only plenary sessions were considered to build the datasets
described in this paper. The audio recordings were extracted from the videos while
the transcriptions were extracted from the draft minutes handed to us by the Basque
Parliament. The draft minutes are acoustically close to what speakers say in their turns,
similar to the verbatim reports of United Kingdom parliamentary debates (Hansards)
(https://hansard.parliament.uk/, accessed on 24 February 2024) [33]. The draft minutes
are not publicly available and were handed to us only to produce the video subtitles. We
chose the draft minutes over the official minutes because we wanted segment transcriptions
to be as close as possible to the uttered speech. The official minutes are obtained from the
draft minutes after a laborious manual process that involves fixing lexical and grammar
issues, removing all kinds of spontaneous speech events and adding translations to the
other language (from Basque to Spanish and vice versa). In this way, the official minutes will
be grammatically correct and will convey the intended meaning but may differ considerably
from the words actually spoken.

Plenary sessions of the Basque Parliament are held almost every week of the year,
amounting to around 40 plenary sessions per year. Each session takes between 3 and 7 h,
sometimes with a break for lunch. Each plenary session has an agenda with a series of
topics to be discussed. Topics include legislative initiatives proposed by the government
or by a parliamentary group and specific measures adopted by the government that
must be approved by the parliament. This means that topics change from session to
session involving new technical terms, new names of places and persons, etc. Speakers
participating in plenary sessions include not only MPs but also counselors and officers of the

https://www.legebiltzarra.eus/portal/es/web/eusko-legebiltzarra/
https://hansard.parliament.uk/
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Basque Government and representatives of organizations (unions, chambers of commerce,
associations, etc.). Also, during each 4-year parliamentary period (called legislature), some
MPs may be replaced by others (e.g., so far in the current legislature, there have been
19 MPs replaced). This explains why we could end up with 100 speakers participating
in plenary sessions each year. During a plenary session, each speaker may take the floor
several times (generally from the speaker’s stand, sometimes from the Parliament seats).
Turns are managed by the president of the Parliament, so speakers do not overlap very
often. Speakers can choose to speak in Basque or Spanish, and they can switch from one
language to another at any time. Also, guest speakers can speak in other languages such as
Catalan, English, etc. Finally, though speakers generally stick to clear, prepared speeches,
sometimes they go off script and produce spontaneous speech with restarts, hesitations,
repetitions, etc. Beyond these traits of spontaneity, the interactions between speakers
remain formal and are tightly regulated by the president of the parliament, ensuring that
no conversational speech occurs during Basque Parliament sessions.

3.1. Processing Audio Resources

To build the training dataset, we gathered videos from 408 plenary sessions, totaling
2123.86 h. Each session may consist of one or several videos depending on its duration. The
sessions were collected from January 2013 to December 2021, spanning three parliamentary
periods, as follows: 173 sessions (9–181) from the 10th Legislature (November 2012–October
2016), 160 sessions (1–160) from the 11th Legislature (October 2016–August 2020), and
75 sessions (1–75) from the 12th Legislature (August 2020–. . .). Each legislature includes
different representatives and government counselors, meaning that a different (but partially
overlapping) set of speakers participated in each period. Over the entire 2013–2021 period,
the dataset comprises 190 different speakers. To build the test dataset, we collected videos
from five plenary sessions held in February 2022 (sessions 77 to 81 of the 12th Legislature),
amounting to 26.38 h and involving 57 speakers, 56 of whom had previously appeared in
the training set. In total, the database includes 191 speakers with a nearly even distribution
of 99 men and 92 women, providing a balanced representation of speaker gender (see
Figure 1). Details about the raw materials used to create the training and test datasets are
summarized in Table 2.

Figure 1. Distribution of male and female speakers by year. Years 2013–2021 include the sessions
used to build the training set. Year 2022 includes the five sessions used to build the test set.
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Table 2. Raw materials used to build the training and test datasets, disaggregated per year. Durations
are given in hours.

Year #Sessions #Speakers Duration

2013 56 92 304.11
2014 47 85 274.84
2015 44 88 220.40
2016 35 100 173.78
2017 52 88 261.16
2018 50 89 255.42
2019 47 98 250.13
2020 27 96 127.07
2021 50 83 256.95

2013–2021 (training) 408 190 2123.86

2022 (test) 5 57 26.38

Note that since almost all speakers in the test set also appear in the training set, the test
set is not independent from the training set and ASR performance computed on the test set
will be biased, because the models estimated on the training set will be intrinsically adapted
to those speakers. However, this speaker dependence is consistent with our primary goal
of developing and optimizing an ASR system for the Basque Parliament domain. Since
acoustic models will be periodically updated with the latest sessions (including speeches
from speakers that will likely appear in the upcoming sessions), our ASR performance
scores will closely reflect the performance that can be expected in practice.

Audios were all recorded through stand microphones which could be suitably directed
towards the speaker so that the signal-to-noise ratio was always high. As far as we know,
the microphones and the recording hardware did not change during the period we made
the recordings. However, the audio/video format did change: until the third session of the
11th Legislature (10 November 2016), we received RealMedia videos, the audio channel
using a Cook Audio codec with a single channel at 22,050 Hz and 32 bits per sample;
starting from the fourth session of the 11th Legislature (23 November 2016), we received
MP4 videos, the audio channel using an MPEG AAC audio codec with 2 channels (stereo)
at 48,000 Hz and 32 bits per sample. However, since all audios were later converted to WAV
format, PCM encoding, single channel at 16,000 Hz and 16 bits per sample (by means of
ffmpeg, see https://ffmpeg.org/, accessed on 24 February 2024), we hope that the switch
from RealMedia to MP4 has not introduced any serious bias to our dataset.

Another relevant fact to be noted is that during voting (that may be scheduled in the
middle of a plenary session) the debate is interrupted, votes collected and counted and
finally, the results are announced by the president. This process may take several minutes,
during which no speech is recorded but instead a long quasi-silent interval is included
in audio recordings. These long intervals of silence pose a challenge to the alignment
procedure that is applied to synchronize the subtitles and to extract the training segments
(see Sections 4.4 and 4.5 for details). Thus, specific countermeasures have been integrated
into the alignment procedure to avoid including these silent intervals inside a segment.
In particular, the kernel used in the dynamic programming algorithm is defined so that
insertions are always made between words [34].

3.2. Processing Text Resources

During each session, human live transcribers produce a first draft of the minutes
which closely resembles the acoustic content of the recorded audio but contains lexical and
grammar errors and format inconsistencies. For instance, numbers may appear either in
numeric form or in complete spellings; some words could be repeated and some others left
untranscribed; not all sentences may start with an uppercase letter; acronyms could appear
in different formats, etc. Note, that this first draft is intrinsically bilingual since it reflects

https://ffmpeg.org/
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what the speakers say in the language they speak. In fact, a speaker turn may even include
code switchings.

The first draft of the minutes is taken as a starting point to produce video subtitles
by aligning them with the audio. Before the proper alignment, an in-house bilingual
Grapheme-to-Phoneme (G2P) converter is applied to transform the orthographic sequence
of the draft minutes into a phonetic sequence that we call the reference sequence. Then, a
phone decoder is applied to the audio signal to obtain a second phonetic sequence that
we call the recognized sequence. The phone decoder is based on bilingual acoustic models
trained on speech data in Basque and Spanish, using a common set of phonetic units (the
ones represented in Table 1). Finally, the two phonetic sequences are aligned and the
timestamps are transferred back from the recognized sequence to the reference sequence,
and from the latter to the original draft minutes. The subtitles are generated by applying a
heuristic approach to cut the aligned minutes into reasonably short segments so that the
subtitles can be easily read. This is how we have been generating the subtitles of the Basque
Parliament since 2010 to the present [35–38].

4. Data Extraction

This section summarizes the procedures employed to build the training and test
datasets of our bilingual Basque Parliament database. A more in-depth description is
provided in [39]. Our goal was to produce two sets of audio excerpts, each audio excerpt
lasting between 3 and 10 s, along with the corresponding transcriptions (which are expected
to match the audio contents). As a result, two index files for the training and test datasets
were created with one line per segment, each line containing the speech segment filename
(with information about the session from which it was extracted), language and speaker
tags, text-audio similarity (a percentage reflecting how well the transcription reflects
segment contents), length (duration, in seconds) and segment transcription (see Figure 2).

Figure 2. A section of an index file, with 10 training segments extracted from the Basque Parliament.

As noted in Section 3.2, we were already producing subtitles for the videos of plenary
sessions, where the draft minutes were reasonably aligned with the audio and segmented
into readable chunks. However, those subtitles did not meet the requirements of an ASR
corpus: first, the texts of the subtitles could be not suitably normalized; second, the aligned
texts might not fully match the audio contents; third, the segments presented as subtitles
might not meet the duration constraints.

So, we designed an iterative segment extraction procedure from Basque Parliament
plenary session videos. Each session could span two or more videos. Audios were extracted
from each video in chunks of two or fewer hours to make the alignments computation-
ally feasible; on the other hand, the draft minutes were manually cut in order to match
the audio chunks. An alignment was performed between each audio chunk and the
corresponding text.

The process starts with text normalization of the draft minutes. Then, the audio and
the normalized texts are aligned, which involves applying an ASR system to the audio to
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obtain a recognized sequence of tokens/units and transforming the normalized texts into
a reference sequence of tokens/units (in the same way as we do to obtain the subtitles in
Section 3.2). Finally, starting from those alignments, segments are collected in a recursive
fashion: the longest segment meeting the duration constraints and yielding the highest
alignment similarity is retrieved and the audio chunks generated at both sides of the
retrieved segment are searched until no segments are left. Note, that not all of the audio
signal is recovered by this procedure but just a part of it; because of the imposed duration
constraints many short segments (shorter than 3 s) are left in the way.

To build a training set, we may retain all segments obtained in this way regardless of
the quality of the alignments; that is, regardless of how well the transcriptions matched
the audio contents. Instead, segments may be ranked by alignment quality and only the
top-ranking segments would be kept, that is, those showing a high correspondence between
the audios and their transcriptions. No matter how strict the selection of segments is, new
acoustic models can be trained on the selected segments and the alignment and selection
procedure can be repeated until no further improvement is observed. To measure the
goodness of a set of training segments, an ASR system can be trained on those segments
and its performance measured on an independent, manually supervised test set, obtained
from parliamentary sessions not included in the training set. This iterative procedure stops
when ASR performance does not improve or the improvement is too small. In the following
subsections, we give details about each step of the procedure.

4.1. Text Normalization

Text normalization involves keeping accented vowels, removing punctuation marks,
putting all words in lowercase (including acronyms) and replacing all kind of numbers
and ordinals (including Roman numbers) by their orthographic counterparts so that the
orthographic text reflects the acoustics as closely as possible. For instance, ‘XX mendea’
is replaced by ‘hogei mendea’ (‘twentieth century’) and ‘2396’ is replaced by ‘dos mil
trescientos noventa y seis’ (’two thousand three hundred ninety six’). Numbers are written
in Basque or Spanish depending on the context. The context is given by the surrounding
words, initially considering context windows of length 1 and then increasing the window
length as needed until a decision can be made. Each surrounding word is assigned the
most likely language by means of two dynamic Basque and Spanish dictionaries and the
language appearing the most in the context window determine the language to be used. The
texts provided with the Basque Parliament database will follow these normalization rules.

4.2. Audio Tokenization

A phone decoder is built using the reduced set of phonetic units described in Table 1
and an off-the-shelf close to state-of-the-art end-to-end neural network-based ASR system:
Facebook AI Research wav2letter++ (consolidated into Flashlight), applying the Gated
ConvNet recipe presented in [40]. Note, that the phone decoder requires neither lexical
models nor a language model and is applied to the audio chunks without any phonological
restrictions. In this way, a long sequence of phonetic units along with their corresponding
timestamps (the recognized sequence) is obtained from each audio chunk. Initially, the
phone decoder is trained on generic speech datasets for Basque and Spanish which amounts
to 332.2 h of speech (77.8 h in Basque and 254.4 h in Spanish): Mozilla CommonVoice
(cv-corpus-5.1-2020-06-22) [12], OpenSLR (SLR76) [13], Aditu [18] and Albayzin [41].
Then, in successive iterations of the procedure, the phone decoder is re-trained on the
set of training segments extracted from Basque Parliament sessions in the previous itera-
tion and then applied to audio chunks to obtain new and hopefully better sequences of
phonetic units.

4.3. Text Tokenization

Since audio chunks will be tokenized in terms of phonetic units, alignments must be
performed at the phonetic level. Thus, the text to be aligned with each audio chunk is
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passed through an in-house bilingual grapheme-to-phoneme (G2P) converter [36,37] to
obtain a sequence of phonetic units (the reference sequence). The G2P converter is based
on two dynamic dictionaries for Basque and Spanish, initialized on Wikipedia and updated
with each new word found in transcriptions. Each word in these dictionaries is mapped
to a nominal pronunciation in terms of the reduced set of acoustic units by applying a
language-specific set of pronunciation rules [42,43]. When a known word is encountered,
the G2P converter outputs the pre-stored pronunciation. Conversely, when an unknown
word is detected, pronunciation rules are employed to derive its phonetic baseform, which
is then stored in the appropriate dictionary. If a word is either unknown or exists in both
lexicons, a choice must be made between the two languages, Basque or Spanish. This
decision is based on the context: the language appearing the most in a window around
the current word is chosen. This strategy is found to be effective in practice, leading to
very few errors. Acronyms are assumed to be spelled; acronyms not following this rule
are listed in the dictionaries. Finally, the words added to the dictionaries after processing
the transcription corresponding to each audio chunk are supervised and validated by a
human expert.

4.4. Alignment

For each audio chunk, the two sequences of phonetic units (the reference sequence
derived from the transcription and the recognized sequence derived from the audio) are
aligned with one another. This alignment is based on the principle of maximizing the
number of matches, which generally equates to minimizing the occurrences of deletions,
insertions and substitutions. This approach follows the same text-and-speech alignment
methodology that our group has successfully implemented since 2010 for synchronizing
subtitles with spoken content in the Basque Parliament [35–38]. As a result, areas with
a high concentration of alignment errors likely indicate discrepancies between the draft
minutes and the actual audio, suggesting that these segments should be omitted from the
training dataset.

The Alignment Similarity (AS) metric is defined as:

AS = 100 · m
m + d + i + s

(1)

where m, d, i and s are the counts of matches, deletions, insertions and substitutions,
respectively, obtained from the optimal alignment between the recognized and the reference
sequences for a test set.

4.5. Search

For each audio chunk, the recognized sequence of units/tokens sometimes features
gaps between two consecutive units, which represent silent pauses. Gaps longer than 0.5 s
are defined as potential breaking points. A slice is defined as an audio chunk between two
consecutive breaking points while any audio chunk comprising one or more consecutive
slices is called a segment. This means that a segment might contain one or more breaking
points inside of it. Data collection is performed by searching for the segment lasting
between 3 and 10 s with the highest alignment similarity. When the highest similarity is
attained by two or more segments, the longest one is chosen. Thus alignment similarity and
length are the primary and secondary selection criteria, respectively. Note, that segments
may or may not correspond to complete sentences; a segment could comprise just part of a
sentence, parts of two sentences or even two or more full sentences.

A single-pass search is conducted (with linear time complexity) to optimize similarity
and length across segments that satisfy the duration constraints within an audio chunk
U. Due to these constraints, the method only needs to consider a finite number of slices
beyond each starting slice, typically one or two. Once the optimal segment s∗ within an
audio chunk U is identified, the adjacent audio sub-chunks, Ul and Ur, are independently
subjected to recursive searches if they are non-empty (see Figure 3). Each recursive call
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yields a list of segments resulting in two lists, SUl and SUr , which are then combined with
the optimal segment s∗ to obtain a single unified list SU . In this way, after processing all
audio chunks and merging the resulting segment lists, we obtain the comprehensive list of
segments S. Note, that S will not encompass every audio segment considered during the
search, as numerous short segments (not satisfying the duration constraints) are excluded
from S.

Figure 3. An audio chunk U with 8 slices: the optimal segment s∗ is chosen (the longest one among
those with the highest similarity); the procedure continues recursively on the left and right chunks,
Ul and Ur, until the number of slices is n ≤ 1.

The time complexity of this recursive procedure is in O(n log n) on average, with n
being the number of slices in an audio chunk U. If K audio chunks are to be processed, the
time complexity of the whole procedure will be in O(∑K

k=1 nk log nk), nk being the number
of slices in the k-th audio chunk.

Finally, note that we may keep all of the retrieved segments or only those segments for
which the provided transcription best matches the speech contents, either those segments
with the highest values of alignment similarity amounting to a given number of hours
(e.g., 1000 h) or those segments with alignment similarity higher than a given threshold
(e.g., 95%).

4.6. Test Data Extraction

The test set is aimed to evaluate the performance of ASR systems on Basque Parliament
data. The test segments are extracted from the audio chunks and transcriptions of five
plenary sessions not included in the training set: sessions 77 to 81 of the 12th Legislature,
which were held in February 2022.

The draft minutes are normalized and aligned to the audio signals as described
above, using the wav2letter++ framework and models. Segments are automatically cut
to approximately match the duration constraints (3–10 s) using the silent gaps given by
the automatic alignment procedure. Segments with an alignment similarity of 100% are
not further processed since, given that the models have not been trained on these audio
segments, it is assumed that the transcriptions fully correspond to the audio contents. The
remaining segments include explicit indications of the differences between the recognized
and reference sequences. These differences are solved by auditing the speech signal. The
text obtained after auditing may correspond to the recognized sequence of words, the
sequence of words provided in the draft minutes or an entirely different sequence.

Finally, each segment is automatically classified as exclusively Spanish, exclusively
Basque or bilingual, the latter likely indicating a code-switching event. Language classifica-
tion is performed by using word frequencies in Basque and Spanish dictionaries, which
allow us to compute two average frequencies for each segment: fBasque and fSpanish. A
hard decision is automatically made only if the maximum frequency is higher than a strict
threshold; otherwise, the decision about the language employed in that segment is left for
manual supervision. After manual supervision, the threshold of the automatic classification
procedure is tuned on the test set so that it performs the three-way classification task with
less than a 1% error. Once tuned on the test set, this automatic language classification
method will be applied to automatically assign language tags in the training set. Details of
the test dataset, disaggregated per language, are shown in Table 3.
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Table 3. Number of segments and duration of the test set, disaggregated per language.

Language #Segments Duration

Spanish 6057 11:18:19
Basque 2955 05:27:03
Bilingual 239 00:29:06

Total 9251 17:14:28

The test dataset is used in two different ways in this work. During the extraction of
training data, which operates iteratively, ASR experiments are performed to stop iterations.
In this case, the test set is used under a cross-validation scheme (see Section 4.7 for details).
Then, after the training dataset is defined, the database is characterized through ASR
experiments (see Section 5). In this case, the test dataset is split into two fixed subsets: a
development set for tuning purposes, comprising segments from sessions 77 and 78 of
the 12th Legislature, and an evaluation set for measuring ASR performance, comprising
segments from sessions 79, 80 and 81 of the 12th Legislature. These two dev and eval sets
comprise the official subsets of the test set included in the Basque Parliament database.

4.7. Training Data Extraction

After the segment extraction procedure (Sections 4.1–4.5) is run on the Basque Par-
liament sessions from 2014 to 2021, a set of training segments S(1)

train is obtained. New

acoustic models can be trained on S(1)
train, models that are expected to perform better than

the baseline models when applied to Basque Parliament sessions. Following this logic,
successive iterations of the segment extraction procedure can be applied by using models
increasingly adapted to the Basque Parliament sessions to obtain successive sets of training
segments: S(2)

train, S(3)
train, etc.

It is expected that the alignments will improve and a better training set will be obtained,
with segments that better match their reference transcriptions. In practice, it is observed that
with each iteration of the search procedure, the models increasingly conform to the provided
transcripts. So much so, that after several iterations, the similarity score might reach 100%
for all segments, making it impossible to distinguish between truly good transcripts and
bad transcripts that the models have adjusted to. In other words, the models might be
overfitting to training data so much that their performance would likely degrade when
tested on an independent dataset. This unwanted effect forces us to check the performance
of our models after each iteration by running ASR experiments on the test set. In this
way, the procedure will stop when ASR performance (computed on the test set) does not
improve or when the improvement is considered too small.

A fully bilingual ASR system is built using the wav2letter++ framework [40]. Besides
the acoustic models, our wav2letter++ system requires a vocabulary and a language model,
both extracted from the normalized transcriptions. A single pronunciation baseform is
considered for every word in the vocabulary, as generated by our in-house G2P converter.
A trigram language model is estimated using KenLM [44]. Since the language model is
derived from texts in Basque and Spanish, it inherently makes the ASR system generate
a bilingual output which may likely include code-switching events. This is due to the
consistent probability that a Basque word may follow a Spanish word, or vice versa. This
capability, combined with the employment of a unified set of acoustic units, makes our
ASR system thoroughly bilingual and robust to code-switchings.

ASR experiments are carried out on the test set described in Section 4.6 under a cross-
validation approach, by considering 20 random partitions and reporting the average ASR
performance on them. The Word Error Rate (WER) metric is used to report performance.
For each partition, the test set is randomly split into two halves, the first half (tuning set)
being used to perform a random walk search of the optimal hyperparameters of the ASR
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system (see [39] for details) and the other half (evaluation set) being properly used to
evaluate ASR performance.

Three ASR systems are built by using three acoustic models: (1) baseline acoustic
models obtained from generic out-of-domain datasets for Basque and Spanish; (2) acoustic
models trained on the dataset S(1)

train obtained after one iteration of the data extraction
procedure using only those segments with alignment similarity ≥80% and (3) acoustic
models trained on the dataset S(2)

train obtained after a second iteration of the data extraction
procedure using segments with the highest similarity amounting to the same duration as
in (2). The average WER figures obtained on the tuning and evaluation subsets by the
three ASR systems in cross-validation experiments are shown in Table 4, disaggregated
per language.

Table 4. Average WER performance, disaggregated per language, in cross-validation experiments
(using 20 random partitions) on the tuning and evaluation sets for the baseline (out-of-domain)
models (iteration 0) and models trained on the segments obtained after the first and second iterations
of the segment extraction procedure (in-domain models).

Set Iteration Basque Spanish Bilingual All

0 16.63 16.19 22.38 16.44
Tuning 1 5.43 3.93 4.38 4.29

2 5.09 3.66 3.95 4.02

0 16.57 16.38 22.44 16.57
Evaluation 1 5.51 4.04 4.35 4.41

2 5.13 3.66 3.90 4.02

Significant performance improvements are observed when comparing baseline models
to first-iteration models: the average WER goes from 16.44% to 4.29% on the tuning sets,
meaning a 73.9% relative reduction in WER, and from 16.57% to 4.41% on the test sets,
meaning a 73.4% relative reduction in WER. These improvements are largely due to the
increased volume of training data (998 h compared to 332) and especially to the domain-
specific nature of the training material, as Basque Parliament data are employed for both
training and evaluating the ASR systems. However, second-iteration models perform only
slightly better than first-iteration models, suggesting that further iterations of the data
extraction pipeline would likely yield even smaller improvements. Therefore, no more
iterations are performed.

Due to format issues, the Basque Parliament sessions from 2013 were not included in
the experiments reported above. Later, the format issues were fixed and the 2013 sessions
were integrated into our datasets. To accomplish that, the models used to obtain the second-
iteration set of segments were used to perform a single iteration of the data extraction
procedure on 2013 sessions and the resulting set of segments, S(2)

2013, were added to S(2)
train to

obtain the final set of training segments: Strain = S(2)
train ∪ S(2)

2013.
Note, that Strain includes all of the segments retrieved from the 2013 to 2021 Basque

Parliament sessions without applying any similarity threshold, which means that for some
segments the transcription will not completely correspond to the audio contents. This could
negatively affect the quality of the resulting models. To discard unreliable segments, a more
restrictive training set, called train-clean (Strain−clean) has been also defined by keeping only
those segments for which AS ≥ 95.

Note, that not all speakers participating in Basque Parliament sessions are represented
in these sets because the segments of some of the speakers were discarded during the data
extraction procedure. Out of 191 speakers participating in Basque Parliament sessions,
187 are represented in the training set; on the other hand, the dev and eval subsets of the
test set contain 47 and 42 different speakers, respectively, all of them being also represented
in the train and train-clean sets. Table 5 shows the duration (in hours) and the number of
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segments, disaggregated per language, for all datasets of the Basque Parliament database:
train, train-clean, development and evaluation.

Table 5. Duration (in hours) and number of segments in the train, train-clean, dev and eval sets of the
Basque Parliament database, disaggregated per language (es: Spanish, eu: Basque, bi: Bilingual).

Duration (h) #Segments

Set Total es eu bi Total es eu bi

train 1445.1 1018.6 409.5 17.0 749,945 524,942 216,201 8802
train-clean 1315.5 937.7 363.6 14.2 661,871 469,937 184,950 6984
development 7.6 4.7 2.6 0.3 4095 2567 1397 131
evaluation 9.6 6.4 2.8 0.4 5152 3450 1521 181

5. Validation of the Basque Parliament Database through ASR

In this section, by using the training set to estimate the acoustic models of an state-
of-the-art ASR system and by checking its performance on the test set (using part of it for
tuning the system and part of it for properly measuring performance), we aim to evaluate
the consistency of the Basque Parliament database and, at the same time, to provide a
baseline for other authors who may use the database in the future.

The ASR framework consists of an acoustic front end based on a pre-trained Wav2Vec
2.0 speech encoder [45] which produces a sequence of frame-level acoustic representations
(speech embeddings), followed by a classification backend consisting of a neural network
trained with Connectionist Temporal Classification (CTC) [46] which outputs a vector
of grapheme posteriors for each input embedding. Finally, maybe constrained by the
phonological and syntactic restrictions introduced by lexical and language models, a search
is performed on the sequence of posteriors to output the sequence of graphemes (including
blanks) that maximizes the joint acoustic and syntactic likelihood. The framework on which
this work is based is available at https://huggingface.co/docs/transformers/model_doc/
wav2vec2 (accessed on 24 February 2024).

ASR experiments have been carried out using the train-clean dataset to finetune the
classification backend and three different approaches to obtain the output sequence of
words from the sequence of frame-level grapheme posteriors. In the first approach, no
language model is used so the search for the optimal sequence of words takes into account
just the grapheme posteriors. In the second approach, an out-of-domain vocabulary
(including 2,159,919 words) and an out-of-domain 3-gram language model (including
33.7 million n-grams) are used, both extracted from Wikipedia pages in Spanish and Basque
(downloaded on 1 March 2023), the Spanish part being about 10 times larger than the
Basque part. In the third approach, an in-domain vocabulary (including 174,168 words)
and an in-domain 4-gram language model (including 22.1 million n-grams) are used,
both extracted from transcriptions of the train set. The dev set has been used to tune the
hyperparameters of the ASR framework and then the optimal hyperparameter values have
been used to obtain the output sequences for both the dev and eval sets.

ASR performance is given in terms of both WER and Character Error Rate (CER).
CER is defined the same way as WER but for individual characters (graphemes, including
blanks) instead of full words. CER and WER performance figures on the dev and eval sets,
disaggregated per language, are shown in Table 6. Figure 4 shows the global CER and WER
performance on the dev and eval sets for different language models and Figure 5 shows
CER and WER performance, disaggregated per language, on the dev and eval sets when
using the Basque Parliament language model, which is the one yielding the best results.

https://huggingface.co/docs/transformers/model_doc/wav2vec2
https://huggingface.co/docs/transformers/model_doc/wav2vec2
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Table 6. CER and WER performance, disaggregated per language, obtained on the dev and eval
sets using acoustic models trained on the train-clean dataset and three configurations: not using any
language model (no-LM); using a bilingual 3-gram language model estimated on out-of-domain texts:
Wikipedia pages in Spanish and Basque (wiki-LM) and using a bilingual 4-gram language model
estimated on the Basque Parliament train transcriptions (bp-LM).

CER WER

Set LM eu es bi all eu es bi all

no 1.47 1.26 1.52 1.33 4.90 3.19 3.99 3.66
dev wiki 1.52 1.25 1.54 1.34 4.92 2.90 3.99 3.46

bp 1.50 1.22 1.52 1.31 4.80 2.74 3.56 3.30

no 1.46 1.14 1.50 1.24 4.60 2.84 3.76 3.26
eval wiki 1.55 1.14 1.53 1.26 4.80 2.60 3.42 3.11

bp 1.46 1.10 1.42 1.20 4.35 2.47 3.08 2.90

Figure 4. Global CER and WER performance on the dev and eval sets for different language models.

Figure 5. CER and WER performance, disaggregated per language, on the dev and eval sets when
using the Basque Parliament language model.
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ASR performance is good even when no language model is used (3.26 WER on the eval
set), which means that the acoustic models match the background and channel conditions,
speakers, etc., of the test set. This is an important result because the main motivation
for creating the Basque Parliament database was training in-domain acoustic models
and building a competitive ASR system, able to produce highly reliable transcriptions.
The integration of lexical and language models in the search for the optimal sequence of
graphemes/words does not always improve performance. For instance, the use of generic
lexical and language models extracted from Wikipedia (wiki-LM) leads to worse results in
terms of CER, although it does generally lead to better performance in terms of WER. On
the other hand, the Basque Parliament lexical and language models (bp-LM) do always
help, both in terms of CER and WER, which underlines the importance of in-domain lexical
and language models. The best overall WER on the eval set (2.90) represents a 28% relative
WER reduction with regard to our previous best result (4.02). A language-wise analysis
shows that the best performance is found for Spanish (2.47 WER on the eval set) and the
worst performance for Basque (4.35 WER on the eval set), meaning 32% and 15% relative
WER reductions with regard to our previous best results for Spanish (3.66 WER) and Basque
(5.13 WER), respectively. It seems that the imbalance between Spanish and Basque segments
in the training set could explain the difference in performance between the two languages.
Finally, the good performance attained on bilingual segments (3.08 WER on the eval set) is
also remarkable, with some of them featuring code-switching events. In fact, exploring the
potential of integrating acoustic and language models into a single bilingual ASR system
for other pairs of code-switching languages is an interesting line for future research.

6. Summary and Future Work

In this paper, a new bilingual Basque–Spanish speech database has been presented.
The database was extracted from Basque Parliament plenary sessions with the aim of
helping the development of speech technology for the Basque language, which is relatively
low-resourced. However, the database is well-suited for the development of bilingual ASR
systems capable of decoding speech signals in both Basque and Spanish and that would
seamlessly transition between languages. Given the similarity between Basque and Spanish
at the phonetic/phonological level, the acoustic models can be shared by both languages,
which circumvent the lack of training data for Basque. The ASR system becomes fully
bilingual by using a single dictionary including words in Basque and Spanish and a single
language model trained on texts in both languages.

The database is designed specifically for processing Basque Parliament speeches,
which implies that its performance may suffer when dealing with speech from other
sources featuring diverse speakers, more variable channels and environments and different
or more general domains. Thus, due to the limited number of speakers and the relatively
stable conditions of plenary sessions in the Basque Parliament, our database should be
supplemented with additional training datasets featuring a broader range of speakers,
channels, environments, speech styles (such as conversational speech) and domains to
develop ASR systems capable of transcribing speech in Spanish, Basque, or both languages
under various conditions.

The database consists of two subsets: the training and test datasets. For each dataset,
an index file is provided with each line containing the information corresponding to a
single segment: the audio filename, language and speaker tags, text-audio similarity score,
segment length and transcription. The training set is aimed at estimating the acoustic
models of an ASR system and was extracted from the 2013 to 2021 sessions, amounting to
1445 h of speech (1315 h if only highly reliable segments are considered) with a distribution
strongly biased towards Spanish (72% Spanish, 28% Basque). The test set was extracted
from five sessions held in February 2022 amounting to 17.2 h of speech and was split into a
development set (7.6 h) for tuning purposes and an evaluation set (9.6 h) for measuring the
performance of ASR systems. The distribution of languages in the test set is also biased
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towards Spanish (68% Spanish, 32% Basque). Both datasets are balanced with regard
to gender.

The paper also describes the procedure employed to build the training dataset, which
involves: (1) tokenization of the audio signals and the transcriptions at the phonetic
level by means of a phonetic decoder and an in-house grapheme-to-phoneme converter,
respectively; (2) alignment of the phonetic sequences obtained from the audio signals and
transcriptions; (3) an iterative segment extraction procedure which uses the alignment
similarity as the main selection criterion. The test dataset was built by applying the same
procedure followed by manual supervision of language tags and transcriptions.

Finally, the Basque Parliament database has been characterized and validated by
using it to build a state-of-the-art ASR system based on pre-trained Wav2Vec 2.0 models
finetuned on the training set and evaluated on the test set. The best overall performance
was 2.90 WER and 1.20 CER, obtained when using an in-domain language model. It
must be noted that these low error rates are due to an almost perfect matching between
the test and training sets in terms of speakers, speech styles, environment and channel
conditions and domain. Performance would degrade if our ASR system was tested on
other unrelated datasets featuring different speakers, speech styles, channels, environments
and/or domains. As noted above, additional training datasets covering the test conditions
should be used in that case to supplement our database. The datasets, the acoustic and
language models and the Python scripts used to carry out ASR experiments are publicly
available at HuggingFace (Basque Parliament database: https://huggingface.co/datasets/
gttsehu/basque_parliament_1, accessed on 24 February 2024. Acoustic and language
models and Python scripts: https://huggingface.co/gttsehu/wav2vec2-xls-r-300m-bp1
-es_eu, accessed on 24 February 2024).

The next steps include making this resource available to other researchers in the
Spanish and Basque speech technology communities and working to prepare a second and
larger version of the Basque Parliament database which will hopefully include data from
the years 2010, 2011, 2012, 2022 and 2023. Also, we plan to check how well our acoustic
models would perform when tested on other unrelated datasets in Basque and Spanish
by using suitable language models and vocabularies. Finally, another promising line of
research involves checking the feasibility of using our bilingual ASR paradigm (shared
acoustic models and integrated vocabularies and language model) as a generic way to deal
with code-switched speech involving any pair of languages.
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