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A B S T R A C T

Cloud Computing is revolutionizing smart manufacturing by offering on-demand and scalable computer systems
that facilitate plant data analysis and operational efficiency optimization. DevOps is a methodology, widely
used for developing Cloud Computing systems, that streamlines software development by improving its
integration, delivery, and deployment. Although cloud application designers within a DevOps team are assumed
to have development and operational knowledge, this does not fall within the skills of experts that design
analytics applications of plant data. The deployment environment is also relevant since, as such applications
are often hosted in the Fog, the proliferation of application components may hinder their composition and
validation. This work is aimed at embracing the Platform Engineering approach to provide a tailored toolkit
that guides the design and development of OpenFog compliant applications for the experts in the Smart
Manufacturing domain. The platform uses Model Driven Engineering techniques and a flow-based visual editor
to allow application designers to graphically compose applications from components previously delivered
by component developers, abstracting them from the underlying technologies. As a result, containerized
applications, ready to be deployed and run by a container orchestrator, are obtained. The feasibility of the
proposal is proved through an industrial case study.
1. Introduction

Cloud Computing has established itself as the most suitable solution
to meet market demands in terms of data processing, storage, and opti-
mization, which has led to the development of innovative applications
related to Feature Engineering, data filtering or model training [1].
This is very promising for the Smart Manufacturing domain, since
there is a great deal of interest in introducing artificial intelligence to
make data-driven decisions that reduce error-prone human control [2],
and provide valuable troubleshooting clues that guide experts in the
rapid detection and resolution of faults [3]. Thus, Cloud Computing is
seen as the default choice to check factory performance, adapt produc-
tion to demand, and reduce production breakdowns due to defective
products or equipment failures [4–6]. However, its adoption within
existing factory automation remains a challenge: on the one hand,
cloud applications must be integrated into the standard automation
control hierarchy, while ensuring data security and time behavior
requirements [7]; on the other hand, the engineering procedures used
to design, develop and delivery cloud applications must be adapted
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to the heavily domain-oriented profile of the experts working in the
automation field. As far as the authors know, this latter aspect has not
yet been explicitly addressed in the literature.

Cloud Engineering is a field of engineering that applies systematic
methods and support tools for conceiving, developing, operating, and
maintaining cloud computing systems. As such, Cloud Engineering cov-
ers diverse aspects including automated management of applications
run-time, architectural patterns for application design, and integration
of application development and delivery procedures. However, Cloud
Computing is still evolving, facing an increasing complexity in each of
these aspects.

From the point of view of automated management of applica-
tions run-time, in certain domains, cloud engineers face the challenge
of embracing the Cloud Continuum paradigm [8], which is usually
structured in three levels: (1) the Edge, composed of physical assets
providing services required in the different processes, and generating
massive amounts of data; (2) the Fog, composed of heterogeneous and
distributed devices called Fog Nodes, providing computing and storage
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resources located in an environment close to the source of the data;
and (3) the Cloud, providing similar functionalities to the Fog, but
with processing and storage resources located in external servers only
accessible through the Internet [6,9–12]. This Cloud Continuum has a
federated nature [7,13], as attested to by the fact that OpenFog, as a
Fog Computing standard, states that ‘‘Fog Computing works with the
Cloud’’ [14]. In the Smart Manufacturing domain, since plant assets
generally lack the computing resources to support data analytics appli-
cations, these were initially deployed in the Cloud [1]. However, this
approach led to undesired issues related to data security, networking
performance and task conformance, so there is a current tendency to
deploy such manufacturing applications in the Fog [7,11,15].

From the point of view of application design, applications in cloud
environments have typically been designed as a composition of small
and independent microservices, independently scalable and deploy-
able [16]. The definition of microservices is a critical design chal-
lenge [17,18], as each component fulfills a specific functionality and
requires an interface to interact with other components [19–21]. Mi-
croservices promote service reuse through individual Application Pro-
gramming Interfaces (APIs) that implement simple functionalities.
However, this creates reliability, performance and security challenges
for the complex applications composed using those services or APIs
[22]. Specifically, the proliferation of APIs creates the need for appli-
cation designers to discover available microservices and determine the
specific functionality associated with each service offered. Since each
programmer may have their own criteria, standardization is necessary
to compose these applications efficiently. Both in the Cloud and in the
Fog, standardization efforts (such as OASIS Topology and Orchestration
Specification for Cloud Applications -TOSCA- [23] and OpenFog [24],
respectively) have emerged with the aim of establishing common rules,
with synergies between the two standards: TOSCA defines applications
as collections of services to define workloads and proposes to encap-
sulate them in CSARs (Cloud Service ARchives); similarly, OpenFog
defines them as loosely coupled collections of microservices that are
encapsulated into containers. Other authors, without leaning on said
standards, go a step further and constrain applications as directed
data flows (hereinafter workflow) that greatly simplify application
logic [4,25–29]. Furthermore, considering that the use of Model Driven
Engineering (MDE) techniques is suitable to guide and assist the design,
development and deployment phases of complex systems [30], there
have been efforts to adopt MDE techniques in Cloud Engineering [31].

From the point of view of application development and delivery
procedures, it is common to use a DevOps model for streamlining
and integrating the software development process with the delivery,
deployment and operation of said software. Microservice development,
application design and application operation skills are heavily domain-
oriented aspects, and so is the composition of a DevOps team [32]. For
instance, in the Smart Manufacturing domain, a Plant floor operator
(a domain expert) may be interested in defining a fog application to
perform quality control on a product or predictive maintenance on a
machine. Plant floor operators know what plant data to read, what kind
of processing is required and what kind of action is required, but they
do not know how to specifically develop the application components,
nor do they know how to deliver or deploy an application. Similarly,
Production Managers (other domain experts) define production plans
as a composition of the services offered by plant entities (machines,
Mobile Manipulation Robots -MMR-, operators, etc.), but do not usually
know how a Programmable Logic Controller (PLC) or MMR program
is developed, nor how it is commissioned. In this sense, domain ex-
perts with the role of application designers must be abstracted from
the technicalities of all the phases from developing application com-
ponents to deploying applications. This is markedly different from
traditional DevOps teams, where application designers are assumed to
have both development and operational skills. Thus, the separation
of concerns between the stakeholders that participate in a DevOps
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team is particularly important in the Smart Manufacturing domain. To
this end, providing reusable and cooperative capabilities within a De-
vOps infrastructure becomes an enabling factor in a Cloud Engineering
methodology. Platform Engineering is an emerging trend intended to
provide an engineering platform specifically designed to support the
needs of the different stakeholders by provisioning a common interface
to a DevOps infrastructure [33].

In this context, the research goal of the present work is twofold,
focused on covering the needs of the final product. On the one side,
it proposes a generic MDE-based methodology that guides the design
and development of OpenFog compliant applications for the main roles
identified in the Smart Manufacturing domain. On the other hand,
as any MDE-based methodology requires a support environment to
simplify and automate the process, this work provides a platform
that embeds the methodology in a toolkit tailored for containerized
application component delivery; easy and validated application design
as a composition of components; and their deployment in a container
orchestrator.

The remainder of this paper is organized as follows. Section 2 ana-
lyzes how the literature addresses the inclusion of DevOps in the Cloud
Computing paradigm and the design and development of containerized
microservice-based applications. Section 3 is devoted to overview the
proposed model-driven methodology and the implementation of the
engineering platform that follows said methodology. Section 4 and
Section 5 describe the platform as follows: while Section 4 details how
to design, develop and deliver a Fog Component, Section 5 focuses on
the design and development of a Fog Application. Section 6 presents
a case study where the suitability and applicability of the platform
is tested in a real case scenario in the Smart Manufacturing domain.
Finally, Section 7 discusses a qualitative analysis and presents the
conclusions obtained and the future work.

2. Related work

In 2018, researchers and practitioners published a manifesto [22]
presenting the advancements of Cloud Computing and the challenges
for achieving the Future Generation Cloud Computing in the following
decade. Application Development and Delivery, and Cloud Computing
at the Edge with Fog Computing were identified as open issues. In
this context, model-based orchestration is increasingly being adopted
in DevOps methodologies and within application delivery, automating
lifecycle management and application configuration. Nevertheless, a
shortage of application delivery frameworks and programming models
is identified as an issue that research should undertake. The next
paragraphs analyze several works that address these issues in some
way.

Platform Engineering aims to support all the concerns of the stake-
holders following a DevOps approach. Specifically, the application
and extension of these concepts on the Cloud is coined as CloudOps
in [8], where the authors extend the typical DevOps pipeline with
the particularities that the continuum presents. This paradigm aims
to solve the issues faced by Application Developers and Application
Operators due to the challenges presented by this complex federated
computational environment.

The authors in [34] present a complex automated pipeline gen-
erator with Continuous Integration and Continuous Delivery (CI/CD)
principles for the deployment of multiple types of applications. This
DevOps approach abstracts the stakeholders in the creation, manage-
ment or monitoring of the pipelines, leaning on Docker [35] and
Kubernetes [36] to achieve this. The DevOps pipeline is also leveraged
in [37] for cyber physical systems, with the aim of automating the Con-
tinuous Delivery of operation ready software based on a microservice
architecture that enables said automation. The same idea is followed
in [38], where the digital twin is used as the main enabler of the
DevOps approach in cyber physical production systems, serving as a
bridge between the development and operation environments. Models

are also used to ensure the fulfillment of application requirements,
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as proposed in [39], where the authors present an autonomous man-
agement framework for microservice-based Cloud-native applications,
in accordance with a Model Driven Architecture (MDA). The models
presented in the paper are developed based on technology-agnostic
meta-models that follow a DevOps approach.

Regarding application design and development, the work in [25]
proposes the Distributed DataFlow (DDF) programming model for de-
veloping IoT (Internet of Things) applications that can be deployed on
Fog and Cloud devices. The applications are represented as directed
graphs where the nodes of the graph are independent processing units,
which have inputs and outputs. The authors distinguish two stake-
holders: node developers and application developers. While for the
former no development model is indicated, for the latter, an exten-
sion of the Node-RED [40] tool is proposed, allowing the graphical
design of workflows. Similarly, the authors in [41] also focus on DDF-
based IoT applications. Depending on real-time requirements of the
component, it is possible to benefit of the advantages of the Edge
devices or the resources offered by the Cloud. The authors develop
their own graphical interface that allows the design of the network
topology and the application graphs. The authors in [29] also define
meta-models for the design of applications as workflows of reactive
processing tasks. Although meta-models are used by the architecture
to automate application deployment, this work lacks graphical design
tool for applications.

In this context, some authors make use of modeling techniques to
ease the application design and/or development, as in [42], where a
Domain Specific Language (DSL) is proposed to enable the design of
multi-tier applications, covering IoT devices as well as Edge, Fog and
Cloud nodes. This DSL is collected in two meta-models: one devoted
to the definition of IoT systems and another focused on the definition
of adaptation rules that allow the system to automatically respond to
different situations. This work also provides a Model-to-Text (M2T)
transformer to generate the necessary application deployment files. An-
other type of applications are used in [43], where an Unified Modeling
Language (UML) DSL is proposed to support the design and contin-
uous deployment of applications, leveraging TOSCA for their deploy-
ment. Three meta-models are presented following the MDA approach: a
platform-independent model to assist developers, a technology-specific
model for evaluating the architecture and a deployment-specific model
to automate the deployment of the application in the cloud.

TOSCA is also used in [44], as well as Docker, where the deployment
of multi-component applications on top of existing container orchestra-
tors is enabled. The proposal achieves component-aware management,
as they decouple the lifecycle of application components from that of
the containers hosting them, but the application designer must have a
detailed knowledge of the technologies used, the modeling of applica-
tions and the development of the necessary software components. There
is no separation of concerns between programmers and designers and
practitioners in the industry usually prefer to use more informal ap-
proaches for describing microservice based applications [17]. A similar
approach is proposed in [45], where a model-driven cloud applica-
tion orchestration approach that enables a role-aware orchestration is
proposed, transforming TOSCA-based Cloud applications into Open Ap-
plication Model (OAM) [46] files ready to be deployed in Kubernetes.
This approach is centered around the abstraction of platform specific
knowledge from the application developers and to enable a separation
of concerns between them and application operators following typical
DevOps practices.

Usually, the application concept is not considered from the manage-
ment point of view, which is addressed in [47], where the authors pro-
pose an extension of Kubernetes platform, called Application-Centric
Orchestration Architecture (ACOA), with the aim of achieving an appli-
cation deployment on the Edge-Fog-Cloud continuum that maximizes
the quality of service of the deployed application. For this purpose,
an application model based on directed graphs is proposed, where
362

components are the vertices, and the channels are the edges. The
application is considered as the smallest deployment element, and,
although components are deployed separately, they are related when
the application is composed. Similarly, application-aware orchestration
is treated in [48], where the authors propose an OpenFog-compliant
Kubernetes extension that enables the inclusion of the Application and
Component concepts at the orchestration level. These concepts are
managed by custom controllers that operate said resources as Kuber-
netes native resources. Furthermore, the authors propose a Hierarchical
Application Management Structure to adapt the proposal to any domain
and operating model of an organization or system.

Container-based applications in Fog Computing are also addressed
in [49], where the Semantic Model driven Approach to Deployment and
Adaptivity of these applications (SMADA-Fog) is presented. This ap-
proach contributes modeling tools or a semantic framework in relation
to the deployment of the applications. However, although a deploy-
ment meta-model is presented, a meta-model for applications is not
proposed. The semantic framework enables the automatic processing
of complex knowledge related to automated code generation for both
service deployment and adaptivity.

On the other hand, regarding the development process Kubernetes
and Docker technologies are also use as edge infrastructure. This is
the case of SODALITE@RT [50], an open-source framework capable of
modeling cloud–edge microservice-based IoT applications. In this work
TOSCA is adopted to describe the deployment model of a managed
heterogeneous distributed application and automate their deployment,
monitoring, or the management. Furthermore, in Edge Computing there
are also other frameworks for IoT applications, such as EdgeFlow [51],
capable of assisting the developer in the application development pro-
cess, dividing applications functionality into multiple parts, defining
and validating the requirements and finding a deployment strategy. IoT
application deployment plans are also addressed in [52], describing
a model-based approach to automatically assigning multiple software
deployment plans to hundreds of edge gateways and connected IoT
devices. A platform-independent meta-model describes a list of tar-
get devices and deployment plans and is validated with a prototype
integrated into a DevOps toolchain.

As far as authors know, there is not a proposal of an engineering
platform that focuses on the design and development of container-based
components that are later used to build applications as a composition of
microservices. Furthermore, DevOps requires the quick and easy deliv-
ery and deployment of the applications which can be achieved through
the use of a graphical tool that is part of the toolkit implementing the
platform. The operational aspect of the pipeline is widely covered, but
the development aspect is implemented through ad-hoc solutions that
lack the reusability and inter-domain operability required today.

3. Overview of the approach

As stated above, the separation of concerns between the different
stakeholders that make up a DevOps team is crucial. As the specific
needs of a DevOps team vary from domain to domain, so does the
engineering platform, which, as a product, depends entirely on the
needs of its end users. As a motivating scenario, Fig. 1 presents the
DevOps pipeline, customized for the Smart Manufacturing domain
applications, shown as a feedback loop to describe the relationship
between the development and operation tasks.

Against this background, this section is divided into two subsec-
tions. The first subsection presents a methodology based on MDE
to guide the design, development, delivery, and operation of Fog-
level applications, considering them as microservice workflows that
are implemented as containerized components. The second subsection
presents the platform that implements said methodology, focusing on
the Dev aspect and delegating the Ops side on the leading container

orchestrator.



Future Generation Computer Systems 157 (2024) 360–375J. Cuadra et al.
Fig. 1. Custom DevOps pipeline for the entire Fog application development and operation process.
3.1. Model-driven methodology for the design, development, delivery, and
operation of Fog Applications

The proposed methodology is based on MDE techniques and is
aimed at decoupling the different phases of the Fog Application lifecy-
cle, from the component and application design and development to the
application delivery, deployment, and operation. The proposal consid-
ers three stakeholders: Component Programmers, Application Designers
and Platform Administrators (whose tasks are marked in Fig. 2 in blue,
green, and black colors, respectively). In order to achieve the separation
of concerns between them, this work also defines two concepts, the so-
called Fog Components and Fog Applications, which are based on the
Component Based Software Engineering (CBSE) approach [53]. CBSE
proposes the construction of complex systems (Fog Applications) by
means of the composition of simple components (Fog Components),
which are previously developed independently of the applications. The
CBSE approach promotes the development of components as software
modules that can be reused in different applications. Thus, in the
present work, Component Programmers are in charge of designing
Component Models and developing Fog Components (software mod-
ules that encapsulate several functionalities) before application design.
Component Programmers store them in a Fog Component Catalog.
This element achieves the interoperability between Component Pro-
grammers and Application Designers, allowing Application Designers
to conceive Fog Components as black boxes that offer functionalities
and use them when necessary.

To comply with the OpenFog reference architecture, this paper
proposes that Fog Applications are composed of instances of Fog Com-
ponents for which just one of their functionalities has been selected
for a given application. Therefore, the Fog Component instance will
correspond to a microservice, and the selected functionality will be
its offered service. This way, reusability is achieved as the same Fog
Component can be used in different Fog Applications as different
microservices. To this end, OpenFog proposes to encapsulate microser-
vices using containerization technologies. The Application Designers
are in charge of generating the Application Model, so they have to
instantiate, customize and connect each of the desired components from
the catalog.

Therefore, as it is depicted in Fig. 3, in the early stages of the devel-
opment of a Fog Component the Component Programmer must develop
its source code considering all the functionalities it might offer in any
application. These may be functionalities that are related in some way
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or that the programmer has decided to package together. Besides, they
will identify the software dependencies that the Fog Component needs,
encapsulating all the pieces in a container image (Requirements of Fog
Component in Fig. 3). Fog Component design comprises building the
component model that describes such Fog Component implementation,
which is needed by the Programmer to generate a new entry in the Fog
Component Catalog (Catalog item of Fog Component in Fig. 3). These
items are ready to use by the Application Designer but lack the context
to be part of an application. For this purpose, they make use of M2T
transformations (ModelToComponent transformation rules in Fig. 2).

The Application Designer will instantiate the Fog Components pro-
viding them with context within the Fog Application. This implies
determining the required components from the Fog Component Catalog
and selecting one their available functionalities. When these items are
instantiated in the flow-based visual editor, and parameterized as part
of an application, they are turned into microservices (ready-to-deploy
Microservice in Fig. 3). This element is aware of its ‘‘surroundings’’
(previous and following components in the flow) and ‘‘responsibilities’’
(service to execute) within the context of the application. When the
Platform Administrator decides to deploy the application, the microser-
vices will be orchestrated as containers on the container orchestration
platform (Runtime Microservice in Fig. 3), executing the desired ser-
vice (functionality selected from the Fog Component) according to its
parametrization.

It should be noted that the Application Models generated by Ap-
plication Designers are platform-agnostic files, independent of each
orchestrator’s deployment intricacies. To deliver and operate Fog Ap-
plications, this generic Application Model is transformed into the neces-
sary ready-to-deploy file(s), named as the Application Delivery Model.
The Platform Administrators are in charge of this transformation, as
they are the ones who deploy the application, being experts in the
selected container orchestration platform. This platform is responsible
of deploying and operating the Application Delivery Model, running the
individual microservices, enabling their communication and checking
whether the application is correctly running.

3.2. Supporting technologies for the implementation of the engineering plat-
form

In order for the engineering platform to implement the proposed
methodology, the selection of the supporting technologies is critical
as there are hundreds of options to choose from, each with their
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Fig. 2. Overview of the model-driven methodology for the different phases of the development lifecycle of Fog Applications.
Fig. 3. Relation between the Fog Component and Microservice concepts.
benefits and disadvantages, as showcased by the Cloud Native Comput-
ing Foundation’s landscape [54]. The chosen technologies must offer
enough tools to automate the process and guarantee the validity of the
results. Furthermore, they must provide aspects such as simplicity or
flexibility and allow for the desired separation of concerns between the
stakeholders. Thus, the authors have performed an analysis of different
options for each technology integrated in the process. Fig. 4 shows the
engineering platform that implements the model-driven methodology,
highlighting the supporting technologies involved.

This work proposes the use of XML (eXtensible Markup Language)
technologies throughout the entire process to ensure the validity of the
generated components and applications. Models are developed as XML
documents (.xml file extension) whereas the authors selected W3C XML
Schema Technology [55] (.xsd file extension) for the implementation
of the meta-models. For M2T transformations the authors propose the
use of the XSLT technology stylesheets [56], which allows transforming
XML documents to documents in other formats.

On the one hand, containers have become the de facto standard for
packaging microservices, because they allow for light-weight virtual-
ization at the operating system level [20,57], in concrete, Docker [35]
has been selected as it is the leading tool for creating containers [44,
58,59]. Fog Component base images are Docker container images, and
they are stored in the Image Repository. Docker offers some features
suited to implement the proposed methodology, i.e., reusability, cost-
effectiveness or giving freedom to Component Programmers to develop
the source code with any programming language. Furthermore, the use
of containers enables the separation of concerns between Component
Programmers, Application Designers and Platform Administrators [60].
364
On top of that, with the objective of avoiding manual tasks and
easing the design and development of Fog Applications, this work
proposes the use of a flow-based visual editor implemented as an
extension of the Node-RED tool. Node-RED is a visual programming
tool with graphic potential that allows a visual workflow definition,
based on relating different functionalities represented as nodes. An-
other potential of Node-RED lays in its capacity to develop customized
nodes [26] from user defined templates [61]. This work proposes
leveraging this fact, by integrating the Fog Component Catalog as a
Fog Computing Library within Node-RED, so that Fog Components
are stored as nodes. The Fog Computing Library aims to achieve
the desired complete separation of concerns. Besides, in Node-RED,
these library nodes can execute personalized tasks. More precisely,
the authors contribute the customization of Node-RED using scripts
that are also automatically generated through M2T transformations
applied to component models, to generate nodes that can be used and
parameterized by the Application Designer and are able to generate the
Application Model automatically. With all these features, the proposed
modified Node-RED can offer a graphic tool to design and develop the
Application Model automatically.

On the other hand, application development is a process tightly
coupled with the orchestration platform chosen to manage the de-
ployment and lifecycle of containers [62]. For the platform to be
realizable, the container orchestration platform chosen must: (1) enable
the creation of containers and manage their lifecycle, (2) obtain the
information packaged in the Application Delivery model and pass it
to the individual containers as environment variables and (3) enable
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Fig. 4. Engineering platform that implements the model-driven methodology for the different phases of the development lifecycle of Fog Applications, displaying the technologies
involved.
the communication between microservices. In this work, the authors
propose to delegate the operation of Fog Applications in Kubernetes, as
it is the most popular platform for the orchestration of container-based
applications [58,59], and fulfills all of the aforementioned require-
ments. Furthermore, Kubernetes offers some functionalities that aid
in the delivery and operation of Fog Applications, based on con-
tainerized microservices, such as application scalability, workload op-
timization or self-healing capabilities for deployed containers. The
platform-agnostic Application Model is transformed to the deployable
Application Delivery Model through M2T transformations and XSLT
technology.

4. Design and development of Fog Components

This work proposes a generic (domain independent) and abstract
(application independent) Fog Component specification, based on a Fog
Component meta-model, which gathers the minimum characteristics of
a Fog Component. The design and development of Fog Components
involves three steps, described in the following subsections (from Step
1 to Step 3).

4.1. Step 1: Design of a Fog Component

For each Fog Component, the Component Programmer must create
a component model (.xml file) where they establish the functionality or
functionalities that the Fog Component will encapsulate. For this, the
Component Programmer follows the rules established by the proposed
Fog Component meta-model (see Fig. 5), which is implemented as an
XML Schema (.xsd file).

Each component is characterized by its name as a unique identi-
fier in the system and a more detailed description can be provided.
To ease application design, Fog Components are grouped according
to the category attribute. The number and variety of categories are
domain-dependent (TComponent type) and established by the Com-
ponent Programmer. Finally, information related to the component
implementation is provided (imgBase attribute).

Each component can offer one or more functionalities (elements of
the Function type), defined by a unique identifier (id attribute), its name,
and the set of input and/or output parameters needed by each of the
functionalities (inputs and outputs, respectively). It is also possible to
provide a more detailed description of the functionalities and to provide
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additional parameters related to the component runtime through the
customization attribute. The input and output parameters are defined
as a data structure characterized by its name and data type (dataType
attribute). The required data types are determined by the Component
Programmer when defining the interface of the functionalities. Finally,
the communication protocol supported by each functionality must be
specified, which may vary for each functionality or component.

As an example, Fig. 6 shows the component model related to the As-
semblyStation Fog Component. It belongs to a category called processing,
and it offers three different functionalities, named: Calculate OEE, Cal-
culate Performance and Calculate Trend, each with their corresponding
identifiers. In this example, every functionality receives a unique data
structure with the required parameters to run properly, generating, as
a result, another data structure with the output parameters, using the
Hypertext Transfer Protocol (HTTP) protocol.

Finally, The Component Programmer checks whether the compo-
nent model conforms to the Fog Component meta-model. The use of
models, meta-models and an XML parser, ensures that the components
designed are valid so they can be properly developed.

4.2. Step 2: Develop a Fog Component

Fog Component development is a process tightly coupled with the
virtualization technology chosen. The Component Programmer must
develop the source code that is able to execute the functionality or
functionalities indicated with the established inputs and/or outputs and
encapsulate it in a Docker image.

4.2.1. Step 2.1: Develop the Fog Component’s source code
In this context, this work proposes that each Fog Component devel-

oped is packaged into a container image capable of running all of the
component’s functionalities, herein referred to as base image. It must
be mentioned that, with the purpose of reusing the same base image
to create different microservices that belong to different applications,
it is mandatory to prepare base images to be instantiable in a cus-
tomized manner within an application. Accordingly, the component
code packaged in the container image must be made parametrizable
with environment variables (parametrization template). These variables
are categorized in two groups:
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Fig. 5. Fog Component meta-model provided as an XML Schema.
Fig. 6. XML file related to the component model of the AssemblyStation Fog
Component.

• Environment variables that refer to the component instantiation.
These environment variables are used to indicate: the function-
ality (function variable) selected to be executed when the com-
ponent is instantiated within a Fog Application (microservice),
and the variables related to the execution of the functionality se-
lected (customization variables). These variables, always named as
CUSTOM_<variable name>, are set by the programmer, and they
are used to provide additional functionality-specific parameters
to the container runtime.

• Environment variables that refer to the workflow of microser-
vices in the Fog Application. Here, the fact that microservices
(instances of Fog Components) communicate with other microser-
vices is considered. If the functionality selected needs an input,
the INPORT_NUMBER environment variable specifies the port
number where the microservice will be listening. In case of having
functionalities that produce output data, two environment vari-
ables are needed: OUTPUT to determine the next microservice
name and OUTPUT_PORT to know the port on which it will be
listening.

Note that the source code can be built in any programming lan-
guage, since, by using Docker, the image will be functional. As an
example, Fig. 7 shows the parametrization template that the Compo-
nent Programmer must follow, described as generic pseudocode. As
observed, the code has been constrained in terms of the environment
variables described above. The concrete values of these variables are
set during the application design phase.
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Fig. 7. Parametrization template related to the implementation of the functionalities
of the components shown as generic pseudocode.

4.2.2. Steps 2.2 and 2.3: Encapsulation and storage of the base image of a
Fog Component

When the programmer writes the source code, they encapsulate it
in a Docker image. This constitutes the base image of the microser-
vice, which has all the functionalities programmed. Fig. 8 shows the
Dockerfile template to generate the base image of a component. In the
FROM command, the programmer must add the official image of the
programming language selected to develop the source code. Using the
RUN command all the necessary dependencies can be installed and the
COPY command allows all required files, such as the source code file, to
be included in the containing image. Eventually, in the CMD command
the programmer must write the command to execute the source code
file.

Using the aforementioned Dockerfile, the Component Programmer
generates the base image of the component (Step 2.2) and, after that,
stores it in a repository (image repository) for its later use (Step 2.3).
The name of the image is obtained from the imgBase attribute of the
component model.

4.3. Step 3: Integration of a Fog Component in the Fog Computing Library

As previously stated, this engineering platform pursues the sepa-
ration of concerns between the different stakeholders that take part
throughout the lifecycle of Fog Applications. The Fog Component Cata-
log (or Fog Computing Library in Node-RED) aims to decouple the tasks
of the Component Programmer from those relative to the Application
Designer. The component designed and developed must be integrated
in the Fog Computing Library for its posterior use in the design of
Fog Applications (Step 3), as a library node which is composed of
two files, involving the transformation of the component model (Step
3.1) and the delivery of the resulting node in the library (Step 3.2).
To automatically generate these files, the Component Programmer is
provided with one XSLT stylesheet for each.
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Fig. 8. Dockerfile for the generation of the base image of Fog Components.

For the automatic generation of the Fog Computing Library, it must
be considered that Node-RED’s runtime is built on Node.js. In fact,
the library nodes are Node.js in which own JavaScript code may be
written. On the one hand, to graphically design Fog Applications, the
Application Designer must be aware of the Fog Components stored
in the Fog Computing Library, and these must have a graphical rep-
resentation. On the other hand, part of the information needed for
application development is contained in the component models, and it
depends on the concrete component instantiations. Therefore, this work
proposes that each library node consists of two parts: (1) a visual part
that allows displaying the library node content (visual.html) and (2) a
functional part that automates the generation of the application model
(functional.js). Thus, the M2T transformations in charge of creating
the library node from the XML component model will use two XSLT
stylesheets to generate these two files resulting in a node which can be
directly integrated in the Fog Computing Library.

5. Design and development of Fog Applications

Once the Fog Components are designed (and stored in the Fog Com-
puting Library) and developed (and stored in the image repository), the
design and development of the Fog Applications becomes possible. The
use of a meta-model is key, as the proposed Fog Application meta-model
provides the structure required by the Application Designer.

5.1. Step 4.1: Design of a Fog Application

For each Fog Application, the Application Designer must obtain an
application model, determining the microservices that compose it and
establishing relationships between them, in order to arrange the Fog
Application workflow. The application model must follow the rules
defined by the proposed Fog Application meta-model (see Fig. 9), which is
also implemented as an XML schema (.xsd file). In Fig. 9, relationships
between elements of the meta-model are graphically represented. In
turn, relationships between attributes are represented in textual form
(gray notes associated with the elements).

This meta-model establishes that each application, characterized by
its name as a unique identifier in the system, is composed of a set of two
or more microservices. Each microservice corresponds to the instance
of one of the Fog Components designed as described in Section 4.
Therefore, the microservice name is inherited from the name of the
instantiated Fog Component. The service offered by the microservice is
inherited from the identifier of the selected function. The base image
and the custom parameters for the function runtime are inherited
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by the imgBase and customization parameters from the equally named
component model parameters.

Both the selected Fog Component and the selected functionality
determine the communication needs of the microservice, which may
have an input port (inPort element) and/or an output port (outPort
element). Input and output ports share some attributes. Namely, their
name as a unique identifier in the system, the supported protocol,
and the type of the data structure required by the service (dataType
attribute). The latter two are inherited from the selected functionality.
The input port is also characterized by the port number on which the
service will be listening for requests.

The data flow between microservices is defined by the communica-
tion channels established between ports. The channel starts in an output
port of a microservice (from attribute) and finishes in an input port
of another microservice (to attribute). Thus, the start and the end of
the application data flow is determined by those microservices that
have only an output port and only an input port, respectively. For the
established channel to be considered valid, two conditions must be met:
(1) the protocol supported by the two ends must be the same; (2) the
data structures associated with the communicating ports must be of the
same type.

As an example, Fig. 10 presents the model related to a Fog Ap-
plication composed of four microservices. There is an initial eXist
microservice (it does not have input port) which sends information to
a middle AssemblyStation microservice (it has input and output ports).
Another intermediate microservice, OEEEvents, receives the result on
its input port and, after performing its functionality, sends the data to
the Influx microservice through its output port, which has no output
port, ending the workflow. All microservices communicate through the
HTTP protocol.

The graphic interface of the platform allows Application Designers
to design Fog Applications as a workflow of microservices (Step 4.1).
Node-RED offers a web view where microservices can be visually
arranged as a workflow, which is detailed in Fig. 11. As mentioned in
Section 4.3, nodes are composed of two parts: a visual part (visual.html)
and a functional part (functional.js). The former is used in this web
view, and it provides tools for Application Designers to customize
the component and connect it to other instantiated components in
order to design the application. Therefore, the Application Designer
must select the desired Fog Component from those available on the
Fog Computing Library, and after that, select the functionality desired
for the current application (component instantiation). Furthermore,
in case of the component has input, the Application Designer must
indicate the port number where the corresponding service will listen
and parameterize any custom variable if needed. Fig. 11 shows the
graphical representation of the design and development process for the
application model depicted in Fig. 10. Each microservice is represented
by a rectangle with the name of the selected function (the service it
offers). Channels are represented by lines that join microservices. The
node edition part of this web view details how the functionality is
selected and where to establish the input port number.

5.2. Step 4.2: Develop a Fog application

When all the needed Fog Components have been instantiated, the
Application Designer requests the development of the application, that
is, the generation of the Application Model, which the proposed Node-
RED-based platform performs automatically. The second file that con-
forms the component’s library node (its functional part or the so-called
functional.js) runs when the Application Designer requests the applica-
tion development and has the necessary functionalities to generate the
Application Model.

The automatic generation of the Application Model is performed
by a cascade process, illustrated in Fig. 12, as each node adds its
information to the XML model. There are three types of nodes: the
‘‘initial’’ node (without input) creates the XML model; if the node
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Fig. 9. Fog Applications meta-model implemented as an XML Schema.
Fig. 10. XML document related to the application model of the DataProcessing Fog
Application.

is in the middle of the workflow (has input and output), it updates
the model delivered by the previous node, and sends it to the next
node; and the ‘‘final’’ node (without output) also updates the received
model, but additionally executes the validation of the model against
the application meta-model (see Fig. 9). If the designed application is
correct, it will display the XML Application Model; if it is not, a warning
message is issued, notifying the Application Designer which component
is wrongfully defined and what the validation error is.

This automation, together with the use of the Fog Computing Li-
brary, abstracts the Application Designer from the complexity of the
components and the model generation. The graphical potential of the
tool offers a simple and efficient toolkit as the application model is
always validated to ensure that it complies with the rules established
by the Fog Application meta-model.

The next step, which is out of the scope of the proposed platform
consists of building the Application Delivery Model (file/s to be de-
ployed on the container orchestration platform chosen). However, the
proposed methodology establishes that the Application Delivery Model
can be automatically created from the corresponding Application Model
(generic and platform-agnostic XML file generated by Node-RED). More
precisely, this work proposes that the Platform Administrator gener-
ates it by means of M2T transformations applied to the Application
Model. The required transformations are implemented in an XSLT
stylesheet (appModelTransformer.xslt in Fig. 4). It should be noted that
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this stylesheet may vary as it is dependent both on the container
orchestrator of choice and on the Platform Administrator. In fact, the
orchestrator may offer different ways of inputting the Application De-
livery Model and the Administrator is the one who makes the decision
of which one to use. In this sense, this model allows the addition
of specific metadata to customize the orchestration. Thus, it would
be possible to include orchestration metadata related to scalability
or network metrics for quality-of-service management [7,47] in the
Application Delivery Model.

6. Case study

One of the main pillars of Industry 4.0 is the ability to turn the
data collected from the plant into valuable information to improve the
efficiency and productivity of the plant. To that end, it is necessary to
ensure access, storage, and processing of the data. The Fog Computing
paradigm suits these requirements thanks to its low latencies and data
security. This section exemplifies how the proposed platform can be
used within the Smart Manufacturing domain and its applications,
testing the suitability and applicability of the platform engineering
approach to a real case scenario. The manufacturing system used in
this case study is structured in two levels (see Fig. 13): plant (which
corresponds with the Edge) and Fog. A video is provided as Supplemen-
tary Material to ease the understanding of the usage of the proposed
platform, as well as the code as a GitHub repository.

At the plant level, the case study has two robotic assembly stations
(AS1 and AS2), interconnected by a transport robot (TR1). Stations
AS1 and AS2 have been designed to perform the assembly of a set of
3D printed parts emulating a stepper motor shaft. Each resource will
publish different types of information via the Message Queuing Teleme-
try Transport (MQTT) [63] communication protocol (recommended by
OpenFog), which decouples the communication of the two layers in an
asynchronous manner. At the Fog level, two applications are proposed
for each plant resource (AS1, AS2 and TR1): one for data acquisition
and another for data processing. For simplicity, Fig. 13 and the rest
of the section only show the applications related to a single plant
resource (AS1), where blocks represent microservices, but with minimal
changes, it can be extended to the AS2 resource, as only the resource
ID in the submitted data structures needs to be changed.
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Fig. 11. Web view on Node-RED for the design of Fog Applications.
Fig. 12. Automatic generation process of the Application Model.

• The Data Acquisition Fog application (orange blocks in Fig. 13)
obtains data from the assembly station (1) and stores it for further
processing (2).

• The Data Processing Fog application (green blocks in Fig. 13) reads
the stored data (3), processes it to obtain information about the
evolution of the operations performed by the station (4), and
finally, saves the results in a database (DB) for later visualization
(6). In particular, it calculates the Overall Equipment Effective-
ness (OEE), a key performance indicator (KPI) based on the
availability, performance and production quality of a machine.
This application also generates a warning to plant personnel in
case the OEE falls below a predefined threshold, or if it maintains
a negative trend (5).

At the Fog level, there are a set of infrastructure resources that
provide services that are necessary for the correct operation of the Fog
applications (blue blocks in Fig. 13), but do not provide any application
logic. These resources are independent of the approach and are not
developed within the engineering platform, but should be considered
by the Component Programmer when implementing functionalities. In
turn, the two Fog applications are connected by a native XML database
(eXistDB) [64], so that the data acquisition application will store the
data of the station which is retrieved by the other application to process
it. Finally, there is a time series database (influxDB) [65] to store the OEE
calculations, which are graphically displayed on a dashboard (Grafana
dashboard) [66].

The following sections illustrate the steps to follow when utilizing
the proposed engineering platform: starting with identifying, designing
and developing Fog Components, followed by the design and develop-
ment of Fog Applications and finalizing with the delivery and operation
of the developed Fog Applications.
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6.1. Design and development of Fog components

Based on the requirements of the applications, the Component
Programmer identifies the necessary components. The components de-
veloped are as follows (all their functionalities support the HTTP
protocol to send and/or receive data):

• MQTT-HTTP component: it offers functionalities to obtain the
data that the assembly station publishes on the MQTT broker.

• eXist component: it provides functionalities to read from and
write to the native XML DB.

• AssemblyStation component: it provides functionalities to per-
form KPI-related analyses.

• OEEevents component: its functionalities give feedback to the
plant personnel on the KPI.

• Influx component: its functionalities are related to reading and
writing in the time series DB.

In this case study, four component categories are distinguished:
source (components that, in general, behave as a data source); events
(components that allow reacting to relevant situations); processing
(components that perform processing tasks); and sink (components
that, in general, are the final destination of data).

Then, the Component Programmer develops the source code that
implements the functionalities for each component (Step 2.1) using the
parametrization template shown in Fig. 7. After encapsulating the base
images using the Dockerfile template illustrated in Fig. 8 (Step 2.2),
the Component Programmer stores them in the image repository (Step
2.3), (Google Container Registry [67] in this case study). Finally, the
Component Programmer makes use of the XSLT stylesheets to generate
the component node and integrates it in the Fog Computing Library.

6.2. Design and development of Fog applications

To better understand the design of the Fog Applications of the case
study, Fig. 14 details their data flows. Each microservice is represented
by a block with its name on the outside and its service inside. The data
type associated to the input and output ports is also shown. Note that
infrastructure resources are depicted just to facilitate the understanding
of the application operation, as, from the application designer’s point
of view, they are transparent.
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Fig. 13. Functional overview of the case study in the FMS domain.
Fig. 14. Workflow of the designed Fog applications for data acquisition and data
processing.

The operation of the two applications is as follows. For the Data
Acquisition application, every time the AS1 assembly station finishes
some operation, it publishes its data in a topic of the MQTT broker. As
the MQTT-HTTP microservice is subscribed to this topic, it receives that
data and sends it to the eXist microservice, whose StoreAssemblyStation-
Data service stores it in the native XML DB. For the Data Processing
Fog application, eXist is its first microservice, which, as the GetAssem-
blyStationData service has been selected, obtains the data from the DB,
and sends it to the AssemblyStation microservice to process the data
received and calculate the OEE. It sends the result to the OEEevents
microservice to analyze the result obtained with the NotifyOperator
service. In case the OEE has fallen below a threshold, it sends a warning
to the plant personnel, so that they can take corrective or optimization
actions. Eventually, the OEE data is received by the Influx microservice
and stored in the time series DB using the StoreOEEData service.

As mentioned in Section 5, the Application Designer will use the
modified Node-RED toolkit to design and develop these applications.
The designer will check if the necessary components are in the Fog
Computing Library, and if all of them are available, they will follow the
process explained above. Once the workflow is defined, the automatic
generation of the Application Model can be requested.

Taking as an example the eXist component, Fig. 15 illustrates the
differences on the application development for the same component
instantiated in two different applications. In both cases, the same
functional.js script file is used to obtain different application models but
with the same base image (exist_base_image) and different environment
variables related to component instantiation: the selected function, the
type of the received or sent data and the customization variables, in
this case, the ID of the asset. For the Data Acquisition Fog application,
the component needs an input port where data is received and, in the
case of the Data Processing Fog Application, the component is the first
one of the workflow, so it needs an output port to send data.
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6.3. Delivery and operation of Fog applications

The proposal offers freedom in the selection of the execution plat-
form of the applications, knowing that for each case the platform’s
requirements will differ. In this case study Kubernetes has been selected
as the container orchestration platform to deliver and operate Fog
applications. As mentioned in Section 3.2, Kubernetes is one of the best
options for deploying and managing containers.

First, Kubernetes offers several options to deploy containers, but
all files use YAML (Yaml Ain’t Markup Language) format. For this
reason, it is straightforward for the Platform Administrator to trans-
form the XML Application Model to the Application Delivery Model
using model-to-model (M2M) transformations, performed through the
appModelTransformer.xslt. Kubernetes offers several constructs to de-
ploy and run Docker containers: Pods, which are elements where the
container is going to create and run (i.e., the microservices), and
Deployments, to request container deployments in the cluster. In ad-
dition, the latter allow the addition of the environment variables to
the associated container. Eventually, Kubernetes Services enable the
communication between microservices.

Although Kubernetes itself meets these requirements, it does not
have the application concept built in. Moreover, the DevOps approach
tries to simplify and automate application deployment. Therefore,
based on knowledge of the authors from previous work [48], we
propose a Vanilla Kubernetes extension, adding features to achieve
these goals. Kubernetes offers some methods to extend the platform,
i.e. create Custom Resources (CRs) and govern them through Custom
Controllers. Kubernetes also allows the integration of meta-models as
Custom Resource Definitions (CRDs). When the CR is posted in Kuber-
netes, it is checked against the CRD (the meta-model) to verify its
validity.

The following subsections explain how the platform has been mod-
ified to automate the entire delivery and operation and how the two
Fog Applications of the case study are successfully deployed.

6.3.1. Kubernetes extension to enable automated application operation
As mentioned above, Kubernetes offers tools to integrate meta-

models in the platform, using the Custom Resource Definition. To follow
the meta-models presented in this work, two new resources have been
defined as Kubernetes CRs: Application and Microservice.

Each CR has a custom controller associated to it, responsible of
managing its lifecycle in Kubernetes. The Application Controller is
in charge of processing the Application Delivery Model as follows:
a watcher detects when a new application resource is posted in the
system, which then starts the automatic deployment process. For each
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Fig. 15. Differences on the application development of a component instantiated in different applications.
Fig. 16. Automatic Application Delivery Model deployment process using the proposed Kubernetes extension.
microservice, the application controller gets all its information and
creates a microservice resource. If the microservice needs to be available
to others (if it offers a service, has an input port), the controller
creates the related Service resource, enabling the communication of said
microservice.

At the same time, the Microservice Controller is responsible for
creating the Deployment. For that, it has a watcher that detects when
new microservice resources are created. It creates the Deployment with
all the information of the microservice, adding the required environ-
ment variables listed in Section 4.2.1 and requests the deployment in
the platform. Herein, Kubernetes takes control of the delivery of the
application and deploys the microservice inside a Pod, as stated in
the Deployment. The application controller will update the status of
the applications as their microservices are successfully deployed. Thus,
the proposed Kubernetes extension covers the operational part of the
DevOps pipeline, automating all the deployment process, illustrated in
Fig. 16. As it can be seen, the Application Delivery Model is a single
YAML file (an Application CR), greatly simplifying the delivery and
operation process.

6.3.2. Kubernetes enabled delivery and operation of Fog applications
The YAML deployment files obtained are passed to Kubernetes

through declarative means using kubectl by the Platform Administrator.
Kubernetes then assigns each Pod to a node within the cluster and pulls
the Docker images from the Google Container Registry. Specifically,
K3s, a lightweight and easy to install Kubernetes distribution, has been
selected to build the Kubernetes cluster for the case study. From an
infrastructure point of view, the cluster is made up of five nodes: a
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master node, dedicated only to running the K3s, that manages the
cluster, and four processing nodes (from now on, workers).

Kubernetes automatically assigns a random string to the Pod name
to maintain unique identifiers for the deployed Pods, since more than
one pod can be deployed for each deployment (i.e., in case of failure
there will be a failed pod and another one with running state). It should
be noticed that, while Infrastructure Resources are unique in the system
and thus, their identifier is simple, the Deployment name is complex
and follows the rule Application.name-MicroService.name (the network
alias of the service). Each Pod has a unique IP address reachable within
the cluster and masked under Kubernetes Services.

Once the Pods are deployed, the container that runs inside them
executes the CMD command established in the customized container
image. This command executes the code, reading the environment
variables, established throughout the whole procedure, and performing
the functionality selected.

Fig. 17 shows the deployment of the processing Fog Application
presented in this case study. The bottom half reflects the state of the or-
chestration platform before and after the application deployment. First,
only the infrastructure resources (eXistDB, influxDB, MQTT broker and
Grafana) and the proposed extension controllers are running (applica-
tion and microservice controllers). Once the processing application is
deployed, it can be seen how the platform state is updated, due to the
creation and execution of the 4 new microservices related to that appli-
cation (eXist-getAssemblyStationData, assemblyStation-processingOEE,
OEEevents-notifyOperator, and Influx-Store- OEEData), as presented in
Fig. 13 or Fig. 14. When they start executing their functionalities, as
the application has been previously validated, it is able to achieve its
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Fig. 17. Status of the Kubernetes cluster before and after the deployment of the
processing Fog Application (screenshots from Kubernetes dashboard) and OEE evolution
over time (screenshots from Grafana dashboard).

objective, which in this case is the calculation and supervision of the
OEE related to the AS1 assembly station. Thus, the OEE calculated from
data coming from AS1 is shown at the top of Fig. 17, presented as a
snapshot of the Grafana dashboard. To probe the correct operation of
the designed applications, a delay was forced during the execution of
the different station operations by modifying the robot code to decrease
the production rate and hence, the OEE. As it can be observed, when the
indicator decreases below a certain given threshold, the NotifyOperator
service generates an alert for the operator working in the factory to
act accordingly. In this simulated environment, the production rate is
reestablished and the OEE goes above the limit threshold established.

7. Conclusions and future work

The smart manufacturing domain is characterized by domain ex-
perts that act as application designers who are not experts in appli-
cation component development or application deployment. In recent
times, this activity is being joined by the need to define analytics
applications that process plant data in real-time, a task that is usually
performed in the Fog. These analytics applications are often tied to
information technology systems (IT systems) rather than operational
technology systems (OT systems), which results in additional challenges
for application designers in the Smart Manufacturing domain. For in-
stance, concepts (such as microservices and containers) that do not exist
in plant development standards (such as IEC 61131-3) are introduced.
In addition, application designers must deal with the problems that
these new concepts already bring with them in the development and
runtime phases. In this sense, the reuse of services promoted by the mi-
croservices architectural paradigm has led to a great proliferation in the
number of microservices, which makes it difficult to discover them and
identify their functionalities during development. Moreover, composing
complex applications based on microservices also creates reliability,
performance, and security challenges during runtime, which should be
taken into account in their deployment (e.g., with instructions for the
orchestrator to scale the application if necessary).

Although Cloud Engineering solutions are still evolving, in the
Smart Manufacturing domain there are no approaches, to the author’s
knowledge, that allow the necessary separation of concerns to abstract
the technical aspects of application component development and deliv-
ery from those related to Fog application design, as well as to abstract
the latter from the deployment of Fog applications. For these reasons,
this work proposes a platform for the composition of industrial Fog
applications, aligned with the precepts of OpenFog, that automates con-
tainerized application component delivery in a component library, and
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application deployment using a container orchestrator. This platform
provides a solid foundation that allows it to be used without the need
to have a deep knowledge of the underlying technologies related to Fog
applications. In the opinion of the authors, the novelty of this proposal
resides in two aspects: on the one hand, in providing a methodologi-
cal support that embeds MDE techniques, which innately provide the
mechanisms to enable the cooperation between the platform users; on
the other hand, in providing a technological support that adopts the
Platform Engineering approach, which aims to provision a toolkit that
embeds the methodology and all the required functionalities, acting as
a common interface to the DevOps infrastructure.

The platform requires an initial setup that involves time and effort
to implement but provides a solid separation of concerns between the
stakeholders. Work overload and restrictions of the proposal mainly
affect the Component Programmers, who are forced to parameterize
the source code of the Fog Components. However, this constraint also
provides advantages as Component Programmers are free to arrange
source code as they need. The possibility of developing several func-
tionalities within the same code could be useful in the case of the same
functionality that can communicate through different protocols. These
functionalities can be programmed in the same Fog Component, making
it possible to reuse functional parts of the source code. Furthermore,
Component Programmers must create the corresponding component
models and generate the Fog Computing Library nodes. This improves
the independence among different groups of Component Programmers
who can collaborate through the component models, without having
to access the source code. Additionally, the Component Programmer
is provided with the stylesheets needed to execute the M2T transfor-
mations necessary to obtain valid library nodes. As high-performance
and real-time requirements become more relevant, as part of the fu-
ture work, the Component development process can be optimized and
restricted to allow for real-time container deployment.

The platform uses Docker to create containers and Kubernetes as the
container orchestrator that manages the deployment of containers and
controls their lifecycle, delegating most of the Ops side of the DevOps
pipeline on the orchestrator. It should be noted that the proposed
methodology is agnostic of the container orchestrator of choice and
that in case of modifying the orchestrator, only the stylesheets should
be modified. In addition to the advantages offered by Kubernetes
itself, the extension of this platform adds benefits such as automating
the entire process of deploying Fog Applications as it can generate
the microservices and enable the communication between them from
the application delivery model. Furthermore, the extension allows the
integration of the proposed application meta-model into the platform.
In the near future, the platform could be extended to include scalability
concerns within the orchestrator itself, augmenting the reusability and
adaptability of the designed Fog Applications.

As the proposal is based on MDE techniques, the validity of the
Fog Application deployed in Kubernetes is ensured. Once the Fog Com-
ponents and the Fog Computing Library are developed, the platform
eases the design and automates the development of Fog Applications.
Therefore, the design and development of Fog Applications requires
little effort for the Application Designer. Hence, the separation of
concerns between Component Programmers and Application Designers
is achieved, while at the same time favoring the reuse of the Fog
Components when developing the applications. In addition, the use
of the graphical environment abstracts the Application Designer from
the design and implementation details of the needed Fog Components,
achieving a true separation of concerns, which is essential to reduce
the complexity at design level. Furthermore, Application Designers
take advantage of the graphical potential and customization capacity
of Node-RED. As a result, Application Designers are provided with
a graphical interface for applications design from which application
development is automated. Finally, although the platform was origi-
nally conceived for guiding and providing support in the design and
development of microservice-based Fog Applications, the use of MDE
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techniques allows it to be adopted in similar domains by customizing
the meta-models and the stylesheets.

A limitation of the proposal is that, in the case of instantiating
the same Fog Component in different applications (e.g., the eXist Fog
Component), as many containers as instantiated Fog Components are
created. This leads to a waste of resources since the same container
could be shared by all applications. Therefore, using the potential of the
extension of Kubernetes, the next steps will focus on the development
of a Fog architecture that is able to manage the lifecycle of such
applications, making it possible for several applications to use the
services offered by a containerized microservice. It will also consider
the reactivity of Fog applications to feed back into the manufacturing
process, beyond simply alerting plant workers.
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ppendix A. List of abbreviations

See Table A.1.

ppendix B. Supplementary data

The implementation code of the proposed platform is available at
ttps://github.com/ekhurtado/GCIS_MDE_engineering_platform. The
uthors also make the required files and stylesheets available on
he GitHub repository. Besides, a graphical support is developed to
how the use and operation of the proposed platform. This support is
vailable as a video in the following link: https://www.youtube.com/
laylist?list=PLs6bFF_iqW3G8AiVVMPi-SpupCvgmYsyB.

Supplementary material related to this article can be found online
t https://doi.org/10.1016/j.future.2024.03.053.
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Table A.1
List of abbreviations.

Abbreviation Definition

API Application Programming Interface
CBSE Component Based Software Engineering
CR Custom Resource
CRD Custom Resource Definition
CSAR Cloud Service ARchives
DDF Distributed DataFlow
DSL Domain Specific Language
HTTP Hypertext Transfer Protocol
IoT Internet of Things
KPI Key Performance Indicator
MDA Model Driven Architecture
MDE Model Driven Engineering
MMR Mobile Manipulation Robots
MQTT Message Queuing Telemetry Transport
M2M Model-to-Model
M2T Model-to-Text
OAM Open Application Model
OEE Overall Equipment Effectiveness
PLC Programmable Logic Controller
TOSCA Topology and Orchestration Specification for Cloud Applications
UML Unified Modeling Language
XML eXtensible Markup Language
XSLT eXtensible Stylesheet Language Transformations
YAML Yaml Ain’t Markup Language
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