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A B S T R A C T   

The hybridization of energy systems is based on the combined integration of both renewable and non-renewable 
technologies and thermal energy storage. These hybrid installations improve cost effectiveness and energy ef
ficiency when they are correctly designed and the operation strategy is suitable. Despite the relevance of 
achieving the optimal configuration, sizing and control strategy of hybrid thermal systems, there is no simple and 
generic methodology which allows this type of installations to be optimized in the project phase. In response to 
this issue, in this work, a mixed integer linear programming-based simple model is carried out with the aim of 
obtaining the optimal design, sizing and operation of thermal energy systems in residential buildings. To do so, a 
superstructure is defined that includes the main technologies commercialized for thermal energy systems in 
buildings. Technical, economic, environmental and legal constraints are determined in the proposed generic 
model. In order to validate the method, it is applied to a central space heating and domestic hot water installation 
of a residential building located in a cold climate in Spain. Optimal solutions are obtained considering three 
different perspectives —economic, environmental and multicriteria— and are compared to the current instal
lation. According to the results, the overall cost of the economic optimal configuration is reduced by 15%, 
whereas the greenhouse gas emissions decrease by 56% in the environmental optimal solution. It is thus 
demonstrated that the proposed generic and simple model is a useful tool for determining the optimal hybrid
ization of the plant and for analysing the technical, economic and environmental feasibility of these systems in 
the project phase.   

1. Introduction 

In 2018, households accounted for about 26.1% of the final energy 
consumption in the European Union [1], the greenhouse gas (GHG) 
emissions associated with this sector being 776 million tons of carbon 
dioxide equivalent (CO2-eq) —19% of the total GHG emissions [2]. The 
current energy situation leads engineers to thoroughly consider which 
technologies or energy sources suitable for the residential sector are 
better for the end-users. A flexible coupling of renewable and non- 

renewable technologies with thermal energy storage (TES) can 
contribute to reducing both the economic cost and the environmental 
impact, as well as to increasing the overall efficiency of the plant and the 
primary energy savings [3]. Nowadays, however, there is no simple and 
generic methodology for determining which technology within the 
commercially available systems is the most feasible–from an economic 
or environmental point of view- for a specific building. 

There are different studies focused on analysing the challenges for 
the hybridization of energy systems, in which systems are modelled and 
then a simulation or an optimization is carried out. When simulation is 
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applied, the operation strategy of the integrated technologies is evalu
ated in order to analyse the economic feasibility [4] and the in
efficiencies of the plant [5]. Regarding the optimization, heuristics 
methods —such as Genetic Algorithms, Tabu Search or Ant Colony— or 
mathematical programming —Mixed Integer Linear Programming 
(MILP) and Mixed Integer Non-Linear Programming (MINLP)— are 
used. 

In the case of the heuristic methods, these have some advantages 
when compared with MILP, such as being very flexible, more efficient 
for large-size problems and being able to use non-linear constraints in 

models closer to the real functioning [6]. On the contrary, the achieved 
optimal solution cannot be the global optimum —since the algorithm 
can get trapped in a local optimum of the solution space, and the 
calculation method is dependent on the initial problem and its 
structure—, which have to be previously defined. Related to this last 
point, all the levels of optimization (operation, sizing and design) cannot 
be integrated and optimized together. Hence, these methods are used 
considering the operation optimization as a routine within an iterative 
optimization model of sizing, for installations whose design and 
configuration are previously defined [7]. 

Nomenclature 

B binary variable for boilers 
bin binary 
BIN binary variable 
c unit cost (€/kWh) 
C cost (€) 
co2 unit GHG emissions (kg of CO2-eq/kWh) 
CO2 GHG emissions (kg of CO2-eq) 
COP coefficient of performance (per unit) 
CRF capital recovery factor (-) 
cw specific heat of water (kJ/(kg⋅K)) 
d day 
E electric energy (kWh) 
Ė electric power (kW) 
f function 
F fuel energy (kWh) 
Ḟ fuel power (kW) 
FAM environmental amortization factor (y-1) 
fo operation factor 
G global incident radiation (kWh) 
h hour (h) 
HEAT binary variable for space heating 
HP heat pump binary variable 
i annual interest rate (%) 
ICE internal combustion engine binary variable 
Inv total investment (€) 
Lim limit 
M constant of big M method 
Min minimize 
n lifetime (year) 
ntd number of times that each day is repeated (day/month) 
PCT percentage (%) 
PES primary energy saving (%) 
PL partial load (per unit) 
PUR binary variable for purchased electricity 
Q thermal energy (kWh) 
Q̇ thermal power (kW) 
r ratio 
R radiation 
RC renewable contribution 
REE equivalent electric efficiency (%) 
RefEη harmonised efficiency reference value for separate 

production of electricity (%) 
RefHη harmonised efficiency reference value for separate 

production of heat (%) 
S surface (m2) 
SOLD binary variable for sold electricity 
ST solar thermal binary variable 
t period of time (h) 
T temperature (◦C) 

V volume (l) 
x variable 
Y sizing variable 

Greek symbols 
ε epsilon 
η efficiency (%) 
ρ density (kg/m3) 
λ binary auxiliary variable 
σ orientation and inclination losses (%) 

Subscripts 
abs absorbed 
amb ambient 
ave average 
B boiler 
BB biomass boiler 
CB condensing boiler 
CAP capacity of thermal storage 
CHAR charging process 
DEM demand 
DHW domestic hot water demand 
DISCH discharging process 
DISS dissipated energy 
E electricity 
EPUR purchased electricity 
ESOLD sold electricity 
FM fix maintenance 
HEAT heating demand 
HP heat pump 
HT high temperature 
ICE internal combustion engine 
INV investment 
k technology 
LOSS losses 
LT low temperature 
LTB low temperature boiler 
MIN minimum 
NOM nominal value 
O&M operation and maintenance 
PUR purchased 
PV photovoltaic 
Q heat 
r return 
SOLD sold 
ST solar thermal 
STO stored thermal energy 
TES thermal energy storage 
TOT total 
U useful 
VM variable maintenance 
V-S volume-surface  
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Unlike heuristic models, MILP provides a global optimal solution and 
the possibility of solving large scale problems by means of a “horizontal 
algorithm”, where the variables of operation, design and synthesis are 
treated in a similar way and at the same level. Thus, MILP models allow 
a comprehensive optimization of hybrid systems, from operation to 
design and synthesis. The principal barriers found to applying MILP 
models are related to the high mathematical complexity in their 
formulation and the linearization of non-linear problems, as well as the 
high computational time required in mid- and large-scale applications, 
where multiple decision variables and constraints are needed in order to 
model the behaviour of the plant. For these reasons, commercial solvers 
are usually used —which are sometimes expensive and have their own 
source code—, making it harder for their use to spread among engineers 
and researchers. 

The MILP method is usually applied for determining the optimal 
energy distribution in smart-grids [8]. Some studies extend this analysis 
to multi-energy systems, where heating, cooling and electricity gener
ation systems are considered. In [9], a MILP-based model was proposed 
for optimizing the control strategy of an urban area. In this case, the 
design of the generation systems was previously defined and the optimal 
strategy was compared to the conventional operation to determine the 
savings achieved with the proposed model. 

The optimization of thermal systems usually has a uni-objective 
perspective, either minimizing the overall cost or maximizing the 
environmental benefits and energy savings. In [10], Samsatli presented 
a MILP model for simultaneously optimizing the design and operation of 
urban energy systems from an economic point of view. The size of the 
devices was previously defined and the optimization allowed the se
lection of conversion, storage and transport technologies and the oper
ation of an eco-town network to be defined. Wang et al. proposed a 
MILP-based optimization model for minimizing the overall cost of 
cascade heat utilization in a district-scale microgrid [11]. This approach 
considered temperature grade differentiation and energy degrade utili
zation. It was therefore a more realistic and efficient model and 
increased the efficiency of distributed energy systems. Lozano et al. 
applied MILP to optimize the design of trigeneration systems installed in 
the tertiary sector [12]. A superstructure was defined to do so, where 
different energy supply systems were considered. In the optimal 
configuration, the amount of previously sized devices to be installed was 
optimized according to an economic perspective. 

The most interesting configuration should provide greater energy 
savings, while ensuring service availability, generating the least possible 
environmental impact and being the most profitable technology. 
Nevertheless, there is no technology that can fulfil all these re
quirements at the same time; environmentally friendly technologies 
tend to have higher investment costs; whereas conventional technolo
gies —with lower investment costs— have a greater environmental 
impact. Hence, applications in the residential sector require a method
ology that enables the integration of thermal generation systems to be 
analysed in order to meet these objectives. In these cases, a multi- 
objective perspective should be applied to determine the solution 
spectrum which fulfils the different objectives, such as economic (cost 
minimization), thermodynamic (efficiency maximization) and environ
mental (environmental impact minimization). 

Somma et al. [13] defined a multi-objective optimization model for 
optimizing the operation of an existing distributed energy system. They 
developed a multi-objective linear programming model to minimize the 
weighted sum of operation costs and environmental impact. It was 
concluded that the optimal operation can change considerably with the 
weight assigned to each objective. This study was later extended by the 
authors and applied to the multi-objective optimal sizing and operation 
of a hypothetic cluster of 30 buildings through cost and exergy assess
ments [14]. Apart from this, the influence of exergy on the sustainable 
development of energy supply systems was also analysed. Linear pro
gramming was also used in [15], where a multi-objective optimization 
of district heating systems was carried out. The principal aim of this 

work was to analyse the replacement of some devices —used for thermal 
energy supply— in a district heating network, considering the minimi
zation of the total cost, the carbon dioxide emissions and the exergy 
destruction. Mavrotas et al. [16] provided a multi-objective optimiza
tion framework for energy planning by using the ε-constraint technique, 
which was applied to a hospital. Fazlollahi et al. [17] compared three 
multicriteria optimization methods for complex energy systems; 
whereas Alarcón-Rodríguez et al. [18] presented a review of the state-of- 
the-art of multi-objective planning of distributed generation 
technologies. 

As mentioned above, MILP is mostly applied to distributed energy 
systems. Regarding residential applications, its use is not widespread. In 
[19], a MILP problem was defined for optimizing energy supply systems 
in buildings, which allowed equipment —whose size was previously 
defined— to be selected and the optimal operation to be determined. In 
this model, different technologies were considered for providing both 
thermal and electric energy to a domestic building. This work was 
extended in [20], where the envelope design was included. In the same 
vein, Schütz et al. implemented a MILP model for optimizing energy 
conversion units and envelopes of residential buildings [21]. The sizing 
of different technologies had been previously defined and the installed 
capacity was selected according to a multi-objective optimization. 

Despite the fact that different MILP models have been carried out for 
planning district heating systems, few studies dealing with the optimal 
configuration of tertiary and residential sectors can be found in the 
bibliography. Apart from this, in these studies, the capacity and devices 
considered for each technology are previously determined, thus, not 
optimizing the sizing of the devices but only the selection of technolo
gies or devices and operation of the plant, which has a great influence on 
the final results. It should be noted that these models are rarely validated 
and compared with real solutions. Finally, another disadvantage is that 
these models are usually implemented by means of commercial solvers, 
due to the numerous variables and constraints of the problem, which 
reduces the possibility of spreading its use for real applications. 

As a contribution to this discussion, a simple and easily reproducible 
MILP-based model is proposed in this article in order to determine the 
technical, economic and environmental feasibility and optimize the 
configuration, sizing and operation of hybrid thermal systems in resi
dential buildings. Nowadays, the configuration and sizing of thermal 
installations are traditionally determined by means of rough methods, 
which result in oversized equipment and a reduced overall efficiency of 
the plant. The information obtained by this method is essential in the 
project phase, where the optimal technologies have to be selected and 
sized, considering not only the design of hybrid thermal systems, but 
also their combined operation. Unlike other MILP models, the technol
ogies are not pre-sized, so their capacity is optimized along with the 
configuration and the overall operation of the plant. Apart from this, the 
problem herein presented is applied to a real, recently constructed 
building, thus allowing the model to be validated by comparing the 
results achieved to those measured in the real plant. Furthermore, the 
model is implemented in an Open Source solver, whose code is efficient, 
available, simple and easy to use, which considerably enhances its 
dissemination. Since the real behaviour of thermal plants obeys non- 
linear functions, linear programming requires them to be modelled 
and linearized. To facilitate its reproducibility, the linearization 
methods of all the nonlinear functions required for the modelling of the 
plant are detailed. 

2. Materials and methods 

Throughout this section, an hourly-based MILP model is developed 
for simultaneously optimizing the configuration, sizing and operation of 
thermal energy plants of residential buildings in the project phase. In 
order to compare the results obtained, depending on the objective 
function, three different perspectives are presented: two uni-objective 
optimization models —economic and environmental— and a 
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multicriteria optimization. 
In uni-objective models, one objective is minimized or maximized 

subject to constraints which contain information about the configura
tion of the plant, the characteristics of the technologies, the energy 
supply and the normative in force. In order to model and take decisions 
about complex situations —for instance, the technologies installed and 
their operation, the charging or discharging of the TES or the sale or 
purchase of electricity— MILP problems include integer and binary 
variables. Furthermore, linear programming requires a wide variety of 
real situations that meet the non-linear equations to be modelled; so 
linearization methods are used to obtain linear functions that correctly 
represent the non-linear behaviour of thermal systems. 

The summation notation of the objective function in linear- 
programming is the following: 

Min f (x) =
∑

j
cj⋅xj (1) 

Subject to the linear equality and inequality constraints: 
∑

j
aij⋅xj ≤ bi (2) 

With non-negative variables: 

xj ≥ 0 (3)  

where cj, aij and biare constant and xj corresponds to decision variables. 
Regarding multi-criteria optimization, the Pareto optimization 

approach is used to obtain a set of optimal solutions when multiple 
conflicting objectives are considered. Pareto efficiency represents a 
specific state of allocation, which is based on the idea that it is impos
sible to improve a preference criterion without making another one 
worse. Thus, a set of non-dominated solutions is obtained, named the 
Pareto Front (Fig. 1). One solution dominates another when it is strictly 
better on at least one objective and not worse on any of them, so there is 
no solution outside the Pareto Front that provides better results than 
those included in it. The uni-objective perspective constitutes one of the 
end points of the optimal solution spectrum. For example, in a multi- 
criteria perspective where both overall cost and environmental impact 
are considered, one end-point represents the minimum cost solution, 
whereas the other is the solution corresponding to the minimum envi
ronmental impact. 

In order to solve multi-objective optimization problems, both the 
weighted-sum method and the epsilon-constraints method are used. The 
weighted-sum method allows optimal solutions to be obtained through 
an approach based on a single objective function. For that purpose, each 
objective is multiplied by a user-defined weight, obtaining a single point 
which represents the multi-objective optimum. This method, widely 
used due to its simplicity, since it allows a multi-objective problem to be 
transformed into a uni-objective one, has a high sensitivity to the se
lection of weight coefficients. The epsilon-constraints method is used to 

avoid the high degree of subjectivity. It consists of optimizing one 
objective, while the others are converted into additional parametric 
constraints. The values selected as upper limits in the parametric con
straints are obtained by means of the equidistant epsilon-constraints 
method, where the difference between the minimum and maximum 
values of the objective function converted into constraint is divided into 
equidistant points [22]. By the application of this method, the Pareto 
Front of the problem is obtained. 

For a bi-objective problem, the objective function is the minimiza
tion of the f(x) function: 

Min f (x) = {f1, f2} (4) 

By applying the epsilon-constraints method: 

Min f1(x) (5)  

Subject to : f2(x) ≤ εj (6)  

Limlow ≤ εj ≤ Limupp (7)  

where f1 and f2 are uni-objective functions. 
The optimal solution relies on repeatedly solving this model for 

different values of εj within the interval (Limlow – Limupp). Thus, the 
Pareto Front is generated, which will be used later to select the multi- 
criteria optimal configuration. 

εj = Limlow, ε1, ε2,⋯, Limupp (8)  

2.1. Selection of representative days 

The energy analysis of buildings and their installations are usually 
carried out for a minimum period of one year. This is due to the fact that 
the sizing and operation of thermal installations in buildings have a 
temporary dependence. For instance, energy demands have great daily 
and seasonal fluctuations —which are mainly due to climatic conditions 
and dwellers’ behaviour—, while the efficiency of some devices and 
technologies can also be affected by the weather and electricity tariffs 
with hourly discrimination are divided into different consumption pe
riods throughout the day. 

Regarding the optimization time period, an hourly basis is generally 
used for the energy analysis of buildings in most cases; whereas a sub- 
hourly basis is selected to analyse the transient behaviour, such as the 
charging and discharging of thermal energy systems or the starting and 
shutdown processes [23]. Nevertheless, carrying out an hourly-based 
MILP optimization considering the annual behaviour of hybrid in
stallations leads to high computational costs. This calculation time in
creases linearly with the number of constraints, but exponentially with 
the number of variables, and the resolution of large-scale problems in a 
reasonable time becomes unfeasible. 

Furthermore, in the optimization of hybrid systems, a different time 
basis is used depending on the constraint. Thus, some constraints related 
to legal requirements have an hourly basis: minimum energy effi
ciencies, minimum percentage of renewable contribution, minimum 
primary energy savings, etc. In other cases, the hourly operation is 
dependent on the state of the previous hour, for instance, thermal energy 
storage, start-up and shutdown processes, etc. As a consequence of using 
constraints of a different time basis, the annual optimum is not obtained 
as the summation of the hourly optimums, thus considerably increasing 
the calculation time. 

For these reasons, the size of the problem has to be reduced by 
selecting a few representative days. The number of representative days 
has to ensure reliable results and fit the annual values of the model, 
while also decreasing the computational time. 

Different methods have been used for the selection of representative 
days in distributed generation systems, from 3 representative days, 
where hourly and seasonal variations (winter, summer, spring-autumn) 
of the thermal demands are taken into account [24], to 8 representative 

Fig. 1. Pareto Front.  
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days, considering four seasons and 2 representative days per season 
[25], 12 representative days, one for each month of the year [26], or 24 
days per year, 2 representative days per month, where working days and 
holidays are differentiated [12]. In other studies, the days of maximum 
demand for heating and cooling are included as representative days 
[27], or graphic methods based on the reproduction of the monotonic 
demand curve for the defined representative days are used [28]. 

In this paper, the method proposed for the selection of representative 
days is based on choosing one representative day that represents the 
average daily demand for every month. In addition, the day of maximum 
heating demand is considered as a representative day. Thus, for the 
domestic hot water (DHW) and electricity demands, as well as for 
climate data —such as the ambient temperature or solar radiation—, 12 
representative days are considered —a daily profile per month—, 
whereas 13 day-types have been selected in order to represent the 
heating demand. 

In the case of the heating demand, the representative day of each 
month is calculated by means of the Chebyshev theorem, which estab
lishes that the average vector (centroid) of the group is the element that 
presents the minimum distance with respect to the other elements of the 
data set. Unlike the medoid, the centroid is not an object of the data set. 
Hence, the month with the peak demand day is represented by two 
representative days: the maximum demand day and the average day of 
the remaining days of the month, without including the maximum de
mand day. Thus, both peak demand and annual demand values are kept. 

In order to validate the method proposed for selecting representative 
days, a graphic method based on the monotonic demand curve is used. 
The simulated monotonic demand curve is compared with the mono
tonic demand curve reproduced from the representative days, which is 
defined considering the number of times that each representative day is 
repeated throughout the year. 

2.2. Definition of the superstructure 

The superstructure, which includes different technologies used 

nowadays in thermal and electrical generation plants, is defined in this 
section. The aim is to obtain the optimal synthesis according to the 
optimization criteria (economic, environmental and multi-objective) 
and so compare the obtained results with the real thermal plant. 

For this, it is necessary to define the technologies susceptible to being 
installed and to carry out an exhaustive bibliographic review in order to 
determine the technical features, cost and environmental impact of each 
of them, as well as the functions which relate these aspects to the 
nominal power. These relations are commonly nonlinear, so they have to 
be linearized by applying different linearization methods. Since the 
objective of this study is to get a general approximation which allows the 
different technologies to be compared and the technical, economic and 
environmental feasibility of the hybrid systems to be determined, the 
devices are modelled as a “black box”, which is a suitable approach for 
this study [29]. 

The superstructure (Fig. 2) is divided into two temperature levels 
according to the temperature of the terminal units and the DHW de
mand: high temperature (HT) for 60–80 ◦C and low temperature (LT) for 
35–55 ◦C. For DHW generation, a minimum temperature of 60 ◦C is 
required in DHW storage to ensure health conditions [30]. For this 
reason, it is necessary to install any high temperature generation system 
that allows this temperature level to be reached. As far as heating de
mand is concerned, the terminal units installed can operate at HT 
(conventional radiators) or at LT (low temperature radiators or radiant 
floor). The type of terminal unit is a variable in the optimization model, 
which will stabilize –for the case analysed– the optimal temperature of 
the terminal systems. All the terminal units installed in the building are 
the same and operate at the same temperature; thus, the installation of 
HT generation systems for heating would exclude the installation of LT 
generation systems for this purpose, and vice versa. 

The technologies considered in the superstructure are the most 
commonly used in the residential sector [31]. HT generation includes 
biomass boilers (BB), alternative internal combustion engines fed by 
natural gas (ICE), natural gas condensing boilers operating at high 
temperature (CBHT) and solar thermal collectors (STHT). Within LT 

Fig. 2. Superstructure.  
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generation, solar thermal collectors (STLT), natural gas condensing 
boilers (CBLT), natural gas low temperature boilers (LTB) and air-to- 
water heat pumps (HP) are considered. 

Due to the efficiency requirements for heat generation systems, 
condensing boilers are considered for both temperature levels when 
natural gas is used as the fuel. Low temperature boilers, which have a 
high efficiency when operating at LT, have been excluded from HT 
technologies, since their use is not focused on this temperature level. As 
shown in Fig. 2, instead of installing a single condensing boiler capable 
of supplying the demand at both temperature levels, the possibility of 
installing a condensing boiler for each temperature level is considered. 
Even though this proposal implies greater investment, it offers great 
advantages with respect to the other one: better adjustment between 
supply and demand, simplification of the hydraulic installation and 
higher overall efficiencies. 

In addition, four TES systems are susceptible to being installed, as 
shown in the superstructure diagram. Two of them are necessary for the 
HT level, due to the high inertia of the BB and CHP systems; another one 
for the ST technology, which requires its own storage system; and the 
last one at LT for the HP. Different TES systems have to be installed for 
different temperature levels; nevertheless, a joint tank could be used for 
the HT level, without distinguishing between the BB and ICE systems. 
The use of differentiated systems is justified by the necessity to deter
mine the useful heat provided by the ICE in order to ensure compliance 
with the high efficiency cogeneration regulation. In all cases, the TES 
systems are arranged in parallel with the generation systems, with the 
possibility of simultaneous charging and discharging. This is the optimal 
configuration for a TES arrangement, as justified in previous works by 
the authors using linear programming [32] and simulation [33]. 

Furthermore, such electricity generation systems as micro-CHP en
gines (ICE) –which are also used for thermal generation at HT– and 
photovoltaic panels (PV) are analysed. The generated electricity can be 
self-consumed if it is lower than the electricity demand of the building 
(users’ consumption and heat pump consumption in the case of this 
being installed), or it can be poured into the grid. The electricity con
sumption of pumps and fans in distribution and generation is not 
considered, due to the fact that the variation of this consumption be
tween configurations can be assumed negligible compared to the overall 
energy consumption of the plant. 

This superstructure allows different design options to be analysed 
simultaneously and the optimal one to be determined. The computation 
time depends on the optimization model, the potential of the software 
selected and the problem definition. 

In this case, the optimization model is developed in OpenSolver 
software, which supports the Open Source CBC (COIN-OR Branch and 
Cut) linear and mixed-integer programming solver implemented as a 
complement of Excel VBA [34]. This solver can solve large-scale MILP 
models, the computational time required being similar to its commercial 
equivalents [35]. The advantage of using OpenSolver instead of com
mercial solvers is that the software environment is widely known by 
engineers and researchers, which encourages the spread of its use. Apart 
from this, the price of commercial solvers cannot always be justified by 
the benefits of reporting the optimization models [9]. 

2.3. Optimization model of combined generation 

In this section, the proposed optimization model is carried out. First, 
the objective functions and constraints of both economic, environmental 
and multi-objective optimization models are all presented. Then, energy 
balances in energy supply nodes and technologies considered in the 
superstructure are obtained. Finally, the legal constraints related to the 
energy savings required or the contribution of renewable energy systems 
have to be defined. As the normative depends on the country where the 
installation is located, these constraints are presented within the case 
study, 

2.3.1. Economic optimization 
The principal aim is to determine the optimal synthesis, sizing and 

operation of an energy generation plant which minimize its overall cost, 
while also ensuring the supply of thermal and electric energy. The target 
of the optimization problem is to minimize the objective function, which 
is represented by the overall cost of the plant. This cost comprises fixed 
costs (CINV) and variable costs (CO&M). 

Min CTOT = CINV + CO&M (9) 

The fixed costs include annual investment costs —calculated for each 
technology k as the product of the capital recovery factor (CRFk) and the 
investment cost Ck—, and maintenance costs based on a percentage of 
the investment (CFM). 

CINV =
∑

k

(
CRFk⋅Ck + CFM,k

)
(10) 

where the CRF factor is calculated as follows: 

CRFk =
i⋅(1 + i)nk

(1 + i)nk − 1
(11) 

i being the effective annual interest rate and nk the lifetime of each 
technology. 

The investment cost is calculated by considering the cost curve 
defined from the sizing variable (Yk_NOM) of each technology. Since a 
technology may or may not be installed, binary variables (BINk) are used 
for modelling this possibility. Thus, the binary variable of a certain 
technology will be 1 when this technology is installed —the investment 
cost is calculated by using the cost function (C(Yk_NOM))—; whereas the 
value will be 0 when it is not installed —and the investment cost is 0. 
This problem represents a non-linear IF statement that has to be line
arized. The linearization method proposed in this model is the big-M 
method, which consists of taking a high value constant (M) that al
lows functions to be discriminated and lets the constraint move outside 
the limits of the region inscribed by the problem constraints [36]. 

Ck ≤ 0 + M⋅BINk (12)  

Ck ≥ 0 − M⋅BINk (13)  

Ck ≤ C(Yk NOM) + M⋅(1 − BINk) (14)  

Ck ≥ C(Yk NOM) − M⋅(1 − BINk) (15) 

The nomenclature related to the sizing and binary variables of each 
technology is summarized in Table 1. 

The annual operation and maintenance cost CO&M is calculated as the 
product of the sum of the hourly (h) operation and maintenance costs of 
each representative day (d) and the number of times each representative 
day is repeated during a year ntd(d). These costs include fuel and elec
tricity consumption —such as the natural gas consumption in 
condensing and low temperature boilers and in the micro-CHP unit (cNG) 
—, the cost of pellet consumption in the biomass boiler (cBB), the cost of 
the electricity purchased from the grid (cEPUR) and the maintenance cost, 
which is a function of the operation variables, as in the case of micro- 
CHP units, whose maintenance cost (cVM,ICE) depends on the power 

Table 1 
Nomenclature of sizing variables.  

Technology BINk Yk NOM Unit of Yk_NOM 

Biomass Boiler BB Q̇BB NOM kW 
Condensing Boiler CB Q̇CB NOM kW 
Low Temperature Boiler LTB Q̇LTB NOM kW 
Internal Combustion Engine ICE ĖICE NOM kW 
Solar Thermal collectors ST SST m2 

Air-water Heat Pump HP Q̇HP NOM kW 
Photovoltaic modules PV ĖPV NOM W 
Thermal Energy Storage TES VTES l  
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generation. 

CO&M =
∑

d

∑

h
CO&M(d, h)⋅ntd(d) (16)  

CO&M(d, h) = cNG⋅
(
FCB,HT(d, h) + FICE(d, h) + FCB,LT(d, h) + FLTB(d, h)

)

+ cBB⋅FBB(d, h) + cEPUR(d, h)⋅EPUR(d, h)

− cESOLD,k(d, h)⋅ESOLD,k(d, h) + cVM(d, h)⋅EICE(d, h)
(17)  

2.3.2. Environmental optimization 
The objective function in environmental optimization consists of 

minimizing the GHG emissions — measured in carbon dioxide equiva
lent (CO2-eq)—, including the emissions generated in the manufacturing 
of the equipment (CO2_FIX) and during the operation of the plant 
(CO2_O&M). 

Min CO2 TOT = CO2 FIX + CO2 O&M (18) 

The fixed term CO2_FIX is calculated as the hourly sum of the product 
between the environmental amortization factor FAMENV of each tech
nology k and the emissions generated during its manufacturing [37]. 

CO2 FIX =
∑

k

(
FAMk⋅CO2,k

)
(19) 

The environmental amortization factor FAM is calculated as the in
verse of the useful life of each technology, considering the same envi
ronmental impact for every year of its useful life. 

FAMk = 1/nk (20) 

Under the same assumptions considered for the investment cost, the 
manufacturing CO2-eq emissions of each technology are calculated as 
follows: 

CO2,k ≤ 0 + M⋅BINk (21)  

CO2,k ≥ 0 − M⋅BINk (22)  

CO2,k ≤ CO2(Yk NOM) + M⋅(1 − BINk) (23)  

CO2,k ≥ CO2(Yk NOM) − M⋅(1 − BINk) (24) 

Regarding the CO2-eq emissions during operation, the emissions 
related to both energy resource and consumption are considered. Taking 
into account the fact that no CO2-eq is emitted during the operation of 
renewable technologies, the GHG emissions during the plant operation 
correspond to those produced by the combustion of natural gas, the 
preparation and transport of biomass and the generation of supply 
electricity. 

CO2 O&M(d, h) = co2,NG⋅
(
FCB,HT(d, h) + FICE(d, h) + FCB,LT(d, h)

+ FLTB(d, h)
)
+ co2,BB⋅FBB(d, h) + co2,EPUR(d, h)⋅EPUR(d, h)

(25)  

2.3.3. Multi-criteria optimization 
Nowadays, the design of thermal installations for buildings should be 

focused on sustainable technologies, which include both economic and 
environmental aspects. The ideal technology should be that whose cost 
and environmental impact are both minimum. However, these objec
tives are usually opposing; therefore, the minimum cost technologies 
produce greater environmental impact and vice versa. For considering 
the simultaneous optimization of both conflicting objectives, the Pareto 
Front explained above is obtained. Thus, the optimal set of design and 
operational variables that achieves the double objective of reducing 
environmental impact and economic cost is depicted. 

The epsilon-constraints method is applied to simultaneously mini
mize cost and GHG emissions: 

Min CTOT (26)  

Subjectto : CO2 TOT ≤ εj (27)  

Minimum CO2 TOT ≤ εj ≤ Maximum CO2 TOT (28) 

In this case, the environmental optimum (maximum cost) is the 
lower bound (Limlow) and the GHG emissions corresponding to the 
economic optimum (maximum environmental impact) is the upper 
bound (Limupp). 

2.3.4. Supply of thermal demand 
The thermal demand is the sum of the heating and DHW demands. 

QDEM(d, h) = QHEAT(d, h)+QDHW(d, h) (29) 

In the case of DHW demand, this is supplied at HT to avoid the 
growth of Legionella bacteria, as previously stated. The heating demand, 
for its part, can be covered by devices operating at HT when conven
tional radiators are installed, or at LT when low temperature radiators or 
radiant floor are installed. For this reason, the thermal demand at HT is 
the sum of the DHW demand and the heating demand when the latter is 
supplied by means of HT technologies. In order to determine whether 
the terminal units operate at high or low temperature, a binary variable 
HEATHT is used, whose value will be 1 for HT terminal units and 0 for LT 
ones. The value of HEATHT is determined by the resolution of the model. 
The cost of the terminal units is not included in this study. 

QDEM HT(d, h) = QDHW(d, h) + QHEAT,HT(d, h)⋅HEATHT (30)  

QDEM LT (d, h) = QHEAT,LT(d, h)⋅(1 − HEATHT) (31)  

HEATHT bin (32) 

The hourly supply at HT is obtained by applying an energy balance in 
the node HT. As shown in Fig. 2, the thermal demand at HT can be met 
through the heat generated by the CBHT (QCB,HT(d,h)) and the useful heat 
—discharged from the TES— of the BB (QTES,BB(d,h)), ICE (QTES,ICE(d,h)) 
and STHT (QST,HT(d,h)). 

QDEM HT(d,h)=QTES,BB(d,h)+QTES,ICE(d,h)+QCB,HT(d,h)+QST,HT(d,h) (33) 

Likewise, the energy balance is applied in node LT to determine the 
hourly supply at LT. This can be provided through the heat produced by 
the CBLT (QCB,LT(d,h)) and the LTB (QLTB(d,h)), as well as by the useful 
heat of the STLT (QST,LT(d,h)) and HP (QTES,HP(d,h)). 

QDEM LT (d, h) = QST,LT(d, h) + QCB,LT(d, h) + QLTB(d, h) + QTES,HP(d, h)
(34)  

2.3.5. Supply of electricity demand 
In order to decide which electricity generation technologies should 

be installed, as well as the electric energy required and poured into the 
grid, the energy balance in node E is carried out: 

EPV(d, h)+EICE(d, h)+EPUR(d, h) = EHP(d, h)+ESOLD(d, h)+EDEM(d, h)
(35) 

where EPUR is the electricity purchased from the grid and ESOLD the 
electricity sold. As can be seen in Eq. (35), electricity cannot be pur
chased and sold at the same time. This is an if-else decision; so, if the 
power generation is greater than the electricity demand, the surplus 
electricity is poured into the grid; otherwise, electricity is purchased 
from the grid. This situation requires the use of binary variables PUR(d, 
h) and SOLD(d,h), which determine when the electricity is purchased or 
sold, respectively. In order to linearize the if-else decision, a big M 
method is applied. 

EPUR(d, h) ≤ EHP(d, h) + EDEM(d, h) − EPV(d, h) − EICE(d, h) + (1

− PUR(d, h))⋅M (36) 
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EPUR(d, h) ≥ EHP(d, h) + EDEM(d, h) − EPV (d, h) − EICE(d, h) − (1

− PUR(d, h))⋅M (37)  

ESOLD(d, h) ≤ EPV (d, h) + EICE(d, h) − EHP(d, h) − EDEM(d, h) + (1

− SOLD(d, h))⋅M (38)  

ESOLD(d, h) ≥ EPV (d, h) + EICE(d, h) − EHP(d, h) − EDEM(d, h) − (1

− SOLD(d, h))⋅M (39)  

PUR(d, h) bin (40)  

SOLD(d, h) bin (41)  

PUR(d, h)+ SOLD(d, h) = 1 (42)  

2.3.6. Energy balances of technologies 
In this section, the energy balances of the considered technologies 

are defined and linearized. The variables that are optimized by the 
proposed model are related to the installation possibility of each tech
nology, its size and its operation mode. 

Regarding size, the installed sizing variable (Yk_NOM) —the nominal 
power for boilers, HP and PV, the volume for TES systems and the sur
face for solar thermal collectors—depends on the devices available in 
the market. When the cost-sizing variable curve is defined, there is a 
minimum value of this, for which one technology is commercialized. 
The maximum value corresponds to the peak demand or space limits. 
Thus, if any technology is installed (BINk = 1), the Yk_NOM installed has to 
be greater than or equal to this minimum value Yk_MIN and lower than 
the maximum value Yk_MAX. Otherwise, (BINk = 0) and the Yk_NOM 
installed has to be 0. 

Yk NOM ≥ Yk MIN ⋅BINk (43)  

Yk NOM ≤ Yk MAX ⋅BINk (44) 

The operation functions are defined below, taking into account the 
distinctive features of each technology. 

2.3.6.1. Boilers. These equations are applied to both natural gas-fired 
condensing and low temperature boilers and biomass-fired boilers. In 
other words, the B binary variable is used, which represents any of the 
considered boilers. Regarding operation, the heat generated by a boiler 
has to be lower than or equal to the thermal energy supplied during one 
hour at nominal conditions (Q̇ B_NOM) when this technology operates, or 
zero if that is not the case. An installed technology can operate or not, so 
binary variables —BB(d,h), CBHT(d,h), CBLT(d,h) and LTB(d,h)— are 
used to determine the operation of each technology. As mentioned 
above, a binary variable B(d,h) is used in the equations to represent the 
operation (or not) of any boiler. 

QB(d, h) ≤ B(d, h)⋅Q̇B NOM⋅t (45) 

On the other hand, as the size of each technology (Q̇ B_NOM installed) 
is unknown, Q̇ B_NOM ⋅ B(d,h) is a product of variables. To linearize this 
function, it is considered that the thermal energy supplied by a boiler in 
hour h of day d has to be 0 when this technology is not installed; whereas 
it has to be lower than the nominal power and greater than 0 for the 
thermal energy provided by the first stage of a modulating boiler, if the 
technology is installed. For instance, if a modulating burner starts from a 
percentage (PLB_MIN) of the nominal thermal power, QB (d,h) has to be 
equal to or greater than the power provided at this minimum part-load 
ratio, when the device operates. This is linearized by means of the big-M 
method. The fuel consumption, for its part, is calculated considering an 
average thermal efficiency for each technology. 

QB(d, h) ≤ 0 + B(d, h)⋅M (46)  

QB(d, h) ≥ 0 − B(d, h)⋅M (47)  

QB(d, h) ≤ Q̇B NOM⋅t (48)  

QB(d, h) ≥ PLB,MIN ⋅Q̇B NOM ⋅t − (1 − B(d, h))⋅M (49)  

B(d, h) bin (50)  

FB(d, h) =
QB(d, h)

ηB
(51)  

2.3.6.2. Internal combustion engines. For modelling micro-CHP devices 
based on ICE, no modulating units are taken into account, since most of 
the commercialized ICE-based micro-CHP units do not have the possi
bility of operating at partial load [38]. A binary variable, ICE(d,h), is 
defined to determine if this technology operates in case of being 
installed (ICE = 1). 

ICE, ICE(d, h) bin (52)  

ICE(d, h) ≤ ICE (53) 

The thermal energy produced by the engine is the product of the 
thermal energy provided for one hour at nominal thermal power 
(Q̇ICE_NOM) and the binary variable ICE(d,h). This is a product of two 
variables that has to be linearized by means of the Big M method. Thus, 
when the engine operates, QICE(d,h) has to be equal to the nominal 
thermal energy and, otherwise, its value has to be 0. 

QICE(d, h) ≤ M⋅ICE(d, h) (54)  

QICE(d, h) ≥ − M⋅ICE(d, h) (55)  

QICE(d, h) ≤ Q̇ICE NOM ⋅t + M⋅(1 − ICE(d, h) ) (56)  

QICE(d, h) ≥ Q̇ICE NOM ⋅t − M⋅(1 − ICE(d, h) ) (57) 

The nominal thermal power is calculated from the nominal elec
tricity power —which is the parameter that defines cogeneration units— 
and thermal and electric efficiencies. Since the installed nominal power 
is unknown, efficiency mean values are considered, which are defined 
considering commercialized natural gas fuelled ICE engines. 

FICE(d, h) = EICE(d, h)/ηE (58)  

QICE(d, h) = EICE(d, h)⋅ηQ/ηE (59)  

ḞICE NOM = ĖICE NOM/ηE (60)  

Q̇ICE NOM = ĖICE NOM⋅ηQ

/

ηE (61) 

According to the European Directive on Energy Efficiency 2012/27/ 
EU (EED) [39], micro-CHP is defined as cogeneration with a maximum 
electric capacity below 50 kWe. Since only micro-CHP technologies are 
considered, the installed nominal electric power has to be lower than 
this value. 

ĖICE NOM ≤ 50 (62)  

2.3.6.3. Solar thermal collectors. The type of collector selected for the 
analysis of this technology is flat plate solar collectors, as they are the 
most commonly used in the residential sector. The hourly solar global 
incident radiation on the collector surface (G) is obtained from the 
meteorological data of the building location. 

The radiation absorbed by the solar collector, Rabs(d,h), is calculated 
as follows: 

Rabs(d, h) ≤ ηST(d, h)⋅(1 − σ)⋅G(d, h) + M⋅ST (63) 
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Rabs(d, h) ≥ ηST(d, h)⋅(1 − σ)⋅G(d, h) − M⋅ST (64)  

ST bin (65) 

where ηST is the thermal efficiency —obtained from the hourly 
ambient temperature, the hourly incident radiation and the mean tem
perature in the collector—,σ is the value of orientation and inclination 
losses, G(d,h) is the hourly incident radiation and ST is the binary var
iable which defines whether the technology is installed or not. 

Heat generated by the solar collectors is the product of the absorbed 
heat Rabs(d,h) and the installed surface SST. 

QST(d, h) = Rabs(d, h)⋅SST (66) 

Moreover, the ratio between the solar tank volume and the solar 
collector surface, rV-S, must be between a range of values. 

VSTO,ST (d, h) = rV − S⋅SST (67)  

2.3.6.4. Air-water heat pumps. Two binary variables, HP and HP(d,h), 
are defined for this heat pump. The first represents whether this tech
nology is installed, while the second refers to the operation of this 
technology at instant (d,h) if installed. These two variables are related to 
each other, so the device can operate (HP(d,h) = 1) only when it is 
installed (HP = 1). 

HP(d, h) ≤ HP (68)  

HP,HP(d, h) bin (69) 

The thermal power produced by the heat pump will be zero when the 
equipment does not operate or, on the contrary, it will operate between 
the minimum part-load ratio and full load. This if-else problem can be 
solved by the HP(d,h) binary variable and the big-M method. Thus, if HP 
(d,h) is equal to unit, HP operates between the modulation range 
(PLHP_MIN ⋅ QHP_NOM ≤ QHP(d,h) ≤ QHP_NOM ⋅ t); otherwise, (QHP(d,h) = 0) 
the heat generation is zero. 

QHP(d, h) ≤ M⋅HP(d, h) (70)  

QHP(d, h) ≥ − M⋅HP(d, h) (71)  

QHP(d, h) ≤ Q̇HP NOM⋅t + M⋅(1 − HP(d, h) ) (72)  

QHP(d, h) ≥ PLHP MIN ⋅Q̇HP NOM⋅t − M⋅(1 − HP(d, h) ) (73) 

The consumption of electricity in the heat pump EHP(d,h) is 

calculated as the ratio between the nominal heat and the coefficient of 
performance (COP), whose value depends on the return temperature of 
water and the ambient temperature. 

EHP(d, h) = QHP(d, h)/COPHP(d, h) (74)  

2.3.6.5. Photovoltaic panels. The electricity generation is determined 
from the hourly production profiles defined by the Royal Decree 413/ 
2014 [40], as the product of the nominal power installed and the hourly 
operation factor foPV. 

EPV(d, h) = ĖPV,NOM⋅t⋅foPV(d, h) (75)  

2.3.6.6. Thermal energy storage. According to the superstructure 
(Fig. 2), the installation of TES is conditioned by the installation of BB, 
ICE, ST and HP generation systems. For the configuration of TES ar
ranged in parallel with the generation system and considering the pos
sibility of simultaneous charging and discharging [32], the energy 
balance of TES is applied as follows: 

QSTO(d, h) = QSTO(d, h − 1)+QCHAR(d, h) − QDISCH(d, h) − QLOSS(d, h) (76) 

Where QSTO(d,h) is the heat stored every hour, QSTO(d,h-1) is the heat 
stored in the previous instant, QCHAR(d,h) and QDISCH(d,h) are, respec
tively, the thermal energy charged and discharged, and QLOSS(d,h) 
represents the thermal losses calculated as a percentage of the thermal 
energy content in the previous instant. 

QLOSS(h) = PCTLOSS⋅QSTO(d, h − 1) (77) 

Due to the fact that the generation systems are directly connected to 
the TES, all the thermal energy produced Qk(d,h) is charged into the 
tank. As aforementioned, the useful heat supplied by each technology 
Qk,U(d,h) is the thermal energy discharged from its corresponding tank. 

QCHAR(d, h) = Qk(d, h) (78)  

QDISCH(d, h) = Qk,U(d, h) (79) 

In the case of ST, the thermal energy discharged is distributed to high 
and low temperature circuits: 

QDISCH(d, h) = QST,HT(d, h)+QST ,LT(d, h) (80) 

Apart from this, the QDISS,ST(d,h) term is included within the losses in 
the solar tank. This term corresponds to the heat losses to the sur
roundings, which are dissipated through an air heater installed at the 
exit of the collectors to prevent the overheating of the solar circuit. 

QLOSS(h) = PCTLOSS⋅QSTO(d, h − 1) + QDISS,ST(d, h) (81) 

On the other hand, the discharged energy cannot be greater than the 
heat content in the previous instant. 

QDISCH(d, h) ≤ QSTO(d, h − 1) (82) 

Furthermore, it is assumed that there is no heat stored in the initial 
instant. The heat stored at every instant must be lower than the 
maximum capacity of the TES, QCAP. If any particular technology was 
not installed, the energy produced, and consequently the energy stored 
and the capacity of the corresponding TES, would be zero. 

QSTO(d, 0) = 0 (83)  

QSTO(d, h) ≤ QCAP (84) 

The maximum capacity (QCAP)is related to the TES volume (VTES) by 
the following equation: 

VTES =
QCAP⋅3600
cw⋅ρ⋅ΔT

(85) 

where VTES is the capacity of the inertia tank in litres, QCAP is the 
maximum capacity of the TES in kWh, cw is the specific heat in kJ/kg⋅K, 

Fig. 3. Building model.  
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ρ is the density in kg/l, and ΔT is the temperature difference between top 
and bottom in the tank in K. 

2.4. Case study 

The selected residential building is a recently built multi-storey 
building located in a cold climate in the north of Spain, which in
cludes 176 social dwellings. The characteristics of the building are 
included in Appendix A. The heating demand is calculated by means of 
the modelling and analysis of the building in the transient building en
ergy simulation software Trnsys 17 (Fig. 3). For that, the characteristics 
of the building have to be determined: occupation, set-point tempera
tures, ventilation and infiltration rates, envelope properties, etc [41] 
(Appendix A). According to the hourly simulation results, the annual 
space heating demand is 600.5 MWh. 

Regarding the DHW demand, this is calculated according to the 
Spanish Technical Building Code (CTE), which establishes that the daily 
consumption in dwellings is 28 l/(person⋅day) [42]. To determine the 
occupation of the dwellings, the minimum value of occupation estab
lished by the CTE is considered, which is a function of the total number 
of bedrooms. The DHW hourly consumption in litres is obtained from 

the product of the hourly and monthly multiplier factors [43] and the 
aforementioned daily consumption. These multiplier factors are shown 
in and in Appendix A. In order to determine the DHW demand in terms 
of energy, the cold water entering and the supply temperatures must be 
defined. The DHW supply temperature is assumed to be 60 ◦C, while for 
the cold-water temperature, the monthly average values provided by the 
CTE for the building location are used [42]. The calculated annual DHW 
demand is 289.6 MWh. 

From the hourly heating and DHW demand, the monotonic curves 
can be calculated. In Fig. 4, the monotonic curve of the representative 
demand —calculated with 13 representative days— is compared to the 
monotonic curve obtained from the simulation results. As shown, the 
representative curve is correctly fitted to the simulated demand, the 
maximum hourly error being lower than 5%. 

Regarding the electricity demand, this is calculated by means of the 
annual and daily profiles shown in and [44] in Appendix A, respectively, 
and supposing an average annual electricity demand of 3100 kWh for a 
dwelling unit in Vitoria-Gasteiz [45]. 

2.4.1. Technical, economic and environmental data 
In this section, a literature review is presented to determine the 

Fig. 4. Comparison between simulated and representative curve of thermal demand.  

Table 2 
Technical features of technologies.  

Technology nk (years) Yk MIN Yk MAX Unit of Yk_NOM Efficiency 

BB 15 16 660 kW ηBB,30(LHV) = 90.3% ; ηBB,100(LHV) = 91.9% ; ηBB,ave(LHV) : 91.1% ; PLBB MIN = 0.30 
CB 15 50 660 kW ηCBHT

(LHV) = 98.163 − 0.6015⋅PL (for Tr = 60 ◦C) ηCBHT ,ave(LHV) : 97.8% 
ηCBLT

(LHV) = 108.138 − 3.766⋅PL (for Tr = 35 ◦C)  
ηCBLT,ave

(LHV) : 106.0% 
LTB 15 120 660 kW ηLTB(LHV) = 93.784 − 1.109⋅PL (for Tr = 35 ◦C)  

ηLTB,ave(LHV) : 93.2% 
ICE 15 1 50 kW ηICE,E = 21.188⋅ĖICENOM

0.116

ηICE,Q = 71.735⋅ĖICE NOM
− 0.057

ηICE,E,ave = 60.3% ; ηICE,Q,ave = 30.4% 
ST 25 4 130 m2 

ηST(d, h) =
(

0.8057 − 6.0143⋅
Tave − Tamb(d, h)

G(d, h)

)
σ = 6% ; rv− s = 75

l
m2 ; Tave = 45ºC 

HP 20 21 660 kW COPHP(d, h) = 0.09⋅Tamb(d, h) + 3.5514 (for Tr = 35 ◦C) 
PLHP MIN = 0.08 (8%) 

PV 25 130 58,700 W fop (d,h) 
TES 15 100 25,000 l PCTLOSS,HT = 1% (for TSTO = 70 ◦C) 

PCTLOSS,LT = 0.6% (for TSTO = 45 ◦C) 
ΔT = 20 ºC  
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technical characteristics of the considered technologies, their invest
ment costs and the environmental impact during the manufacturing 
process. From generic data provided by the manufacturers, catalogues 
and experimental testing, the efficiency, cost and emission curves are 
defined and outlined in Tables 2, 3 and 6, respectively. Apart from this, 
the economic cost and the environmental impact of the different energy 
resources are also established. 

The technical features of the equipment are summarized in Table 2. 
Within this information, the useful life of every technology, the sizing 
limits and the efficiency or loss functions are highlighted. As mentioned 
in Section 2.6, the minimum sizing value is that corresponding to 
commercialized devices used in collective installations for both space 
heating and DHW. On the other hand, its maximum value depends on 
the instantaneous maximum thermal power required in the case of BB, 
CB, LTB and HP, on the maximum surface available in the case of ST and 
PV, on the maximum value established for micro-CHP in ICE, and on the 
space of the boiler room that can be used for accumulation in the case of 
TES. 

Regarding the available area for installing solar technologies, roof 
and south-east orientation façades are considered. As two different solar 
technologies can be installed, it has been established that ST collectors 
would be installed on the roof and PV panels would be integrated into 
the building façade —the maximum surface that can be installed being 

the actual one (422 m2 with an installed power of 58.7 kW). Considering 
that ST panels would be installed on the inclined roof —with an incli
nation angle of 30◦ and south-east orientation with an azimuth of 7◦—, 
the maximum surface available is 130 m2. The minimum surface 
considered for a block of flats if solar thermal collectors are installed is 4 
m2 [46]. 

Furthermore, the generic efficiency and loss curves are obtained for 
every technology. As the generic data of the technologies are considered, 
the average thermal efficiencies are calculated according to the afore
said curves. In the case of CB and LTB boilers, the efficiency curves were 
developed within the framework of the Defra Market Transformation 
Programme (MTB) [47]. These curves fit a polynomial equation which 
depends on the temperature of the return water and the load. In Table 3, 
the efficiency functions are defined for both HT and LT generation. 
Concerning BB, the efficiency of 166 devices is analysed in [48] for both 
30% part-load ratio and full-load. Meanwhile, the thermal and electric 
efficiencies of ICE are determined in [49], where 59 ICE-based micro- 
CHP units are analysed. 

In order to calculate the absorbed heat in ST, the value of the 
orientation and inclination losses (σ) and the efficiency (ηST(d,h)) have 
to be determined. According to the CTE, the value of σ has to be lower 
than 10%, with a common setting being at 6% [50]. The ηST(d,h) is 
calculated from the hourly incident radiation G(d,h) and the ambient 
temperature Tamb(d,h) [46], whose values for the city of Vitoria-Gasteiz 
are obtained from the Meteonorm meteorological database [51]. The 
hourly ambient temperature is also used to determine the hourly COP of 
HP —obtained for a return temperature of 35 ◦C [52]. 

Concerning the heat losses of the TES, these are calculated for both 
HT and LT levels in [41], according to the procedure developed in the 
Technical Guide “Design and calculation of the thermal insulation of 
pipes, appliances and equipment” [53]. 

Regarding the investment and maintenance costs —shown in 
Table 3—, data are obtained from the BEDEC database [54] and from the 
CYPE Construction Price Generator [55]. In the case of ICE, data are 
obtained from [49]. The ST costs include the solar panels, primary cir
cuit, solar tank and installation [46]; whereas, in the PV installation, the 
modules and inverters are considered. Apart from this, in order to 
calculate the annual amortization of the investment, the effective in
terest rate i has to be known. This value is assumed to be 5% [56,57]. 
Furthermore, the income of electricity sales for both ICE and PV tech
nologies are 4.58c€/kWh and 5.06c€/kWh, respectively [58]. 

As shown in Table 3, the investment cost functions of ICE and TES 
vary according to a potential function, so they have to be approximated 
to linear functions through line segments. In this linearization, the 
electric power and volume are divided into different segments for ICE 
and TES, respectively, obtaining an a⋅x + b type expression. The co
efficients a and b for ICE are those shown in Table 4: 

The linearized cost function for ICE is expressed by the following 
equations: 

Table 3 
Investment and maintenance costs.  

Technology Investment cost (€) Maintenance cost (€/y) 

BB CBB = 197.61⋅Q̇BB NOM + 14504 (R2 = 0.9716) 0.04⋅CBB 

CB CCB = 39.42⋅Q̇CB NOM + 8772 (R2 = 0.9477) 0.095⋅CCB 

LTB CLTB = 15.16⋅Q̇LTB NOM + 4065 (R2 = 0.9864) 0.095⋅CLTB 

ICE CICE = 5714.7⋅ĖICE NOM
0.6558 (R2 = 0.9549) 0.028⋅EICE 

ST CST = 770.29⋅SST + 3445 (R2 = 0.9997) 0.051⋅CST 

HP CHP = 285.34⋅Q̇HP NOM − 1422 (R2 = 0.9912) 0.064⋅CHP 

PV CPV = 0.2266⋅ĖPV NOM + 610 (R2 = 0.9393) 0.015⋅CPV 

TES CTES = 29.968⋅VTES
0.6382 (R2 = 0.9587) 0.021⋅CTES  

Table 4 
Coefficients for linear approximation of ICE investment cost.  

EICE,NOM (kW) a b 

0–1 5714.70 0 
1–5 2676.37 3038.33 
5–10 1889.93 6970.54 
10–20 1488.78 10982.01 
20–50 1119.16 18374.47  

Table 5 
Coefficients for linear approximation of TES investment cost.  

Volume (l) a b 

0–500 3.1635 0 
500–1000 1.7601 701.69 
1000–5000 1.1036 1358.3  

Table 6 
GHG emissions of manufacturing.  

Technology Fabrication CO2-eq emissions (kg) 
BB CO2,BB = 49.516⋅Q̇BB NOM + 1080 (R2 = 0.9694) 

CB CO2,CB = 9.5207⋅Q̇CB NOM + 1576 (R2 = 0.9534) 
LTB CO2,LTB = 10.934⋅Q̇LTB NOM + 1192 (R2 = 0.9889) 
ICE CO2,ICE = 226.16⋅ĖICE NOM + 1557 (R2 = 0.8868) 
ST CO2,ST = 129.48⋅SST + 874 (R2 = 0.9999) 
HP CO2,HP = 63.595⋅Q̇HP NOM + 3552 (R2 = 0.9626) 
PV CO2,PV = 1508⋅ĖPV NOM (R2 = 1.0000) 
TES CO2,TES = 0.4505⋅VTES + 646 (R2 = 0.9593)  

E. Pérez-Iribarren et al.                                                                                                                                                                                                                        



Energy Conversion and Management 292 (2023) 117326

12

CICE = 5714.70⋅x1 + 2676.37⋅x2 + 3038.33⋅λ2 + 1889.93⋅x3 + 6970.54⋅λ3

+ 1488.78⋅x4 + 10982.01⋅λ4 + 1119.16⋅x5 + 18374.47⋅λ5

(86)  

ĖICE,NOM = x1 + x2 + x3 + x4 + x5 (87)  

λ1, λ2, λ3, λ4, λ5 bin (88)  

λ1 + λ2 + λ3 + λ4 + λ5 = 1 (89)  

0 ≤ x1 ≤ 1⋅λ1 (90)  

1⋅λ2 ≤ x2 ≤ 5⋅λ2 (91)  

5⋅λ3 ≤ x3 ≤ 10⋅λ3 (92)  

10⋅λ4 ≤ x4 ≤ 20⋅λ4 (93)  

20⋅λ5 ≤ x5 ≤ 50⋅λ5 (94) 

In the case of TES, the coefficients are shown in Table 5: 
Through applying the linearization by segments, the cost function for 

TES can be expressed as follows: 

CTES ≥ 3.1635⋅x1 + 1.7601⋅x2 + 701.69⋅λ2 + 1.0360⋅x3 + 1358.3⋅λ3

− M⋅(1 − BB) (95)  

VTES = x1 + x2 + x3 (96)  

λ1, λ2, λ3 bin (97)  

λ1 + λ2 + λ3 = 1 (98)  

0 ≤ x1 ≤ 500⋅λ1 (99)  

500⋅λ2 ≤ x2 ≤ 1000⋅λ2 (100)  

1000⋅λ3 ≤ x3 ≤ Vmax⋅λ3 (101) 

Besides the economic data of technologies, the environmental impact 
also has to be known. The GHG emitted during the manufacture of de
vices are expressed through regression equations obtained using both 
the Ecoinvent 3 [59] and the BEDEC [54] databases. This information is 
shown in Table 6. 

On the other hand, both the price and environmental impact [60] of 
the energy resources are also determined. These prices and emissions 
—outlined in Table 7— correspond to the economic and environmental 
values in the construction period. The aim of considering the prices and 
emissions in this period is to compare the optimal solutions with the 
current installation, whose technical, economic and environmental 
feasibilities were analysed under those conditions. In the case of envi
ronmental impact of biomass, in the construction period it was consid
ered carbon–neutral and no GHG emissions of its preparation and 
transport were considered. 

2.4.2. Legal constraints 
As aforementioned, the feasibility of the plant is closely related to the 

normative in force in the country where the building is located. For this 
reason, legal constraints have to be analysed for the case study. 

In this case, the CTE determines that a certain percentage of the DHW 
demand must be supplied by renewable energy sources or high effi
ciency systems, such as cogeneration [42]. Thus, the sum of thermal 
energy production by the ICE, the BB and the STHT has to be equal to or 
greater than the minimum renewable —or high efficiency— contribu
tion (RCmin) required, which is variable depending on the climate zone. 

Table 7 
Prices and GHG emissions of resources.  

Resource Price (c€/kWh) CO2-eq 

(g/kWh) 

Natural gas 5.73 252 
Biomass 5.19 0 
Electricity 12.41 399  

Fig. 5. Economic optimal configuration.  
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∑

h

(
QSTO,ICE(d, h) + QSTO,BB(d, h) + QST ,HT(d, h)

)

≥ RCmin⋅
∑

d

∑

h
QDHW(d, h) (102) 

Moreover, the CTE requires that solar energy installations include a 
conventionally fuelled auxiliary system, which ensures the continuation 
of supply. The sizing of this auxiliary system is carried out considering 
that all the demand can be covered by the auxiliary system [61]—as if 
solar thermal were not installed. The auxiliary system will only start up 
when the energy generated by the collectors is not enough to supply the 
energy demand. CB and LTB are the technologies conventionally used as 

auxiliary systems [62]; whereas BB, ICE and HP are technologies used as 
auxiliary systems or as an alternative to ST. Apart of this, according to 
the CTE, if solar thermal is installed, the ratio between the solar tank 
volume and the solar collector surface rV-S must be in the interval 50 – 
180 L/m2 (Eq. (67). 

When the auxiliary system is used to supply HT demand, the sum of 
the nominal thermal power of all the conventional technologies oper
ating at HT has to be greater than the maximum demand at HT —DHW 
demand and heating demand when this is supplied at this temperature 
level (HEATHT = 1). 

Q̇CB HT NOM + Q̇BB NOM ≥ Q̇DHW,MAX + Q̇HEAT ,MAX • HEATHT (103) 

Fig. 7. Pareto Front of the case study.  

Fig. 6. Optimal environmental configuration.  
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In the case of LT terminal units, the sum of the nominal thermal 
power of all the conventional technologies that operate at LT has to be 
greater than the maximum demand at LT (HEATHT = 0). 

Q̇CB LT NOM + Q̇LTB NOM + Q̇HT NOM ≥ Q̇HEAT,MAX ⋅(1 − HEATHT) (104) 

With respect to cogeneration, the EED [39] establishes that micro- 
CHP can be considered as high efficiency cogeneration whenever pri
mary energy savings (PES) are achieved compared to the separate pro
duction of heat and electricity through conventional means. Hence, the 
PES indicator has to be positive. 

PES(%) =

⎛

⎝1 −
1

ηQ
Ref Hη

+
ηE

Ref Eη

⎞

⎠⋅100 ≥ 0 (105) 

where ηE and ηQ are the average electric and thermal efficiencies of 
the cogeneration system, and Ref Eη and Ref Hη are the harmonised 
reference values for the separate production of electricity and heat 
established by the European Commission in application of Directive 
2012/27/EU [63]. The harmonised reference efficiency of the separate 
production of electricity corresponds to the overall efficiency of the 
electric grid –including grid losses–, whereas the harmonised value of 
the separate production of heat is the efficiency of generating it through 
a natural gas boiler. According to Directive 2012/27/EU, for natural gas 
fuelled cogeneration installations projected before 2016, the harmon
ised reference efficiencies for the separate production of electricity and 
heat are 45% and 90%, respectively. 

If a buffer tank is installed with the cogeneration unit, the useful heat 

Fig. 8. Multi-objective solution in percentage terms.  

Table 8 
Optimal solutions of the Pareto Front.    

Unit Env. optimal A B C D E F G Econ. optimal 

BB QBB_NOM kW 355.1 228.0 195.6 59.8 54.9 41.4 – – – 
BB STO VBB l 20,306 17,465 15,160 6024 5119 3479 – – – 
ICE EICE_NOM kW – – – – – – 6.2 6.2 6.0 
ICE STO VICE l – – – – – – 1137 966 1114 
CB_HT QCB_HT_NOM kW 135.7 231.3 270.4 74.8 79.7 93.2 134.6 134.6 134.6 
ST SST kW – – – – – – – – – 
ST STO VVST l – – – – – – – – – 
CB_LT QCB_LT_NOM kW – – – – – – – – – 
LTB QLTB_NOM kW – – – 338.8 371.1 382.2 371.1 371.1 392.5 
HP QHP_NOM kW – – – 200.0 167.7 156.6 167.7 167.7 146.3 
LT STO VLT l – – – 16,985 9239 8747 9239 9239 7445 
PV EPV_NOM kW 58.7 58.7 28.1 58.7 28.8 – 53.8 14.7 – 
Consumed biomass MWh/a 1038.3 922.6 882.3 327.7 306.2 268.2 – – – 
Consumed NG-total MWh/a 4.3 62.5 102.5 31.6 91.3 140.7 432.5 434.1 463.6 
Consumed NG-ICE MWh/a – – – – – – 152.5 145.7 145.9 
Useful heat-ICE MWh/a – – – – – – 90.7 86.9 86.9 
Produced electricity-ICE MWh/a – – – – – – 46.4 44.3 44.4 
Produced electricity-PV MWh/a 81.2 81.2 38.9 81.2 39.9 – 74.5 20.3 – 
Consumed electricity- HP MWh/a – – – 143.2 132.0 128.3 132.0 130.8 123.5 
Purchased electricity MWh/a 448.9 448.9 491.2 592.1 622.2 658.4 541.2 596.3 609.2 
Sold electricity MWh/a 0 0 0 0 0 0 0 0 0 
REE % – – – – – – 89.71 90.14 89.98 
PES % – – – – – – 25.20 25.28 25.26 
Annual amortization €/a 21,625 19,285 13,424 21,524 14,848 9288 18,053 11,429 8246 
O&M cost €/a 117,361 113,978 118,072 101,764 105,895 109,799 100,874 106,188 108,505 
Annual overall cost €/a 138,986 133,263 131,496 123,288 120,743 119,087 118,927 117,617 116,751 
CO2-eq of components Ton/a 5.6 5.2 3.2 5.9 3.7 1.9 5.1 2.7 1.8 
Operation CO2-eq Ton/a 180.2 194.8 221.8 244.1 271.3 298.1 324.9 347.3 359.9 
Annual overall CO2-eq Ton/a 185.8 200.0 225.0 250.0 275.0 300.0 330.0 350.0 361.7  
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obtained from the TES has to be considered for calculating thermal ef
ficiency, instead of the gross heat produced by the engine. Furthermore, 
the PES indicator has to be greater than zero only if the micro-CHP unit 
is installed. According to these considerations, the constraint is 
expressed as: 
∑

d
∑

hQSTO,ICE(d, h)/
∑

d
∑

hFICE(d, h)
Ref Hη

+

∑
d
∑

hEICE(d, h)/
∑

d
∑

hFICE(d, h)
Ref Eη

− 1+M(1 − ICE) ≥ 0
(106) 

The same criterion is considered for the equivalent electric efficiency 

(REE) indicator. The Spanish Royal Decree 661/2007 [64] determines 
the cogeneration efficiency by means of the REE, which compares the 
cogenerated electricity and the conventional electricity production. This 
Royal Decree establishes that the REE must be greater than or equal to 
49.5% in the case of natural gas micro-CHP engines. 

REE =
EICE

FICE −
(

QICE,U
RefHη

) ≥ 49.5% (107) 

The minimum value of the REE of the micro-CHP, as is the case with 
the PES, is only considered when this technology is installed (ICE = 1): 

Fig. 10. Hydraulic scheme of the current thermal plant.  

Fig. 9. Optimal multi-criteria configuration.  
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∑

d

∑

h
EICE(d, h) ≥ 0.495⋅

(
∑

d

∑

h
FICE(d, h)

−
∑

d

∑

h
QSTO,ICE(d, h)

/

RefHη

)

− M⋅(1 − ICE)

(108)  

3. Results and discussion 

3.1. Optimal economic configuration 

The optimal structure of the plant which minimizes the overall 
economic cost is shown in Fig. 5. The optimal nominal power and the 
investment cost of each technology, as well as the annual energy 
streams, are depicted. The DHW demand is supplied by an ICE with a 
nominal electric power of 6.03 kWe and a nominal thermal power of 
11.96 kWt, supported by a natural gas condensing boiler. In the optimal 
heating system, LT terminal units are installed and this demand is sup
plied by an air–water heat pump supported by a low temperature boiler. 
Both the heat pump and users’ electricity consumption are supplied by 
the ICE and the electricity grid. 

3.2. Optimal environmental configuration 

The optimal environmental structure, which minimizes the equiva
lent CO2 emissions, is made of both a biomass boiler and a condensing 
boiler to supply all the thermal demand at HT, as shown in Fig. 6. Most 
of the thermal energy is provided by the biomass boiler, whereas the 
condensation boiler is only used for peak demand periods. Since the TES 

capacity for the biomass boiler and the volume of wood pellet storage 
require a large additional space, a technical feasibility study should be 
carried out to determine if the proposal can be implemented. 

Regarding the electricity demand, this is supplied by both PV mod
ules and electricity from the grid, the installed surface of PV modules 
being the maximum surface supposed for this technology. 

3.3. Optimal multi-criteria configuration 

The first step for defining the Pareto front is to establish the upper 
and lower limits of the f1 function —where CO2-eq emissions are min
imized—, and whose values correspond to the optimal economic (361.7 
ton of CO2-eq) and environmental (185.8 ton of CO2-eq) configurations, 
respectively. The interval between these values is divided into 8 sub- 
intervals, obtaining A-G points with their respective values of εj (εA, 
εB, …, εG). In Fig. 7, the solutions of the Pareto Front are outlined. 

At points A and B —which are the closest to the environmental 
optimum—, the structure is composed of a biomass boiler and an 
auxiliary condensing boiler to supply DHW and heating at HT. Both 
cases include PV modules for electricity generation. According to the 
results outlined in Table 8, as CO2-eq emissions increase and the global 
cost decreases, the PV surface is reduced, as well as the biomass boiler’s 
nominal power, whereas the nominal power of the condensing boiler is 
greater. 

In the optimal configuration for the points C, D and E, heating is 
generated at LT with air source heat pumps supported by low temper
ature boilers. To supply DHW, a biomass boiler is installed with a 
condensing boiler as support for peak demand periods. PV modules are 
installed in both cases C and D, reducing the installed nominal power 

Table 9 
Comparative analysis among the optimal solutions and the current installation.    

Unit Environm. optimal Multiobjc. optimal Economic optimal Current installation 

BB QBB_NOM kW 355.1 59.8 – – 
BB STO VBB l 20,306 6024 – – 
ICE EICE_NOM kW – – 6.0 11.0 
ICE STO VICE l – – 2512 3000 (+3000) 
CB_HT QCB_HT_NOM kW 135.7 74.8 134.6 1000 
ST SST kW – – – – 
ST STO VVST l – – – – 
CB_LT QCB_LT_NOM kW – – – – 
LTB QLTB_NOM kW – 338.8 392.5 – 
HP QHP_NOM kW – 200.0 146.3 – 
LT STO VLT l – 16,985 9071 – 
PV EPV_NOM kW 58.7 58.7 – 58.7 
Consumed biomass MWh/a 1038.3 327.7 – – 
Consumed NG-total MWh/a 4.3 31.6 463.6 1086.5 
Consumed NG-ICE MWh/a – – 145.9 327.5 
Useful heat-ICE MWh/a – – 86.9 195.5 
Produced electricity-ICE MWh/a – – 44.4 87.9 
Produced electricity-PV MWh/a 81.2 81.2 – 81.2 
Consumed electricity- HP MWh/a – 143.2 123.5 – 
Purchased electricity MWh/a 448.9 592.1 609.2 361.0 
Sold electricity MWh/a 0 0 0 0 
REE % – – 89.98 79.71 
PES % – – 25.26 20.60 
Annual amortization €/a 21,625 21,524 8246 20,857 
O&M cost €/a 117,361 101,764 108,505 113,370 
Annual overall cost €/a 138,986 123,288 116,751 134,227 
CO2-eq of components Ton/a 5.6 5.9 1.8 4.9 
Operation CO2-eq Ton/a 180.2 244.1 359.9 417.9 
Annual overall CO2-eq Ton/a 185.8 250.0 361.7 422.8  

Table 10 
Electricity tariffs.  

Tariff 0–1 h 1–7 h 7–12 h 12–13 h 13–22 h 22–23 h 23–24 h 

No hourly discrimination (NHD) 0.1241  0.1241  0.1241  0.1241  0.1241  0.1241  0.1241 
2-period hourly discrimination (2PHD) Summer  0.0580  0.0580  0.0580  0.0580  0.1488  0.1488  0.0580 

Winter  0.0580  0.0580  0.0580  0.1488  0.1488  0.0580  0.0580  
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until case E, when its installation becomes economically unprofitable. 
Finally, cases F and G have the same configuration for the economic 

optimum, with the exception of the installation of PV modules, whose 
surface decreases as the global cost gets lower; and finally they are not 
installed in the economic optimum. Hence, DHW is produced by ICE- 
based micro-CHP and condensing boiler technologies; while space 

heating is generated at LT by an air–water heat pump with low tem
perature boiler as the auxiliary system. The micro-CHP engine —as well 
as the PV modules in cases F and G— provides electricity to meet both 
the end-user demand and the heat pump consumption. 

The solution for the multi-objective problem is the point of the 
Pareto Front which achieves greater improvements in percentage terms 
when both objectives are considered at the same time. Therefore, as 
shown in Fig. 8, point C of the Pareto Front is the optimal multi-objective 
solution as it is the closest to the origin of the objective-axes. 

In Fig. 9, the optimal structure of point C is illustrated. As can be 
seen, a biomass boiler would provide most of the DHW demand and peak 
demands would be covered by the condensing boiler. Meanwhile, the 
air-source heat pump technology —partially fuelled by PV modules— is 
used to supply heating at low temperature, supported by a low tem
perature boiler. 

3.4. Validation 

In order to validate the proposed method, the results are compared 
with those obtained for the current installation operating under optimal 
conditions. The current installation has two natural gas-fuelled micro- 
cogeneration units —based on reciprocating internal combustion 
engines—, supported by two natural gas-fired condensing boilers. Be
sides that, the residential building includes PV modules integrated in the 
facade. 

The centralized heating and DHW installation produces hot water at 
80◦/60 ◦C. It is composed of two natural gas condensing boilers that 
operate in cascade with a modulation range of 320–500 kW. As 
mentioned above, the CTE establishes a minimum contribution of 
renewable energy sources or high efficiency systems to the DHW pro
duction. This value is 30% for the location of the building under study. 
For that purpose, two ICE-based micro-CHP units are installed with TES 
arranged in parallel. These engines operate at full load —with no 
modulation possibility— and the thermal and electric nominal power of 
each unit are 12.5 kW and 5.5 kW, respectively. Apart from this, they are 

Table 11 
Influence of electricity tariffs.    

Unit Econ. optimal 2PHD 

BB QBB_NOM kW – – 
BB STO VBB l – – 
ICE EICE_NOM kW 6.0 17.0 
ICE STO VICE l 1114 3451 
CB_HT QCB_HT_NOM kW 134.6 134.6 
ST SST kW – – 
ST STO VVST l – – 
CB_LT QCB_LT_NOM kW – – 
LTB QLTB_NOM kW 392.5 345.0 
HP QHP_NOM kW 146.3 193.8 
LT STO VLT l 7445 15,152 
PV EPV_NOM kW – – 
Consumed biomass MWh/a – – 
Consumed NG-total MWh/a 463.6 395.8 
Consumed NG-ICE MWh/a 145.9 150.7 
Useful heat-ICE MWh/a 86.9 86.9 
Produced electricity-ICE MWh/a 44.4 45.8 
Produced electricity-PV MWh/a – – 
Consumed electricity- HP MWh/a 123.5 142.3 
Purchased electricity MWh/a 609.2 626.6 
Sold electricity MWh/a 0 0 
REE % 89.98 84.59 
PES % 25.26 24.02 
Annual amortization €/a 8246 11,636 
O&M cost €/a 108,505 93,030 
Annual overall cost €/a 116,751 104,666 
CO2-eq of components Ton/a 1.8 2.3 
Operation CO2-eq Ton/a 359.9 349.8 
Annual overall CO2-eq Ton/a 361.7 352.1  

Table 12 
Influence of market prices.     

Electricity − 30% Electricity 0% Electricity 30%   

Unit NG − 30% NG 0% NG 30% NG − 30% NG 0% NG 30% NG − 30% NG 0% NG 30% 

BB QBB_NOM kW – 16.0 52.8 – – 51.0 – – 52.9 
BB STO VBB l – 681 4828 – – 4700 – – 4852 
ICE EICE_NOM kW 10.0 – – 29.1 6.0 – 45.6 29.9 – 
ICE STO VICE l 853 – – 8007 1114 – 10,830 7855 – 
CB_HT QCB_HT_NOM kW 134.6 118.7 81.8 421.7 134.6 83.6 373.4 134.6 81.7 
ST SST kW – – – – – – – – – 
ST STO VVST l – – – – – – – – – 
CB_LT QCB_LT_NOM kW – – – – – – – – – 
LTB QLTB_NOM kW 406.5 372.5 343.0 – 392.5 355.2 – 411.0 378.7 
HP QHP_NOM kW 132.3 166.3 195.8 – 146.3 183.5 – 127.7 160.1 
LT STO VLT l 6557 9198 15,759 – 7445 12,286 – 7260 9198 
PV EPV_NOM kW – – – – – – – 58.7 58.7 
Consumed biomass MWh/a – 113.3 300.3 – – 298.5 – – 301.7 
Consumed NG-total MWh/a 505.5 269.9 55.4 1165.9 463.6 74.5 1364.4 642.6 104.3 
Consumed NG-ICE MWh/a 179.9 – – 642.3 145.9 – 988.0 484.3 – 
Useful heat-ICE MWh/a 106.4 – – 378.0 86.9 – 521.9 277.9 – 
Produced electricity-ICE MWh/a 54.7 – – 195.3 44.4 – 300.3 147.3 – 
Produced electricity-PV MWh/a – – – – – – – 81.2 81.2 
Consumed electricity- HP MWh/a 116.9 131.5 142.0 – 123.5 137.8 – 114.5 129.6 
Purchased electricity MWh/a 592.3 661.6 672.1 342.0 609.2 667.9 267.6 416.5 578.5 
Sold electricity MWh/a 0 0 0 7.2 0 0 37.8 0.4 0 
REE % 88.69 – – 87.85 89.98 – 73.58 83.92 – 
PES % 24.97 – – 24.79 25.26 – 20.78 23.87 – 
Annual amortization €/a 8423 8860 11,137 7344 8246 10,486 8689 20,908 19,670 
O&M cost €/a 78,099 84,935 85,106 96,826 108,505 110,652 106,443 115,356 125,340 
Annual overall cost €/a 86,522 93,795 96,243 104,170 116,751 121,138 115,132 136,264 145,010 
CO2-eq of components Ton/a 1.7 1.7 2.2 1.2 1.8 2.1 1.5 5.8 5.5 
Operation CO2-eq Ton/a 363.7 332.0 282.1 430.3 359.9 285.3 450.6 328.1 257.1 
Annual overall CO2-eq Ton/a 365.4 333.7 284.4 431.5 361.7 287.4 452.1 333.9 262.6  

E. Pérez-Iribarren et al.                                                                                                                                                                                                                        



Energy Conversion and Management 292 (2023) 117326

18

directly connected to a buffer tank —which has a capacity of 3000 L— 
through a plate heat exchanger. This configuration allows simultaneous 
charging and discharging. The heat is distributed to both space heating 
terminal units and a DHW tank of 3000 L through a flow collector. The 
hydraulic scheme is shown in Fig. 10. 

Moreover, 256 PV modules are mounted over a structure installed on 
the south façade —as shown in Fig. 3 and —, having an inclination of 
60◦. The peak power installed is 58,688 Wp. In order to transform the 
direct current generated by the panels to alternating current, 12 in
verters of 5 kW each are installed. 

3.4.1. Optimal operation of the current installation 
The operation strategy of the current installation has been optimized 

according to both economic and environmental aspects. The optimiza
tion models are those explained in Section 2, while also fixing both the 
configuration and the capacity of the devices. Since only the operation is 
optimized in the current plant, there are no conflicting objectives. 
Hence, the optimal operation strategy is the same for both objectives, 

where micro-CHP units operate to meet the thermal energy demand and 
guarantee an efficient use of the energy resources, so their functioning 
has preference over the condensation boiler. 

In Table 9, energy, economic and environmental results are sum
marized to compare the economic, environmental and multi-criteria 
optimizations with the current installation. The optimal economic and 
multi-criteria solutions get better results, both economic and environ
mental, compared to the real plant, principally due to the decrease in 
operation costs and emissions. The investment cost is greater in the 
optimal multi-criteria solution than in the economic one —owing to the 
installation of PV modules—; whereas the operation cost is lower. 
Regarding the emissions of GHG, these are reduced from 14.5% in the 
economic optimum to 56.1% in the environmental optimum. As shown, 
emissions associated with the manufacturing of the equipment —which 
are greater in solutions with PV modules— contribute to the overall 
environmental impact in less than 3% in all cases. 

3.5. Sensitivity analysis 

The optimization of energy systems is susceptible to any modifica
tion in the energy market and therefore requires a sensitivity analysis to 
determine the dependence of the system on the different external factors 
involved. In this section, a sensitivity analysis has been carried out, 
taking into consideration the hourly discrimination in the electricity 
tariff and the variation in both electricity and natural gas prices. 

Regarding the electricity tariffs, the ones with hourly discrimination 
achieve better demand management, rewarding users who consume 
electricity during off-peak hours or self-consume the electricity gener
ated during peak hours. In order to assess the influence of electricity 

Table A1 
Characteristics of dwelling models.  

DWELLING TYPE T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16 

Useful surface (m2) 82 60 61 47 60 48 49 68 87 87 53 85 83 44 69 79 
Number of dwellings 8 16 16 16 16 8 8 8 8 16 16 8 8 8 8 8 
Bedrooms (u) 2 2 2 1 2 1 1 2 3 3 2 3 2 1 2 3 
Bathrooms and toilets (u) 1 1 1 1 1 1 1 1 2 2 1 2 1 1 1 2  

Table A2 
Characteristics of thermal zones.   

Dwellings Useful surface (m2) 

PV1 (P2-P7) T1-T2-T3-T4-T5 338.94 
PV2 T6-T7-T8 217.36 
PV3A T9-T10-T11 269.07 
PV3B T10-T11-T12 263.46 
PV4 T13-T14-T15 239.54 
PV5 T2-T3-T4-T5-T16 337.74  

Fig. A1. Floor plan of the building under study.  
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price variation, a new scenario is proposed —a 2-period hourly 
discrimination tariff (2PHD)—; it is then compared to the optimal eco
nomic solution for which no hourly discrimination tariff is assumed. As 
mentioned above, this electricity tariff, summarized in Table 10, cor
responds to the electricity prices in the construction year [65]. 

As shown in Table 11, the lowest overall cost is obtained for the two- 
period tariff, for which the configuration of the plant is the same as that 

obtained for the optimal economic reference case. Differences are found 
in larger engine sizes, heat pump and thermal energy storage systems for 
tariffs with hourly discrimination, including the consequent reduction in 
the REE and PES. This is due to the fact that, in this last case, the engine 
operates according to the electricity market prices. Thus, the engine 
operates during peak hours, providing electricity to both users and heat 
pump, remaining off during off-peak hours. 

Furthermore, a sensitivity analysis has been carried out to determine 
how both the design and operation strategy vary when a variation of ±
30% is applied to market prices for natural gas and electricity. The ob
tained solutions are summarized in Table 12. According to these results, 
micro-CHP technology is found to be less profitable if the price of 
electricity decreases and the natural gas price increases. By increasing 
the price of natural gas by 30%, the micro-CHP ceases to be competitive 
and, as no variation of biomass price is assumed, the biomass boiler 
supported by natural gas condensing boilers is the most interesting 
configuration. On the contrary, when the cost of natural gas is reduced 
by 30% and, for the current electricity cost or higher, the generation of 
high temperature heating by micro-CHP engines remains the most 
profitable technology. 

If the REE is analysed in micro-CHP solutions, this decreases with the 
increase in the cost of electricity, which is due to the increase in motor 
size. By installing greater power capacity and operating at full load, the 
number of operating hours of the equipment decreases and the losses in 
the tank increase in percentage terms, since the heat is not used at the 
moment it is generated or immediately after. 

Furthermore, the installed power capacity sizing of the air–water 

Fig. A2. Plan of the south façade.  

Table A3 
Thermal transmittances of enclosures and partitions.   

U-value [W/(m2⋅K)] 

Precast concrete façade 0.331 
Partition between common areas and dwellings 0.276 
Roof 0.399 
Floor 0.230  

Table A4 
Minimum required ventilation rate.   

Min. required ventilation rate [l/s]  

Per person Per m2 Other parameters 

Bedroom 5   
Living room 3   
Bathroom and Toilet   15 per room 
Kitchen  2  
Junk rooms and common areas  0.7   

Fig. A3. Hourly profile of internal gains (working days).  
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heat pump can also be affected by the variation in the purchase prices of 
electricity and natural gas. A decrease in the price of electricity leads to 
an increase in installed power capacity, as well as an increase in the cost 
of natural gas, which makes the air–water heat pump a more suitable 
solution than natural gas low-temperature boilers. 

Regarding the installation of photovoltaic solar technology, it should 
only be considered when the price of electricity increases and the cost of 
natural gas is greater than or equal to the current one. 

Finally, the sale of electricity can be economically interesting if there 
is a decrease in the price of natural gas for the current cost of electricity 
or higher. In this case, the heat pump installation is not a feasible so
lution and the installed nominal power of the micro-CHP device in
creases, reducing the overall electricity demand. Indeed, a continuous 
functioning of the micro-CHP unit at higher power is more profitable, as 
it enables greater self-consumption, despite selling the surplus elec
tricity at a non-competitive sale price. On the contrary, if the price of 

Fig. A4. Hourly profile of internal gains (weekends and holidays).  

Fig. A5. Hourly multiplicator factors of DHW demand.  

Fig. A6. Monthly multiplicator factors of DHW demand.  
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electricity rises and the price of natural gas remains constant, the elec
tricity consumption increases due to the use of the heat pump and there 
is no surplus electricity for the sale. 

3.6. Discussion 

According to the results, it is demonstrated that the proposed method 
allows the optimal design and sizing of thermal installations to be 
determined in the project phase, obtaining better results than those 
calculated by means of rough methods. The proposed model provides 
simplicity, reproducibility and flexibility and can be easily adapted to 
the characteristics of the building, to different technologies and to the 
current regulations of the country in which the building under study is 
located. Apart of this, OpenSolver, which is an open-source CBC (COIN- 
OR Branch-and-Cut) solver, can be easily implemented in widespread 
software as Excel VBA or Apache OpenOffice, which code is well-known, 
without additional costs. 

Regarding the optimization model, this includes 7176 operation- 
variables (23 variables ⋅ 13 representative days ⋅ 24 h), 55 sizing- 
variables and 13,505 constraints. Considering an error tolerance of 0.5 
%, the computational time is lower than 1200 s in all cases. For example, 
the minimum overall cost of the objective function in a PC with an INTEL 
CORE i7 processor and 16 gigabytes of RAM is obtained in 1040 s after 
456,962 iterations, whereas the minimum environmental optimum is 
reached after 58 s and 7432 iterations. 

In spite of using representative days, the size of the problem under 
study can be bigger than the limits established by commercial solvers for 
the number of variables and constraints. As advantage, OpenSolver al
lows solving large-size MILP models without limiting the number of 

variables and constraints. 
In contrast, in the proposed MILP model, non-linear functions that 

characterize the optimization problem of thermal systems have to be 
modeled and linearized. Some commercial solvers can automatically 
linearize a number of nonlinear relationships, but in the case of the 
OpenSolver, this linearization has to be developed by the engineers or 
software users. As a contribution to the linear modeling of thermal 
systems, linear models of the behavior of different generation technol
ogies, thermal storage systems and start-up periods are carried out. 

Finally, the interest of proposed model lies in its application in the 
design or project phase to determine the viability of thermal in
stallations. In this phase, the information provided by the MILP model 
can be useful to determine the optimal design, sizing and operation 
mode of heating and DHW installations in any residential building, 
taking into account the data required for ensuring its feasibility. When 
the operation of thermal plants has to be optimized, this model can 
provide qualitative information about the optimal operation mode of the 
plant. Nevertheless, in the operation strategy optimization of existing 
plants, metaheuristic methods with non-linear models can adjust better 
than linear ones and obtain results closer to real operation. 

4. Conclusions 

This article presents a simple and reproducible MILP-based model for 
optimizing the configuration, sizing and operation of hybrid systems in 
residential buildings under economic, environmental and multi-criteria 
perspectives. This information is essential in the project phase, when the 
design, sizing and operation of the plant have to be well-defined and the 
technical feasibility and profitability have to be ensured. 

Fig. A7. Daily electricity demand profile in percentage.  

Fig. A8. Annual electricity demand profile in percentage.  
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For that, a superstructure is proposed, which includes different 
thermal generation technologies currently found in the market, as well 
as photovoltaic modules for electricity production. Thermal generation 
is divided into two temperature levels in order to consider the possibility 
of space heating at high or low temperatures. This model is written in a 
generic way and then, is applied to the building under study. As afore
mentioned, the proposed model is flexible and can be easily modified 
and adapted to any residential building and to different technologies. 

Regarding the results of the case study, the optimal economic 
configuration consists of natural gas or electricity fuelled technologies. 
The DHW is generated by ICE-based micro-CHP and a condensing boiler 
operating at high temperature; whereas the space heating demand is 
supplied at low temperature by means of an air-source heat pump and a 
low temperature boiler. This is largely due to the lower investment cost 
of these technologies compared to renewable ones and to the high effi
ciency of cogeneration systems and heat pumps. It should be pointed out 
that, compared to renewable technologies such as solar thermal or 
biomass, micro-CHP is considered the most profitable technology for 
supplying the required minimum contribution to DHW. On the contrary, 
the optimal environmental structure consists mainly of renewable 
technologies, such as a biomass boiler, to supply both heating and DHW, 
with photovoltaic panels for electricity generation. As proven, the eco
nomic and environmental criteria are conflicting objectives; so a multi- 
criteria optimization has been carried out, obtaining an intermediate 
configuration that encompasses both economic and environmental 
criteria. 

The model is validated by comparing the optimal configurations to 
the current installation, which has been projected under the same 
technical, economic and legal conditions. Both the multi-criteria and 
economic optimums present better economic results than the current 
plant, while better environmental results are achieved in all optimized 
cases. Thus, the overall cost decreases by 15% and 8% in the economic 
and multi-criteria optimal configurations, respectively. Furthermore, 
the GHG emissions are reduced by 56% and 40% in the environmental 
and multi-criteria optimal configurations, respectively. According to 
these results, it can be concluded that the proposed simple and flexible 
method is efficient for determining the configuration and sizing of 
thermal hybrid systems of residential buildings in the project phase. 

Although the proposed method is applied to a case study, it can be 
used for determining the optimal installation of any residential building, 
whatever its technical characteristics and location. Moreover, it has 
been developed in the Open Source CBC solver, which is implemented in 
Excel VBA. Thus, the model can be easily implemented and used by 
engineers and researchers to determine the technical, economic and 
environmental feasibility of the thermal installations. 

Finally, once the optimal configuration is obtained, it would be 
necessary to carry out a post-optimal study, which would include a more 
detailed optimization for sizing —not considering the data of generic 
technologies, but of commercially available products—, as well as the 
simulation of the operation of the designed plant to optimize the control 
strategy with metaheuristic methods. This last analysis is beyond the 
scope of this work. 
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Appendix A. Technical data of building 

The building, which is located in Vitoria-Gasteiz (Northern Spain), 
includes 176 social dwellings and is made up of 10 floors above ground, 
with 22 dwellings per floor from the 2nd to the 9th floors and storerooms 
in the floor below the roof. The building comprises 16 different housing 
models, whose characteristics are summarized in Table A1. 

In Table A2 the dwelling models are grouped in thermal zones. 
The distribution of thermal zones is shown in the floor plan of the 

building in Fig. A1. 
In Fig. A2 the plan of the south façade in which the photovoltaic 

panels are placed is shown.. 

A.1. Thermal and electricity demands 

In this section, the operating conditions assumed for the simulation 
of the building are presented, such as heating setpoint temperatures, 
ventilation rates and air infiltrations, internal gains and hourly distri
bution of electricity and DHW demands. 

For calculating the heating demand, the thermal transmittances (U- 
value) of the different enclosures and partitions used in the building are 
required. These are summarized in Table A.3. 

Regarding the windows, its thermal transmittance is 1.1 W/m2K and 
its solar factor is 0.40. The frames have a thermal transmittance of 2.2 
W/(m2⋅K) and the ratio between the frame surface and the area of the 
whole window is 26%.. 

For residential buildings, the schedule of heating setpoint tempera
tures are defined in [66] with one-hour interval: from 0 a.m to 7 a.m: 
17 ◦C; from 7 a.m to 11p.m: 20 ◦C; from 11p.m to 12p.m: 17 ◦C. Besides 
that, the Spanish Technical Code establishes the ventilation and sani
tation requirements in new buildings [67]. These values are shown in 
Table A4. 

With regards to internal gains, these are divided into solar, equip
ment, lighting and radiative and convective occupancy heat gains. The 
schedule of these gains, with the exception of solar ones, are summa
rized in Fig. A.3 and Fig. A.4 for working days and holidays, 
respectively. 

For the calculation of DHW demand, the hourly distribution of DHW 
consumption is required. As aforementioned in Section 4, the hourly 
consumption is obtained from the hourly and monthly multiplier factors, 
which are provided by the Institute for Energy Diversification and 
Saving (IDAE) [43]. These profiles are shown in Fig. A.5 and Fig. A.6. 

In the case of the electricity demand, Spanish Electricity Grid pro
vides the annual and two daily profiles (winter and summer), which are 
shown in Fig. A.7 and Fig. A.8 [44]. 

References 

[1] Eurostat. An overview (1990-2018); 2020. Available online: < https://ec.europa. 
eu/eurostat/statistics-explained/index.php/Energy_statistics_-_an_overview >. 
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