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In this article, we propose a reciprocal collision avoidance system for autonomous drones, based on computer 
vision and using relative positioning in an indoor environment. This dynamic environment represents a 
demanding challenge, but it is crucial for any future existence of multiple drones operating in urban areas. 
We use commercial AR Drone 2.0 robots, which represent that our proposal is suitable for low-cost equipment. 
In our case, we attempt to achieve the collision avoidance of two drones that fly one towards the other and react 
online autonomously to signals received by their computer vision systems with a decentralized control strategy. 
We test this in four different experiments with demanding conditions. For this purpose, we get the camera signal 
of the onboard drones and tune their behavior to react smoothly and precisely. We report encouraging positive 
results and provide the code we use in the experiments for replication.
1. Introduction

Since the last decade, scientists have made a big effort to research 
different aspects and applications of UAVs. Some examples can be 
found in precision agriculture [1], military applications, different ob-
jects transportation [2,3], inspection of infrastructures [4] and space 
surveillance [5]. However, due to the expected increase in the number 
of UAVs in future services, sky-sharing aircrafts and infrastructure still 
remain a big operational-safety concern, because the UAVs will be re-
quired to operate avoiding obstacles and interacting close to each other 
[6]. In this scenario, a certain type of robot autonomy and cognitive 
architecture for dealing with sudden incidents is mandatory [7]. More-
over, the research on the proper interaction and collaboration between 
UAVs opens the possibility to greater missions and collective intelli-
gence [8].

In UAVs interaction, we find different research aspects, i.e., swarm 
formation, obstacle avoidance and scenario mapping. In this article, we 
describe a new proposal for reciprocal collision avoidance based on 
onboard computer vision using low-cost quadrotors. This approach pur-
sues to provide a robotic system of a higher autonomy and intelligence 
[9,10]. In the sense-and-avoid problem, path planning of the avoiding 
maneuver is a crucial feature of robotics. Condition-free path-planning 
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has attracted efforts of researchers since the 1970s [11]. But in spite of 
the research done, different works in this field show that path planning, 
in specific situations such as the sudden detection of an obstacle or the 
mutual collision avoidance among drones, is still a hard and not totally 
resolved problem [12,13].

Academia has been working on reciprocal collision avoidance (RCA) 
algorithms in robotics just over the past few years [14,15]. The scenario 
involves multiple robots navigating in a shared environment, and each 
robot must take navigation decisions in a decentralized way through a 
multisensory continuous cycle. During flight, each robot observes the 
other robots and their trajectories; if necessary, without mutual com-
munication nor coordination, they must compute movement decisions 
in order to continue along the planned trajectory avoiding collisions 
[16]. Because of their limited payload, achieving such dependable fly-
ing autonomy based on sensing and computation is especially difficult 
for small UAVs weighing no more than a few kilograms, or even less 
[17]. Collision avoidance methods are categorized into non-cooperative 
avoidance approaches and cooperative avoidance approaches. Non-
cooperative approaches operate without prior information about obsta-
cles through communication, whereas cooperative approaches utilize 
shared information through cooperative communication [18,19]. Thus, 
our RCA algorithm falls into the non-cooperative approach.
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The key feature of most RCA approaches is that the robots specifi-
cally share the responsibility of the maneuver to avoid pairwise colli-
sions. Failure of this protocol inevitably carries very undesirable pertur-
bations in the navigation of the robots [20,21]. It is highly convenient 
to achieve a low computational load for this algorithm [22], as it should 
check the safety of the robots in the environment several times per sec-
ond.

Two of the most important aspects for a collision avoidance system 
are the sensing and detection capability and the collision avoidance 
strategy [23,24]. In research works of UAVs various sensors have been 
used, and many different technologies, such as ADS-B, FLARM, or MLAT 
for collision avoidance [25]. FLARM (flight alarm) is a proprietary 
electronic system used to selectively alert pilots to potential collisions 
between aircraft [26]; MLAT is the multilateration method responsible 
for communications, navigation, and surveillance/air traffic manage-
ment among airships, and [27] uses it with an ultrawind band sensor.

Researchers in [28] use a Wi-Fi network with a range of 100 m 
to exchange information in a swarm of UAVs for cooperative explo-
ration tasks. Meanwhile, in [29] authors created a GNSS RTK network 
that estimates the relative positions of multiple ground robots receivers 
with respect to a single-base receiver. Similarly, [30] present a split-
merge strategy that leverages pigeons’ obstacle avoidance behavior and 
employs a consensus approach to achieve efficient obstacle avoidance 
and formation reconstruction for multiple quadrotors. In [31] an ADS-B 
technique is used, which enables the UAV to keep track of information 
from other UAVs, and opts for a flatness-based approach for trajecto-
ries generation. Authors in [32] develop a reactive collision avoidance 
system for static obstacle detection, based on a Doppler radar sensor. 
In [33], a fusion of ultrasonic and infrared sensor is used as an input to 
a collision avoidance controller. This combination of sensors provides 
better sensor accuracy according to authors. Researchers in [34] employ 
a LiDAR sensor to implement the RCA maneuver of two UAVs in a cor-
ridor. Finally, other types of sensors are also used: [35] use small-sized 
radar sensor for low-cost micro UAVs, [36] use an optic-flow sensor for 
miniature drones as well and, finally, [37] choose an ultra-wideband 
sensor for their experimentation.

A promising research field are the vision based RCA systems that 
rely on cameras, as some authors have tested [38–41]. Cameras are 
now used in multiple applications for static obstacle avoidance with 
UAVs [42]. However, in following lines we will restrict to reciprocal 
collision avoidance systems in multi-UAVs. Visual sensing is of par-
ticular interest as it generally requires less power and is lighter than 
other solutions [41]. The study detailed in [38] introduces a colli-
sion avoidance technique centered around visual detection. The hard-
ware setup encompassed an expensive Hummingbird quadrotor fitted 
with a prominent marker and dual built-in fish-eye cameras. The fu-
sion of measurements from the two cameras was accomplished using 
a Gaussian-mixture probability hypothesis density filter, resulting in ef-
fective tracking. However, all this required a high cost equipment with a 
complex and computationally costly algorithmic load. Similarly, in [43]
scientists also use Hummingbird quadrotors, and they develop mutual 
collision avoidance maneuvers in simple trajectories, under controlled 
lightning conditions and with the help of an external Vicon system.

Next, authors in [39] employ a visual detection system on a Align 
T-REX 700 N helicopter, which was equipped with a stabilized camera 
alongside an onboard DM8168 image processing computer. This sys-
tem utilized a close-minus-open (CMO) filter to isolate the sky region 
and employed a hidden Markov model (HMM) filter to identify targets 
against the sky background. In this work again, researchers use ex-
pensive hardware and computationally expensive algorithms, and their 
proposal is designed for long distance collision avoidances, as we can 
see in their results that UAVs relative distance goes from 20 to 100 m. 
On the other hand, researchers in [44] use cameras on quadrotors for 
navigating in a drone swarm. However, in this work humans are tele-
operating the multirotors with the help of the cameras visual feedback, 
2

and the purpose of the study is to assess how operators perform when 
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navigating a simulated swarm using two scenarios: one where a camera 
is placed above the swarm and another where cameras are positioned 
within the swarm.

In [41], an obstacle avoidance system is developed for situations 
with limited field of view (FOV) interactions. Incorporating the field of 
view (FOV) limit is crucial to guarantee that the target consistently re-
sides within the detection area of the onboard sensor, thereby ensuring 
the fulfillment of the lock-on condition. In this work, the authors intro-
duce a potential-based framework for navigation and collision avoid-
ance. However, it is worth noting that this framework does not consider 
coordination as a primary objective, the system is designed for fixed-
wing UAVs, and they validate it with simulations. In [45] the team 
of researchers designs a real time deep-learning computer vision al-
gorithm based on YOLOv3-tiny and a low-cost, wide angle monocular 
camera with real-time computer vision algorithms to detect and track 
other UAVs. However, their solution is validated only for a 30-40 m 
separation between UAVs in an outdoors scenario. Moreover, monocu-
lar vision is characterized for a bad performance with darkness or strong 
light conditions [46]. This is a similar approach to the more recent arti-
cle in [47], whose algorithm is based on YOLOv7, but it is adjusted for 
fixed wing UAVs and long distances too.

In all these vision based reports, however, due to the noise that the 
camera receives from the environment, researchers reported inaccuracy 
of the algorithms and lack of robustness of the vision [19,17,48,47,46]. 
Moreover, some of the studies rely only on simulated validation, and 
they all use expensive and often, not affordable, laboratory equipment 
together with complex filters [19,49]. Therefore, cited bibliography re-
veals that visual sensing for RCA systems in UAVs share some of follow-
ing characteristics: expensive drone and cameras equipment, long dis-
tance applications, computationally expensive algorithms, fixed-wing 
UAVs, or human intervention in teleoperation.

Our proposal pursues to fill a not covered niche in this field of 
research, and we aim to develop a low-cost UAV platform and a vision-
based RCA strategy for short distances. The scenario consists of two 
UAVs interacting in the air without exchanging information and act-
ing based on their onboard sensors in a decentralized manner. In spite 
of their reduced cost, our solution has been successfully tested on AR 
Drone 2.0 commercial drones; all the required data for the RCA algo-
rithm is provided by the low-cost sensors of the drones. Although the 
capability of the drones for onboard processing is small, this work opens 
the way to research groups that cannot afford other more expensive 
equipment in the market, such as Vicon or Hummingbird systems [50]. 
Besides, there is interesting scientific literature using the AR Drone 2.0 
for collision avoidance research purposes [51–53,9].

Using a low-cost equipment with low resolution camera and a sim-
ple vision-based algorithm, we implement a robust collision-avoidance 
algorithm for UAVs, which can be easily extrapolated to other type of 
aerial robots; moreover, we provide the complete code of the solution. 
The collision avoidance maneuver does not require that UAVs exchange 
information via communication; instead, they rely solely on onboard 
sensors and cameras.

Thus, our contributions are the development of a real time RCA al-
gorithm based on low-resolution cameras, which can be integrated in 
low-cost drones too. This system dispenses with exchange of informa-
tion between robots and we provide the code of the solution. In our 
experiments, we try to imitate realistic conditions of UAVs sharing the 
same scenario in an urban area (uncontrolled lighting conditions and 
robots flying from different directions), and thus, our contributions are 
focused on real-world applications, despite the initial work in labora-
tory. At this step, the algorithm is restricted to a single drone avoiding 
the collision with another single UAV.

The article is organized as follows: in Section 2, the RCA strategy 
based on computer vision is detailed. In Section 3, we describe the dy-
namic modeling equations of the quadrotor. Next, in Section 4, four 

experiments are presented and results are exposed in Section 5 and 
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Fig. 1. UAV with the red card mounted. (For interpretation of the colors in the 
figure(s), the reader is referred to the web version of this article.)

Fig. 2. Schematic image.

discussed in Section 6. We finish the article with some conclusions in 
Section 7.

2. Collision-avoidance system

Our solution is based on using the cameras of the quadrotors to 
detect the proximity and location of near quadrotors. The selected cam-
eras are the frontal ones integrated in the AR Drone 2.0 UAVs. The 
video signal about encountered quadrotors is processed in an OpenCV 
and Python based algorithm, located in the laptop where the UAV is 
connected, which contains the RCA algorithm that sends the commands 
to the quadrotor to avoid the crash in the air on real time.

We assume the next flying and hardware conditions:

• Quadrotor model is the same and equipped camera has the exact 
same characteristics.

• Flying altitude difference of the UAVs must be kept in a range.
• Quadrotors have real time information about their own state vari-

ables.
• They carry the same visual objects / cards, which will be described 

lately and can be seen in Fig. 1.
• They do not share any information between drones.

2.1. RCA algorithm details

Each UAV is equipped with a colored red card, specially designed 
to be mounted on the quadrotor, as can be seen on Fig. 1. This card 
permits the software algorithm to detect the presence of an approaching 
drone and measure its proximity. The details of this card are explained 
in Section 3.

Our RCA proposal is based on the usage of color and percentage of 
colored areas on an image, divided into two hemispheres, left and right.

Our solution is continuously searching for a range of red color on 
real time, and embeds it on a virtual circumference (as can be seen 
in Fig. 2). When the radius of the circumference overcomes a preset 
threshold, the drone starts considering the proximity to the obstacle, 
by calculating the percentage of colored area appearing on the screen. 
3

When the percentage is higher than another established limit, the UAV 
Aerospace Science and Technology 150 (2024) 109190

assumes that the obstacle is near enough, and the maneuver for the col-
lision avoidance strategy takes place. The decision to turn left or right 
is made upon the percentage of area appearing on each hemisphere of 
the camera, providing an autonomous decision making capacity to the 
robot. If main area is on left one, the UAV will turn to the opposite di-
rection till it does not detect the red area on the image. The decision to 
turn left or right is executed by acting on the 𝜑 degree of freedom of 
the UAV.

In this article, we propose a reciprocal collision avoidance system for 
autonomous drones, based on computer vision and using relative posi-
tioning in an indoor environment. Thus, our proposed solution proves 
to be easily scalable and executed as many times as required.

The changing lighting conditions require a precise color range tun-
ing, and cited circumference radius threshold permits filtering noisy 
image signals and scenario parts, thus enhancing the robustness of the 
system on real time.

The pseudocode of the RCA algorithm is shown on Algorithm 1 and 
it is uploaded on an online repository.1 It can be seen that for the im-
plementation of the RCA algorithm, we use an OpenCV library based 
algorithm for color related calculus. In this way, the algorithm pursues 
the crash avoidance by a combination of color and distance detection 
on the image.

Algorithm 1 RCA algorithm.
Input:

𝑝𝑙𝑎𝑛𝑛𝑒𝑑_𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛: [x, y, z] coordinates of the planned position of the UAV.
𝑛: number of UAVs.
[𝑟, 𝑔, 𝑏]𝑇

𝑚𝑖𝑛
: minimum threshold to consider a pixel as target area.

[𝑟, 𝑔, 𝑏]𝑇
𝑚𝑎𝑥

: maximum threshold to consider a pixel as target area.
𝑟𝑚𝑖𝑛: minimum radius to consider a portion of the image as target area.
𝑡𝑎𝑟𝑔𝑒𝑡_𝑎𝑟𝑒𝑎𝑚𝑖𝑛 𝜖 (0, 100): minimum percentage of the image filtered to consider 
that the UAV is close to another UAV.
𝑡𝑎𝑟𝑔𝑒𝑡_𝑎𝑟𝑒𝑎𝑚𝑎𝑥 𝜖 (0, 100): maximum percentage of the image filtered to consider 
that the UAV is close to another UAV.
𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦_𝑟𝑎𝑡𝑒 𝜖 (0, 1) rate to reduce the nominal velocity of the UAV.

Output:

[𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑥, 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑦]: components of the velocity of the UAV adjusted to colli-
sion avoidance.

while (1) do

for each 𝑖 in [1..𝑛] do

fly 𝑈𝐴𝑉𝑖 towards 𝑝𝑙𝑎𝑛𝑛𝑒𝑑_𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑖
𝑖𝑚𝑎𝑔𝑒𝑖 ← take a color image of size (ℎ𝑒𝑖𝑔ℎ𝑡𝑖, 𝑤𝑖𝑑𝑡ℎ𝑖)
𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑_𝑖𝑚𝑎𝑔𝑒𝑖 ← pixels of 𝑖𝑚𝑎𝑔𝑒𝑖 such that [𝑟, 𝑔, 𝑏]𝑇

𝑚𝑖𝑛
≤ [𝑟, 𝑔, 𝑏] ≤

[𝑟, 𝑔, 𝑏]𝑇
𝑚𝑎𝑥

𝑟𝑖 ← minimum radius whose circumference contains 𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑_𝑖𝑚𝑎𝑔𝑒𝑖
if 𝑟𝑖 ≥ 𝑟𝑚𝑖𝑛 then

𝑐𝑖𝑟𝑐𝑙𝑒_𝑎𝑟𝑒𝑎𝑖 ← 𝜋𝑟2
𝑖

𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒𝑖 ←
𝑐𝑖𝑟𝑐𝑙𝑒_𝑎𝑟𝑒𝑎𝑖 ⋅100
(ℎ𝑒𝑖𝑔ℎ𝑡𝑖 ⋅𝑤𝑖𝑑𝑡ℎ𝑖)

if 𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒𝑖 ≥ 𝑡𝑎𝑟𝑔𝑒𝑡_𝑎𝑟𝑒𝑎𝑚𝑖𝑛 then

𝐴 ← (𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒𝑖 − 𝑡𝑎𝑟𝑔𝑒𝑡_𝑎𝑟𝑒𝑎𝑚𝑎𝑥)2
𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑖,𝑥 ← 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑖,𝑥 ⋅ 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦_𝑟𝑎𝑡𝑒 ⋅𝐴
ℎ𝑦𝑝𝑜𝑡𝑒𝑛𝑢𝑠𝑒𝑖 ←

√
(ℎ𝑒𝑖𝑔ℎ𝑡2

𝑖
+𝑤𝑖𝑑𝑡ℎ2

𝑖
)

[𝑑𝑖𝑠𝑡𝑥, 𝑑𝑖𝑠𝑡𝑦] ← distance from (0, 0) to the center of the circle con-
taining 𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑_𝑖𝑚𝑎𝑔𝑒𝑖 (Fig. 2)

ℎ𝑦𝑝𝑜𝑡𝑒𝑛𝑢𝑠𝑒_𝑑𝑖𝑠𝑡𝑖 ←
√
𝑑𝑖𝑠𝑡

2
𝑥
+ 𝑑𝑖𝑠𝑡2

𝑦

𝐵←
ℎ𝑦𝑝𝑜𝑡𝑒𝑛𝑢𝑠𝑒_𝑑𝑖𝑠𝑡𝑖
(0.5⋅ℎ𝑦𝑝𝑜𝑡𝑒𝑛𝑢𝑠𝑒𝑖)

𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑖,𝑦 ← 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦𝑖,𝑦 ⋅ 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦_𝑟𝑎𝑡𝑒 ⋅ (1 −𝐵)
end if

end if

end for

end while
1 https://github .com /Julestevez /Reciprocal _collision _avoidance.

https://github.com/Julestevez/Reciprocal_collision_avoidance


J. Estevez, E. Nuñez, J.M. Lopez-Guede et al.

Fig. 3. AR Drone 2.0 motions.

Next, Fig. 2 shows the measures of main variables in the algorithm.
In our experiments, the collision avoidance maneuver will be hor-

izontal, either to left or right, for simplicity in the research purposes. 
However, parameters of the algorithm can be easily adapted so that the 
maneuver of the drones becomes vertical too and it would just require 
the modification of a few parameters in the RCA solution. Moreover, 
𝑟𝑚𝑖𝑛, 𝑡𝑎𝑟𝑔𝑒𝑡_𝑎𝑟𝑒𝑎𝑚𝑖𝑛 and 𝑡𝑎𝑟𝑔𝑒𝑡_𝑎𝑟𝑒𝑎𝑚𝑎𝑥 and UAV forward speed will 
be empirically selected for each camera, quadrotor and laptop system. 
Our RCA proposal will always guarantee that collision is avoided as 
far as those parameters are properly calculated. These three param-
eters are also relevant to modify the maneuver distance, or distance 
between drones for reaction. Finally, time complexity of the algorithm 
is 𝑂(𝑛x𝑝x𝑞), where 𝑛 refers to the number of UAVS, while 𝑝 and 𝑞 are 
the height and width pixels respectively.

3. Description of the experimental platform

3.1. Dynamic model of a UAV

There are four basic motions of this UAV: roll, pitch, yaw (𝜑, 𝜃, 𝜓
respectively) represent the angles around 𝑥𝑏, 𝑦𝑏 and 𝑧𝑏 axis framed on 
the body of the UAV, w.r.t. absolute coordinates (𝑋; 𝑌 ; 𝑍), as shown 
in Fig. 3. The fourth motion is lift, which is the force in the 𝑧𝑏 direction 
of the drone and 𝑚 is the mass.

Next, a short recall of the dynamic formulas of the UAV is resumed.
The following equations govern the motion of a quadrotor, and re-

late the linear accelerations to the input commands:

𝑥̈ = (sin𝜓 sin𝜑+ cos𝜓 sin𝜃 cos𝜑)
𝑈1
𝑚
,

𝑦̈ = (−cos𝜓 sin𝜑+ sin𝜓 sin𝜃 cos𝜑)
𝑈1
𝑚
,

𝑧̈ = −𝑔 + (cos𝜃 cos𝜑)
𝑈1
𝑚
, (1)

where 𝑈1 represents the vertical lift in 𝑧𝑏 direction of the drone (see 
Fig. 3). The second system of equations (eq. (2)) specifies how the basic 
movements are related to the propellers’ squared speeds.

𝑈1 = 𝑏
(
Ω2
1 +Ω2

2 +Ω2
3 +Ω2

4
)
,

𝑈2 = 𝑙 ⋅ 𝑏
(
−Ω2

2 +Ω2
4
)
,

𝑈3 = 𝑙 ⋅ 𝑏
(
−Ω2

1 −Ω2
3
)
,

𝑈4 = 𝑑
(
−Ω2

1 +Ω2
2 −Ω2

3 +Ω2
4
)
, (2)

where 𝑈2, 𝑈3 and 𝑈4 are roll, pitch and yaw torques, respectively, and 
Ω2
𝑖

is the squared speed of the 𝑖 − 𝑡ℎ propeller. The parameter 𝑏 is the 
propeller thrust coefficient, 𝑙 is the quadrotor arm length and parameter 
4

𝑑 is the drag coefficient.
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Fig. 4. Input and output variables of AR Drone 2.0.

Finally, in eq. (3) the equations that relate angular accelerations and 
the three torques are shown, where 𝐼𝑥𝑥, 𝐼𝑦𝑦 and 𝐼𝑧𝑧 are the three inertia 
moments:

𝜑̈ =
𝑈2
𝐼𝑥𝑥

,

𝜃̈ =
𝑈3
𝐼𝑦𝑦
,

𝜓̈ =
𝑈4
𝐼𝑧𝑧
. (3)

3.2. Analysis of inputs and outputs and system identification

The AR Drone 2.0 is a UAV designed to be remotely controlled with 
a smartphone or a tablet by a human operator in a Wi-Fi network. The 
autopilot (also called firmware) is installed on its main board, and helps 
stabilizing the robot under some low disturbances and automatically 
take-off, land and hover [54].

The developed Software Development Kit (SDK) allows the quadro-
tor to transmit and receive the information about the robots orientation 
and linear velocities [9]. The system is executed by four inputs, which 
are the linear velocities on the three axes and yaw angular speed refer-
ences {𝑉𝑥,𝑖𝑛, 𝑉𝑦,𝑖𝑛, 𝑉𝑧,𝑖𝑛, 𝜓̇𝑖𝑛}. In this SDK, the input control signals are 
normalized and range from −1 to +1. At the end of the loop, the UAV 
transmits the measurement of the three angles around the body-frame 
axis, its height, and longitudinal and transversal speeds, denoted by 
{𝑉𝑥,𝑜𝑢𝑡, 𝑉𝑦,𝑜𝑢𝑡, 𝑉𝑧,𝑜𝑢𝑡, 𝜃𝑜𝑢𝑡, 𝜑𝑜𝑢𝑡, 𝜓𝑜𝑢𝑡} respectively, as depicted in Fig. 4. 
This information, as well as how to get access to them can be found in 
[55].

3.3. Equipment and communications

A Python library called PS Drone [56] is in charge of communicating 
and sending movement commands to the AR Drone 2.0 using a host 
computer and the command interface (tablet, smartphone, laptop) over 
a 50 m range Wi-Fi network. The quadcopter is repeatedly transmitting 
its height and orientation to the host computer in real time. To do this, 
it is equipped with an IMU sensor responsible for measuring the three 
main angle measurements and with an ultrasound altimeter with an 
operating frequency of 15 Hz.

This drone is equipped with two cameras. The first one, at the bot-
tom, has a resolution of 320 × 240 pixels at 30 frames per second (fps); 
the second one, at the front, has a resolution of 640 × 360 pixels at 60 
fps with a 92 degree wide-angle lens [9]. The onboard computer is com-
posed of a 1 GHz ARM Cortex A8 processor running Linux, a 1 GB RAM 
and a Wi-Fi module.

The PS Drone Python library allows the control of the movement 
of the quadcopter. In order to initiate this movement from the host 
computer, a command between 0 and 1 is sent to the quadcopter. This 
command represents a percentage of the maximum drone speed.

Each quadrotor is equipped with a colored red card, specially de-
signed to be mounted on the quadrotor, as can be seen on Fig. 1. Main 
dimensions and shape of the card are shown in Fig. 5. Among the set of 

experiments that the authors have developed, we also use a blue card 
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Fig. 5. Dimensions of the red card.

with the same dimensions as the red one. However, in the experiments 
of the current article, the blue card is not used. Red card is not regarded 
as the only color valid for our experiments. Our solution aims to be uni-
versal for low-cost drones and laboratory conditions, and any colored 
card cna be used, by simply modifying the RGB values in the code.

We implement the OpenCV based algorithm for the UAV to search 
and hover in front of the blue card, and to avoid the red card. This 
procedure can be observed in following video.2

Finally, the camera signal of the drone is received and visualized on 
the laptops, where the computer vision based RCA algorithm is hosted.

Two UAVs take part in the experiments, each of them controlled 
by a single laptop. Details of the procedure are presented in following 
section.

4. Experiment

In this work, we carry out four experiments to check our RCA pro-
posal. Four tests are based on the aerial facing of two drones in the 
air to analyze how they deal with the mutual avoidance maneuver, but 
we change parameters and boundary conditions among the four exper-
iments.

In Experiment 1, we locate two AR Drone 2.0 robots landed 15 m 
away from each other. At this starting point, we program the UAVs 
to take off and fly one against the other to force the collision. Both 
quadrotors fly approximately at the same height and are controlled with 
the same piece of code, which the authors have uploaded in an online 
open repository.3

The experiment aims to test the developed reciprocal collision algo-
rithm. Since the robots are set perfectly aligned, opposite one to each 
other and they fly straight ahead, authors initially cannot guess which 
will be the direction of the avoiding maneuver, whether left or right. 
The cards described in Fig. 5 are mounted on both quadrotors so that 
the front color is red. In the absence of external position measurement 
systems, such as Optitrack, the programmed path is a forward flight 
during 17 seconds, and finish with a landing.

The dynamic and sensor parameters during this experiment are 
shown next: 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦_𝑟𝑎𝑡𝑒 = 0.2; 𝑟𝑚𝑖𝑛 = 10𝑝𝑥; Size of frame = 640x 
360 px; 𝑡𝑎𝑟𝑔𝑒𝑡_𝑎𝑟𝑒𝑎𝑚𝑎𝑥 = 10; [𝑟, 𝑔, 𝑏]𝑇

𝑚𝑎𝑥
= [255, 0, 0] and [𝑟, 𝑔, 𝑏]𝑇

𝑚𝑖𝑛
=

[175, 0, 0].
A representation of the initial conditions of the experiment is shown 

in Fig. 6. Thus, the robots are expected to meet at the middle point of 
the path.

In Experiment 2, we alter the symmetry of the robot parameters and 
set the 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦_𝑟𝑎𝑡𝑒 = 0.2 for first AR Drone 2.0 and set 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦_𝑟𝑎𝑡𝑒 =
{0.15, 0.10, 0.05} for the second. In these variable conditions, we run 
the same test as in Experiment 1, three times for each 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦_𝑟𝑎𝑡𝑒. This 

2 https://www .youtube .com /watch ?v =rVl0avxx7TU.
5

3 https://github .com /Julestevez /Reciprocal _collision _avoidance.
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Fig. 6. Initial conditions of the experiment.

Fig. 7. Paths of Experiment 3.

Fig. 8. Initial positions of Experiment 4.

demonstration aims to check whether UAVs with different capacities 
can execute correctly the RCA algorithm.

In Experiment 3 multirotors face each other from different angles, so 
that the straight paths of both robots cross in the air. Considering the 
zero reference the line that joints two AR drones perfectly faced, we 
perform the experiment so that the straight paths of the drones create 
the following angles between them: {±15◦, ±30◦, ±45◦}, as shown in 
Fig. 7. We carry out this analysis once per each angle orientation, and 
we aim to simulate the random conditions that might happen in a hy-
pothetical situation of multiple drones interacting in the same scenario, 
where robots can come from any direction.

Finally, in Experiment 4 we position 3 drones in the scenario. Two 
UAVs fly in a direction, and the third flies against them. The initial 
locations of the robots are shown in Fig. 8. In this test the authors try 
to prove the scalability of the proposed algorithm. Three robots are 
equal and the colored cards mounted on the AR Drones are shown only 
forward.

In the four experiments, identical laptops are used to send and re-
ceive signals from the UAVs: HP Pavillion with a quad core Intel i7-2410 
@2 GHz, with 16 GB RAM memory and running Linux Ubuntu 20.04. 
The frequency of the IMU of the drones is 400 Hz; however, the authors 
sampled the data at 20 Hz for reducing computational load (every 50 

ms). There were no controlled lighting conditions.

https://www.youtube.com/watch?v=rVl0avxx7TU
https://github.com/Julestevez/Reciprocal_collision_avoidance
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Fig. 9. Resulting path of two UAVs in Experiment 1.

Table 1

Lateral distance [cm] that each UAV executes in the RCA maneuver.

Velocity 
rate 0.15

Velocity 
rate 0.10

Velocity 
rate 0.05

UAV1 90 94 96 102 105 103 114 118 115
UAV2 60 57 64 48 51 52 38 39 41

5. Results

5.1. Experiment 1

The UAVs successfully avoided the collision between each other and 
ended their flight after 17 seconds since the take-off. The complete 
video of the experiment can be observed in next URL.4 As we men-
tion in Subsection 3.3, despite a blue card appears on the back side of 
the UAV, it does not participate in the current experiment, and both 
drones equip red cards at the front. The video5 shows the results of the 
experiment from the point of view of the drone camera and the calculus 
of the collision-avoiding parameters. Thus, in the absence of a external 
position measurement system, the stylized path made by two UAVs is 
described by Fig. 9.

Next, in Fig. 10, the altitude evolution along the experiment for 
two UAVs is shown, which is stabilized around 80 cm. In Fig. 11, we 
can see the evolution of the roll angle of the UAVs, which is precisely 
the main responsible angle for the collision avoidance maneuver. In 
the experiment, 𝜑 angle is positive and then negative in both graphs, 
meaning that both robots first turn right to avoid the obstacle and then 
come back to original path by turning left (see Fig. 3).

In Fig. 12 we can see the evolution of the pitch angle, 𝜃, which 
represents the forward movement of the UAV. As we can see, the pitch 
angle has a hesitant performance, which we attribute to the signal noise, 
false negatives of red color detections in the scenario and uncontrolled 
lighting conditions that were in the experiment.

The authors carried out this experiment for 10 times more, and mea-
sured the existing frontal distance between drones when starting the 
collision avoidance maneuver and the lateral distance that covered. In 
absence of Vicon system, we calculate these values through odometry 
and numerical integration of 𝑉𝑥,𝑜𝑢𝑡 and 𝑉𝑦,𝑜𝑢𝑡 (see Fig. 4). The results 
are shown in Fig. 13.

5.2. Experiment 2

In this experiment, we performed nine tests in total with a different 
𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦_𝑟𝑎𝑡𝑒 parameter for one of the two multirotors.

All the analysis were successful and UAVs avoided the collision be-
tween themselves smoothly. One of those trials can be observed in 
video.6

In Table 1, we can appreciate the lateral distances that each of the 
drones flies in the avoiding maneuver to left or right, depending on the 
different 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦_𝑟𝑎𝑡𝑒 that UAV2 has.

4 https://www .youtube .com /watch ?v =FCd3 -Q1sVhQ.
5 https://youtu .be /kIHcLJpx5rQ.
6

6 https://youtu .be /FCd3 -Q1sVhQ.
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Table 2

Lateral distance made by UAVs in Experiment 3.

Lateral distance in RCA [cm]

15◦ 30◦ 45◦ −15◦ −30◦ −45◦

UAV1 60 55 48 64 50 48
UAV2 62 50 42 58 52 45

5.3. Experiment 3

In this experiment, two UAVs cross in the air at different angles 
{±15◦, ±30◦, ±45◦}, and same dynamic and sensors parameters. Again, 
our proposal of RCA algorithm proved robust enough to get all the 
flights to be successful and drones did not collide.

As a result of this analysis, two aerial robots were able to avoid 
themselves in all the tested situations. The schematic reaction of both 
UAVs is represented in Fig. 14.

Moreover, we include Table 2 with the results of the lateral distance 
flown by each drone for avoiding the collision. Positive angles lead to 
maneuvers to the right, while negative angles lead to maneuvers to the 
left.

5.4. Experiment 4

In the final test, three UAVs try to avoid the collision between them. 
Two multirotors fly in one direction and the other one flies against 
them. The complete experiment lasts 24 seconds, when the robots fi-
nally land. The AR Drone 2.0 on the left of the figure was able to avoid 
the other 2 robots, and the schematic path three of them followed is 
shown in Fig. 15

6. Discussion

In this article, we propose a reciprocal collision avoidance (RCA) 
algorithm applicable using simple technical equipment, sensors and 
sources of data. In order to achieve this, we use two AR Drones 2.0, 
equipped with low-cost sensors and cameras, and two colored red cards 
in order to detect the presence of an incoming airship and to be able to 
autonomously avoid it on real time. The strategy is decentralized and 
it is robust enough for different lighting conditions that we test dur-
ing experiments. We intend for the system to be easily applicable to 
other robot models, and thus, we have uploaded the programmed code 
in Python in an open online repository.

In the Results section of the text, Fig. 10 shows that the altitude of 
both UAVs is quite stable and after losing about 10 cm while perform-
ing the avoiding maneuver, they recover immediately the preset height 
objective.

Next, Fig. 11 and 12 show evolution of pitch and roll angles of 
drones along the experiment. First image shows a smooth behavior of 
both UAVs to fly laterally and avoid the collision, and a later compensa-
tion of roll angle, 𝜑, to return to planned path. Second image show a bit 
hesitant behavior of the pitch angle, 𝜗, but the video of the experiment 
shows that despite this, drones fly quite smoothly and we consider that 
low-cost sensors are the responsible of this issue. We recall that lighting 
conditions are uncontrolled, and thus, we choose broad limit values for 
the detection of the color red, denoted with [𝑟, 𝑔, 𝑏]. The authors con-
sider that they sacrificed the perfect performance of flight of the drones 
in order for the algorithm to work for different light conditions that 
occurred during the experiments, and undoubtedly the specific values 
of the algorithm parameters play a role in that performance. Finally, 
Fig. 13 proves a good versatility of the RCA algorithm in different reac-
tion distances.

Experiment 2 and Experiment 3 aim to prove further capacities of RCA 
solution and its robustness under demanding conditions, trying to repli-

cate nearer real-world conditions similar to a hypothetical scenario of 

https://www.youtube.com/watch?v=FCd3-Q1sVhQ
https://youtu.be/kIHcLJpx5rQ
https://youtu.be/FCd3-Q1sVhQ
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Fig. 10. Altitude evolution for two UAVs in Experiment 1.

Fig. 11. Roll angle evolution for two UAVs in Experiment 1.

Fig. 12. Pitch angle evolution for two UAVs in Experiment 1.

Fig. 13. Lateral and frontal distance for avoiding maneuver in Experiment 1.
drones sharing a scenario in a city. In Experiment 2, Table 1 demon-
strates that UAVs with different velocity capacities can still avoid the 
collision between them. In order to show that capacity, we can observe 
that for every different velocity rates, the values in 𝑈𝐴𝑉1 column are 
always higher than the values under 𝑈𝐴𝑉2 column, which means that 
𝑈𝐴𝑉1 assumes the responsibility in the RCA maneuver to fly a longer 
distance than the other robot due to its higher velocity rate (0.2).

In Experiment 3 we test RCA algorithm for UAVs in straight paths 
that are not aligned. This experiment represents a big challenge for 
the low-cost sensors equipment, and checks the robustness of the al-
7

gorithms when identifying colors and thus, it requires a fine tuning 
of their thresholds on the code. Colored cards with different orienta-
tions tend to make harder to distinguish the color due to shadows and 
lower frontal surface. However, as can be analyzed on Table 2, result-
ing data is coherent and multirotors fly the required distance to avoid 
themselves. Maneuver distances are shorter than in Experiment 1, which 
makes sense due to the lower projected surface of the red card.

Finally, Experiment 4 shows that the proposed RCA algorithm is able 
to cope with more than two multirotors. For this purpose we located 
three UAVs in different coordinates, and we can appreciate that robot 
in the top left of Fig. 15 is able to avoid the collision with two other 

apparatus, one after the other. The purpose of this work is the descrip-
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Fig. 14. Collision avoiding reaction of UAVs in Experiment 3.

Fig. 15. Schematic paths of three UAVs in Experiment 4.

tion of a low-cost vision system for online reciprocal collision avoidance 
with UAVs. Despite the good results shown in Experiment 4, we consider 
that more tests are necessary as future work in order to find the limita-
tions of the number of simultaneous UAVs flying in the same scenario 
that this RCA algorithm is able to manage. The low cost of this solution 
may not be able to handle the presence of a high number of drones in 
the camera and react to appropriately to avoid them.

As described in the article, we use a laptop per UAV to control the 
RCA algorithm. This design decision again tries to emphasize the low 
complexity and low budget of our proposed solution. However, we are 
aware that in order to extend this solution outdoors and increase the 
number of multirotors, we will have to enhance the UAV technology 
and onboard processing power, so that UAVs are able to compute the 
calculus remotely. In order to keep the focus of current work, we set 
the implementation of onboard image processing with UAVs as future 
work.

Although four experiments described in the article performed well, 
during the testing and fine tuning of the algorithm parameters, the 
authors found some very specific drawback situations in which our low-
cost vision system for multi-UAVs did not perform well. Those situations 
involved very high lightning conditions and excessive approach flying 
speed between UAVs. We attribute these inconveniences to a narrow 
range of [𝑟, 𝑔, 𝑏] values, which might not be easily detectable in high 
lightning conditions. Next, we consider that the low-cost cameras harm 
the required image processing speed, and thus, UAVs can not fly at their 
maximum speed.

The purpose of this work is the development of a low-cost vision sys-
tem for online reciprocal collision avoidance with UAVs; it is because of 
this low-budget objective that we use a laptop per UAV to control the 
RCA algorithm. In spite of this limitation in budget, the results obtained 
in all four experiments performed confirm that the system does ensure 
the collision avoidance in a robust and consistent way while maintain-
ing stable flight conditions. The fact that experiments were repeated 
tenths of times using different velocities and angles of incidence proves 
the robustness and consistency of the RCA system presented.

In the context of multi-UAV systems, the preference of collision 
avoidance systems leans towards cooperative approaches due to their 
benefits in safety and design flexibility [19]. However, we set ourselves 
demanding and unfavorable conditions to have a harder benchmark 
against we could test our RCA system.

In addition to this, we believe that our proposal is supported by 
three main aspects, apart from the technical performance: it is cheap to 
build and has a low computational cost. Therefore, it is easily afford-
8

able by most of research groups. Moreover, it does not require special 
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equipment, and our laptop requirements are not demanding and there 
is a big number of them in most laboratories. Finally, it is a sustainable 
technical solution and permits the reutilization of old technical equip-
ment.

7. Conclusions

Summing up, we consider that in the light of the results, the bene-
fits of our RCA system are a stable and a smooth dynamic behavior of 
the drones, and to count with a simple algorithm integrated on low-cost 
equipment that can be easily embedded in other robotic systems. Ob-
viously, this algorithm is also valid for high quality cameras. Finally, 
developed RCA algorithm also proved to be an obstacle collision avoid-
ance algorithm: in case the system in one of the drones fails, the other 
drone is perfectly available to avoid the collision by assuming the whole 
responsibility of making a longer lateral maneuver till the drone with 
failure disappears from its camera.

The experiment and results show that, despite the lack of complex-
ity in the sense and avoid system, after a careful tuning of the required 
parameters in the algorithm, the system did not have any UAV crash 
in none of the experiments. Besides, there is no data exchange between 
robots, enhancing the simplicity in communication hardware. The four 
presented experiments show that the system is able to work with more 
than two UAVs, and the authors are currently working on new experi-
ments that involve a group of drones as future work.

Therefore, we consider that the proposed RCA algorithm could be 
an easy first approach for research groups aiming to explore the au-
tonomous navigation of robots and interaction among them, in order to 
prospect future scenarios with proliferation of robot services in our sur-
roundings. As our solution is designed towards the filling of the niche 
evidenced in the bibliography of the research field, the limitations of 
our proposal consist on the inability for long distances object detection, 
neither high speed UAV conditions, nor fixed-wing drones.

Future work of the authors will go towards enabling a more ro-
bust navigation control that could lead to test autonomous navigation 
outdoors while coping with different wind disturbances and more se-
vere environment conditions. The required technical improvements to 
cope with this new scenario do not only involve the RCA algorithm, but 
also the hardware equipment and communications. First of all, authors 
should explore the navigation controllability limits of the current UAVs 
to cope with wind disturbances and compensate them, and include ver-
tical maneuvers for collision avoidance. In case it is necessary, authors 
will need to augment the sensoring capacities and add extra sensors 
(LiDAR or radar) than enhance the computer vision algorithms of the 
system. We should also optimize the algorithm for energy efficiency, es-
pecially in challenging conditions where the UAV may need to consume 
more power for stability and control. This involves refining the balance 
between safety and energy consumption.

Also, more robust communications are required that strengthen 
communication protocols between UAVs if the environment includes 
areas with signal interference or communication blackouts. Implemen-
tation of reliable communication strategies to ensure timely sharing of 
collision avoidance information is necessary.

Moreover, authors will also research for the enhancement of algo-
rithm for multiple simultaneous collision avoidance maneuvers, this is, 
when more than one drone are coming towards a single UAV. In order 
to achieve that, authors will work different research lines, such as the 
replacement of the UAV models by some other that could easily han-
dle image processing and autonomous collision avoidance techniques 
onboard.

Code availability

Code is hosted in online repository: github .com /Julestevez/Reciproca

collision _avoidance.

https://github.com/Julestevez/Reciprocal_collision_avoidance
https://github.com/Julestevez/Reciprocal_collision_avoidance
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