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A B S T R A C T

Understanding the mechanism that controls cement hydration and its stages is a long-standing challenge. Over
a decade ago, the mineral dissolution theory was adopted from geochemistry to explain the hydration rate
evolution of alite. The theory is not fully accepted by the community and deserves further investigation. In
this work, we apply Kinetic Monte Carlo (KMC) simulations with the mineral dissolution theory as a conceptual
framework to investigate and discuss alite dissolution. We build a Kossel crystal model system and parameterize
the dissolution activation energies and frequencies based on experimental data. The resulting KMC model is
capable of reproducing the dissolution rate and activation energies as a function of the dissolution free energy.
The simulations indicate that mineral dissolution theory easily explains the induction and acceleration stages
due to a continuous increase of the reactive area as the etch pits open. However, the deceleration stage is
hardly reconcilable with the mechanism suggested in the literature, i.e. dislocation coalescence. Still, within
the mineral dissolution theory umbrella, we propose and discuss an alternative mechanism based on dislocation
exhaustion.
1. Introduction

Cement hydration is the process by which the cement powder, in
contact with water, becomes a fluid paste and hardens into a solid
material. Most properties of the final material depend on the hydration
process, and there is a huge empirical knowledge about how to control
the rate and the extent of the different hydration stages. Cement hydra-
tion is usually quantified by looking at calorimetry curves [1], which
show the heat released during the dissolution as a function of time.
The evolution of the heat release is proportional to the dissolution rate
and indicates several well-differentiated stages in cement hydration,
see Fig. 1a. After very fast hydration in the first few minutes, there
is an induction period of about an hour in which the hydration rate
is very low. Then, there is an acceleration stage until a maximum rate
is reached at around 10 h. Beyond the maximum, the dissolution rate
decelerates until it becomes almost negligible after some days.

A considerable number of theories have been proposed to explain
the different stages, as reviewed in [1,3–7]. The most recent studies
can be divided into two main groups depending on the rate controlling
mechanism: C-S-H nucleation and growth controlled hydration, and
alite dissolution controlled hydration. The C-S-H nucleation and growth
interpretation states that the changes in the pore solution concentra-
tion due to the formation of hydration products, mainly C-S-H and
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portlandite, modify the free energy difference between the solid and
the solution 𝛥𝐺, altering the dissolution rate. The acceleration would
correspond to an increasing undersaturation of the pore solution due
to the precipitation of hydration products. Then, the transition from
acceleration to deceleration has been attributed to a slowdown in the
C-S-H nucleation and growth. The slowdown has been explained in
the literature associated in general to lack of space: starting from
an Avrami-like nucleation and growth [8], including the Boundary
Nucleation and Growth [9], C-S-H densification [10], C-S-H anisotropic
growth [11], needle-like C-S-H growth [12], or the existence of a
limited reaction zone for the C-S-H formation [13].

The dissolution theory, which we explore in this paper, has been
borrowed from the field of geochemistry [14,15]. Summarizing, the
dissolution of a mineral surface can be classified into three mechanisms
related to the surface topology and the free energy difference between
the solid and the solution 𝛥𝐺:

𝛥𝐺 = 𝑅𝑇 ln 𝛱
𝐾𝑠

= 𝑅𝑇 ln 𝛽 (1)

where 𝑅 is the ideal gas constant, 𝑇 is the temperature, 𝛱 is the activity
coefficient of the dissolved species and 𝐾𝑠 their solubility product. The
fraction 𝛱∕𝐾𝑠 is known as the saturation index 𝛽. Depending on the
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Fig. 1. (a) A typical calorimetry curve for the cement hydration. According to the dissolution theory, alite dissolution is responsible for the different stages. Induction period:
initial low alite dissolution as its dislocations start to open. Acceleration period: Alite dissolution increase as dislocations keep opening. Deceleration period: dislocations start to
coalesce, and alite particles shrink. Adapted from [2] (b) Typical sigmoid function of the dissolution rate with Gibbs free energy in the dissolution of mineral. Depending on the
saturation index 𝛽, three mechanisms are observed. Mechanism I: At close to equilibrium conditions, the dissolution rate is low due to the low dissolution of initial irregularities
on the mineral surface. Mechanism II: In the so called critical 𝛥𝐺, the dissolution rate sharply increases due to the dislocation opening. Mechanism III: Some minerals far from
equilibrium conditions present spontaneous pit openings, where any surface atom can become a dissolution core.
saturation index, different dissolution mechanisms can be observed in
the mineral surface (see Fig. 1b). Close to equilibrium in mechanism I,
the dissolution takes place only by step retreat of the surface roughness
leading to a low dissolution rate. At intermediate undersaturation, in
mechanism II, the existing dislocations open into dissolving etch pits.
Finally, for some minerals far from equilibrium, in mechanism III, etch
pits open at any point in the surface, leading to a high dissolution
rate [16,17]. In the case of Alite dissolution, the three mechanisms are
observed [2,16,18].

Several works have explored in detail the implications of mineral
dissolution theory on C3S, and alite hydration [2,16,18–20]. The initial
deceleration towards the dormant period has been attributed to a
transformation of the C3S surface due to the initial reactions when the
material is put in contact with water, the release of the first ions to
solution, and the consequent decrease of the undersaturation towards
values closer to equilibrium. The acceleration would correspond to a
continuous increase in the reactive area of C3S as dislocations open into
etch pits [2]. The undersaturation is moderate, and C3S dissolves in the
mechanism II regime, where the dissolution of flat surfaces is negligible
and etch pit growth is dominating dissolution. If it is considered that
the global dissolution rate R𝑔 is equal to the local rate at C3S surfaces
R𝑙 times the reactive area S𝑟

𝑅𝑔 = 𝑆𝑟 ⋅ 𝑅𝑙 (2)

S𝑟 increases continuously as the etch pits grow, and consequently,
R𝑔 increases. It is interesting to note that only the reactive area S𝑟
should increase according to Eq. (2), and the proposed mechanism
would be valid as far as grains do not shrink noticeably during the first
hours. Following the same logic, the deceleration would result from a
decrease in the reactive area. It has been suggested that the overall
shrinkage of the C3S grains and the coalescence of the etch pits as they
grow could be two possible mechanisms to decrease S𝑟.

The boundary between the nucleation and growth and the dis-
solution theories is blurred since both rely up to a great extent on
the over/under saturation of the pore solution with respect to the
C-S-H and alite, respectively. Very likely, both mechanism coexists,
yet it is still interesting to understand their relative contribution. In
this work, we focused on the dissolution theory of alite [2], ignoring
the precipitation of hydration products. In doing so, we performed
Kinetic Monte Carlo simulations on an alite model system. First, we
determine the parameters necessary to reproduce experimental data
of alite dissolution and discuss their implication. Second, we test the
role of dislocations, their coalescence, and their length. We show how
dislocation opening can induce an acceleration in the hydration rate
until a maximum value. However, the coalescence of adjacent etch pits
2

does not decrease the rate as the reactive area remains constant. As
an alternative, we suggest that the deceleration originates from the
exhaustion of the existing dislocations.

2. Computational methods and models

2.1. Kinetic Monte Carlo model

In this work, we use Kinetic Monte Carlo (KMC) simulations to
investigate the dissolution mechanism of C3S at the microscale. KMC
simulations describe the evolution of a system based on the proba-
bilities of the individual events that may take place. In dissolution
processes, these events can be explicit chemical reactions or a more
general ‘detachment’ of particles from the solid. The rate of each
dissolution event is calculated as follows:

𝑟d = 𝑓d ⋅ exp
(

−
𝐸d(𝑛)
𝑘b ⋅ 𝑇

)

(3)

where 𝑓d is the fundamental frequency of the dissolution event and
𝐸d(𝑛) is the reaction activation energy, usually written as a function of
the coordination (or the number of bonds) of the dissolving site n, and
𝑘b the Boltzmann constant. At far from equilibrium conditions, Eq. (3)
is enough to reproduce the dissolution rate if 𝑓d and 𝐸d(𝑛) are known.
However, as we approach the equilibrium state between the dissolving
solid and the species in the pore solution, the dissolution becomes
slower, following a sigmoidal curve (see Fig. 1) [17]. To take into
account the evolution of the dissolution rate with the undersaturation,
we have developed a reversible KMC scheme that includes the micro-
scopic reversibility of the chemical reactions adding a ‘precipitation’
event [17]:

𝑟p = 𝑓p ⋅ exp
(

−
𝐸p(𝑛)∗

𝑘b ⋅ 𝑇

)

(4)

where 𝑓p is the fundamental frequency of the precipitation event and
𝐸p(𝑛)∗ the effective precipitation activation energy. 𝐸p(𝑛)∗ depends on
the equilibrium with the pore solution through the effective dissolution
free energy 𝛥𝐺∗:

𝐸p(𝑛)∗ = 𝐸p(𝑛) − 𝛥𝐺∗ (5)

The 𝛥𝐺∗ is large at far from equilibrium conditions, and the precip-
itation term becomes negligible. Close to equilibrium 𝛥𝐺∗ is lower, the
precipitation term becomes important. The interplay between precipi-
tation and dissolution allows the reproduction of the typical sigmoidal
curve of the dissolution rate with 𝛥𝐺. Finally, 𝛥𝐺∗ reaches a value
at which the dissolution and precipitation rates are equal 𝐸d(𝑛) =
𝐸 (𝑛) − 𝛥𝐺∗, and the system is at equilibrium. It must be clear that
p
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Fig. 2. (a) Coarse grain scheme of the C3S crystal (b) Representation of the possible surface sites in a terrace-ledge-kink (TLK) model. (c) Dissolution energy barriers as a function
of the dissolving site coordination. The value for dislocation sites (n = 4) is fixed, and linear relationships with different slopes are considered. (d) Dissolution rate for two cases:
a covalent material (slope 𝑚) and an ionic material (slope 0.5 m). (e) Topology of the surfaces for a dissolving TLK surface with energy barriers defined according to different
slopes gathered in Table 1. The color scale represents the depth of the surface. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
precipitation in this context refers to the backward dissolution reaction,
and there is no precipitation of hydration products. The interplay
between the dissolution and precipitation events give rise to a net
dissolution rate that allowed us to reproduce the sigmoidal dissolution
rate dependence with 𝛥𝐺 reported for most minerals [17]. However,
the model is designed to work in undersaturated conditions and clearly
C3S precipitation does not occur in such conditions.

The effective dissolution free energy 𝛥𝐺∗ can be related to its
standard definition 𝛥𝐺 by looking at the equilibrium conditions when
the dissolution and precipitation rates must be equal 𝑟d = 𝑟p. From
Eqs. (3) and (4), and using a kink site (𝑛 = 3) as reference site
for equilibrium [21], we can determine the equilibrium value of the
effective 𝛥𝐺∗:

𝛥𝐺∗ = 𝑅𝑇 ln
𝑓d
𝑓p

+ 𝐸p(𝑛=3) − 𝐸d(𝑛=3) (6)

At the same time, according to the standard definition, 𝛥𝐺 is zero
in equilibrium, so we obtain the relation between 𝛥𝐺∗ and 𝛥𝐺:

𝛥𝐺 = 𝛥𝐺∗ + 𝑅𝑇 ln
𝑓p

𝑓d
+ 𝐸d(𝑛=3) − 𝐸p(𝑛=3) (7)

Hence, we can perform simulations at different effective dissolution
free energies 𝛥𝐺∗, and recalculate the corresponding dissolution free
energy 𝛥𝐺 according to the dissolution and precipitation energies and
frequencies.

2.2. Alite coarse grained model

C3S is very hydrophilic and is known to pre-hydrate already at
63% relative humidity [22]. Recent 29Si1H NMR data [23] indicates
3

that the pre-hydrated surface includes hydroxide groups and partially
hydroxylated silicate monomers without further polymerization. Molec-
ular dynamics simulations agree with that finding [24,25], showing
that in contact with water, the C3S surface evolves quickly (in a
few ns) into a partially hydrated amorphous interface. The disorder
implies a large number of potential Ca coordination environments
and reaction pathways, which makes it impossible to compute the
precise dissolution and precipitation activation energies using atomistic
simulations. Fortunately, the disorder at the atomic scale usually entails
a homogenization of microscopic properties. Thus, we propose that
disorder will translate into a homogenization of the energy barriers
around ‘mean values’, and the specific energy barrier for a specific
site will mainly depend on the coordination number rather than the
crystallographic site.

We adopt the commonly used Kossel crystal or terrace-ledge-kink
(TLK) model. The TLK model is a crystal with a cubic arrangement in
which each lattice site has six neighbors with octahedral coordination
in the bulk, which reduces to five-fold coordination in perfect surfaces,
four in steps and dislocations, three in kink sites, and one in isolated
atoms. In our case, each lattice site corresponds to a Ca3SiO5 structural
unit, with a characteristic size of 4.85 Å calculated from the density
of monoclinic and triclinic C3S, see Fig. 2 [26,27]. Following the
literature [28], we model edge dislocations by removing a single row
of sites perpendicular to the surface. This method has been shown to
reproduce qualitatively similar dissolution patterns as more detailed
dislocation descriptions, including field stress and strain [28]. Also,
for materials with low dissolution energy barriers, like C3S, the edge,
and screw dislocations have been proved to result in similar etch pit
morphologies [28]. Therefore, pre-opened dissolution cores are enough
to give a good description of the dislocation effect in our model.
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2.3. Simulation details

All the KMC simulations are done using the KIMERA code [29].
KIMERA is an open-source code to study mineral dissolution with an
efficient implementation of the reversible KMC model described in
Section 2.1. It can model the dissolution of any system with atomic
resolution [30] or use more general coarse-grained structures as we
do in the present work. The dissolution events can be defined as ‘site-
by-site’ or ‘bond-by-bond’. The systems can be periodic in 1, 2, or 3
dimensions or isolated particles and can model different surface to-
pographies, including dislocations, point defects, etc. [29]. KIMERA has
a very flexible definition of dissolution reactions (or events) that can
consider only first or second and higher order neighbors and additional
structural conditions defined by the user. Despite KIMERA allowing
multi-core simulations, we choose to run single-core simulations for
this work since it offers better performance when a high number of
them are done [29]. We will indicate below the specific details of the
simulations for each section.

3. Results and discussion

3.1. Choice of model parameters

First, we need to define the parameters that govern dissolution, i.e.,
dissolution activation energies 𝐸d𝑖(𝑛) and 𝑓d in Eq. (3). In covalent

inerals like quartz, the activation energy 𝐸d(𝑛) corresponds to the
ydrolysis of a siloxane bond, and detailed values can be obtained from
b-initio simulations [30,31]. For C3S, C2S and CaO, the dissociation
f water is spontaneous in several surface sites [24,25,32,33], so that
s not the limiting process for dissolution. Other possibilities are co-
perative surface topochemical reactions [32], desorption of mineral
oieties from the surface [34–36], or proton-metal exchange reac-

ions [37,38], including in the last the diffusion of protons that leave
ree spots for secondary water reactions [24,25]. Atomistic simulation
an help identify those mechanisms, but quantifying the associated
nergy barriers is difficult, and the available data for C3S is incom-
lete [35,39]. Therefore, we have used the macroscopic experimental
alues of the C3S activation energy to infer the microscopic energy
arriers. Thomas obtained activation energy for C3S dissolution of

51.1 ± 1.8 kJ mol−1 [40], which remains constant over the first days
of hydration. Juilland and Galluci performed experiments in isolated
C3S and obtained different activation energies depending on the un-
dersaturation degree and the hydrodynamic conditions [18]. Close to
equilibrium, the activation energy was ≈49 kJ mol−1, very similar
to the value obtained by Thomas, but it decreased down to ≈19 kJ
mol−1 at very far from equilibrium conditions due to the change of
limiting reaction from surface detachment to material transport [18].
Nicoleau et al. also made an estimation of 𝐸a of 31 and 40 kJ mol−1

for different triclinic polymorphs based on the undersaturation at the
onset of the etch pits opening [41]. As we discussed in our previous
work [17], it is known that the activation energy for a mineral in
the reaction-controlled regime roughly lays down between the energy
barrier value of an atom placed close to a dislocation (or ledge atom)
and of a kink atom. A higher amount of topological irregularities
or a smaller grain size implies a higher density of kink atoms, and
the macroscopic activation energy is shifted to the dissolution energy
barrier for a kink atom. Conversely, the bigger the grain and the lower
the number of defects and dislocations in its surface, the macroscopic
activation energy is shifted to the dissolution energy barrier of the
ledge/dislocation atoms. As starting point, we have attributed the
experimental activation energy 𝐸a = 51 kJ mol−1 to the dissolution
energy barrier at ledge/dislocation 𝐸d(𝑛 = 4).

We have assigned the experimental activation energy from Thomas
𝐸d(𝑛) = 51 kJ mol−1 to the dissolution energy barrier for an atom close
to a dislocation (𝑛 = 4). To determine the activation energy for the sites
with other coordinations, it is common to use a linear function of the
4

o

Table 1
Dissolution energies for the studied energy relationships. All values in kJ mol−1. Six
coordinated bulk atoms are not reactive.

Site Slope

coord. m 0.75 m 0.5 m 0.25 m

1 12.8 22.3 31.9 41.4
2 25.5 31.9 38.3 44.6
3 38.3 41.4 44.6 47.8
4 51.0 51.0 51.0 51.0
5 63.8 60.6 57.4 54.2

energy barrier proportional to the number of neighbors n. Such a rela-
ionship has been traditionally used for covalent materials. In contrast,
3S possesses a marked ionic character, and the interface with water

s expected to have a relatively homogeneous amorphous structure.
ccording to those characteristics, the energy barriers for the different
oordinations should be more homogeneous than in a covalent crystal,
ith closer values. To explore this effect, we have tested the dissolution

ate far from equilibrium for four different linear relationships. We
ave set the energy for a 4 coordinated site and considered equidistant
nergies with different slopes 𝑚, 0.75 m, 0.5 m, and 0.25 m, see Table 1.
e perform the simulations in a 200 × 200 × 100 Kossel crystal with

periodic boundary conditions (PBC) along the surface. We place a single
dislocation in the center of 1 × 1 cell wide and 100 cells deep, which
corresponds to a dislocation density 𝑑 = 1010 cm−2 and lies in the
known values reported for most minerals (106 − 1010 cm−2) [42].

We observe important changes in the dissolution patterns depending
n the relative differences of 𝐸d(𝑛); see Fig. 2. In all cases, we observe
he spontaneous nucleation of etch pits on the surface (mechanism III)
nd growth of the pre-opened dislocation (mechanism II), yet their rela-
ive contributions and step retreat patterns are different. For the largest
ifferences between 𝐸d(𝑛) (slope 𝑚, covalent material), the system tends
o dissolve in stepwaves emanating from the etch pit, forming a ‘train’
f steps with large terraces (Fig. 2e). The dissolution rate, displayed in
ig. 2d, reaches a steady state nearly immediately with oscillations due
o the variable perimeter of the dissolving steps. For the opposite case,
ith the smallest energy differences (slope 0.25 m, ionic material), the
issolution rate also reaches a steady state, with fewer oscillations. In
his case, etch pits nucleate and grow very fast, at a rate comparable to
he dislocation opening, due to their similar energy barriers (Fig. 2e).
herefore, the dislocation is not a preferential dissolution site, and the
urface dissolves uniformly.

In the intermediate cases (slopes 0.75 m and 0.5 m), the predominant
echanism is also the dislocation opening in stepwaves, yet consecu-

ive steps are closer, without large terraces between them. The etch
its are deep in their center, forming inverted pyramidal pits. This is
ore marked for the system with close energies (slope 0.5 m). These

imulations display an acceleration of the dissolution rate with time.
s the etch pit opens, the number of low coordinated sites at steps and
inks increases. The reactive area 𝑆𝑟 increases, and consequently, the
ate accelerates. It is interesting to note that the steady dissolution rate
s very similar for the different energy sets and, therefore, independent
f the dissolution mechanism. Overall, in view of the different etch pit
orphology, dissolution mechanisms, and dissolution rate evolution,
e have chosen the energy set with a slope of 0.5 m for our simulations.
s we will see subsequently, it presents prominent mechanism II, as
ell as the formation of deep etch pits even at close to equilibrium

onditions as it has been reported experimentally [2,18].
Once we have chosen a set of activation energies 𝐸d(𝑛), we should

efine the fundamental dissolution frequency 𝑓d. For that, we find
he value that fits the experimental dissolution rate from [18] at far
rom equilibrium conditions (see Fig. 3). In those conditions, the 𝛥𝐺∗

n Eq. (4) is large and negative, and the exponential relationship makes
recipitation negligible. Therefore, only dissolution, defined by Eq. (3),
lays a role, and we can obtain the 𝑓d value to fit the experiments. The

9 −1
btained value to match the experiment is 𝑓d = 2.58 ⋅ 10 s .
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Fig. 3. (a) Alite dissolution rate with 𝛥𝐺 and its comparison with experimental data [18]. (b) Natural logarithm of the dissolution rate versus the inverse of temperature
(Arrhenius plot). The activation energy is obtained from the linear regression. Change of activation energy in experiments [18] suggests a change of mechanism from surface
controlled dissolution to transport controlled process.
The next step is to determine the precipitation parameters 𝐸p(𝑛)
and 𝑓p in Eq. (4). Following the literature [43], we assume that
the fundamental precipitation frequency 𝑓p is equal to its dissolution
counterpart. This is not necessarily true in all cases, especially for rigid
materials like quartz [30], but it should be a good approach for flexible
ionic materials like alite. The remaining parameter is the precipitation
activation energy 𝐸p(𝑛).

The kinetic parameters used in our model can be related to thermo-
dynamic quantities in the standard state, i.e. far from equilibrium. In
those conditions, the following relationships can be derived [44]:

𝑓d
𝑓p

exp
(−𝐸d + 𝐸p

𝑅𝑇

)

= exp
(𝑇𝛥𝑆◦ − 𝛥𝐻◦

𝑅𝑇

)

(8)

and therefore, the standard reaction enthalpy and entropy are directly
related to the kinetic parameters:

𝛥𝐻◦ = 𝐸d − 𝐸p (9)

𝛥𝑆◦ = 𝑅 ln
𝑓d
𝑓p

(10)

The experimental enthalpy 𝛥𝐻 = −125 [45], −128 [46] kJ mol−1

so the 𝐸p(𝑛 = 3) = 188 kJ mol−1. We can infer 𝐸p(𝑛 = 4) from
the experimental 𝛥𝐺crit., where there is an onset in the dissolution
rate due to mechanism change between I and II. From our previous
work [17,47], we know that 𝛥𝐺crit. is related to 𝐸p(𝑛 = 3) and 𝐸p(𝑛 = 4)
by the following equation in 𝑘B𝑇 units:

𝛥𝐺crit. ≈ 𝛼 +
(

𝐸d(𝑛=3) − 𝐸d(𝑛=4) − 𝐸p(𝑛=3) + 𝐸p(𝑛=4)
)

+ ln
(

𝑓D
𝑓P

)

(11)

where 𝛼 = −2.3 ± 0.9 𝑘B𝑇 is a parameter that emerges by considering
the center of the onset. For further information, refer to [47]. From this
equation, we obtain that 𝐸p(n = 4) = 151 kJ mol−1. The energy values
for the rest of 𝐸p(n) are considered to follow a linear dependence with
the previous two 𝐸p(n = 3) and 𝐸p(n = 4).

3.2. Activation energy and dissolution rate with 𝛥G

Using the parameters listed in Table 2, we have checked the ability
of our model to reproduce the experimental data. For that, we use pe-
riodic surfaces with 100 × 100 sites in the surface direction, equivalent
to 0.495 × 0.495 μm, and 50 sites of depth. We place a dislocation in
the center of the system of 1 × 1 site width and 50 sites depth. This
corresponds to a dislocation density of 4 ⋅ 1010 cm−2.

In Fig. 3a, we can see that our KMC results are in very good
agreement with the dissolution experiments reported in [18]. The
sigmoidal trend of the dissolution rate with 𝛥𝐺 is perfectly reproduced,
5

Table 2
Model parameters.

Parameter Value

𝐸d(n) (kJ mol−1) 41.4, 44.6, 47.8, 51.0, 54.2
𝐸p(n) (kJ mol−1) 261.9, 224.5, 187.6, 151.0, 112.2
𝑓d (s−1) 2.58 ⋅ 109

𝑓p (s−1) 2.58 ⋅ 109

as well as the critical free energy value 𝛥𝐺crit., when the transition
between the low and high rates takes place. The transition regime, with
mechanism II, is also well defined as in experiments [2], and the rate at
far from equilibrium conditions is quite dispersed. The change between
mechanism II and mechanism III is produced at 𝛥𝐺 = −20.3 kcal mol−1.

In Fig. 3b, we have calculated the macroscopic activation energy
by doing simulations at different temperatures and fitting the results to
the logarithmic form of the Arrhenius equation:

ln 𝑟 = ln𝑓f −
𝐸a

𝑅 ⋅ 𝑇
(12)

We have done this fitting for two different values of 𝛥𝐺 to obtain
the activation energies for mechanism II (simulation at 𝛥𝐺 = −9.5 kcal
mol−1) and III (simulation at 𝛥𝐺 = −25 kcal mol−1). In the mechanism
II regime, the obtained activation energy is 𝐸a(𝐼𝐼) = 54.1 ± 1.0 kJ
mol−1 in very good agreement with the experimental values from
Juilland (49 kJ mol−1) [18] and Thomas (51 kJ mol−1) [40]. In the
mechanism III regime, far from equilibrium, the obtained activation
energy is 𝐸a(𝐼𝐼𝐼) = 54.41 ± 0.05 kJ mol−1. Interestingly, despite
the switch from mechanism II to III, the activation energy does not
change. The activation energy of each mechanism is independent of the
fundamental frequency terms 𝑓d and 𝑓p, yet they change the dissolution
rate. We can conclude that the limiting step in both cases is the same,
the dislocation opening, and confirm that the experimental 𝐸a = 19 kJ
mol−1 at far from equilibrium conditions obtained by Juilland et al.
implies a change of the dissolution limiting process from reaction
controlled to diffusion controlled process [18]. This conclusion is also
in agreement with the Molecular Dynamic simulation result of 11.5 kJ
mol−1 for the diffusion energy barrier of Ca2+ ions on the surface [48].

As we used the experimental data to define our model parameters,
it may seem a trivial task to reproduce it. However, the dissolution
process has considerable complexity, involving nonlinear effects and
transitions between different mechanisms. To the best of our knowl-
edge, only the present KMC model and the one from Coopamootoo and
Masoero [49] are able to replicate the dissolution rates as a function of
the saturation index 𝛽.
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Fig. 4. (a) Time evolution of the dissolution rate (up) and quantity of atoms in different sites on the surface (down). The dotted line sets the steady state given by the coalescence
of dislocations. (b) Snapshots at three different times. Initial configuration of a perfect surface with a dislocation in the center (t = 0 s), Beginning of the dislocation coalescence
(t = 20 s), and steady state of the dissolution (t = 40 s). (c) Time evolution of the dissolution rate of different dislocation distributions gathered in Table 3. (d) Schematic
representation of the initial dissolution of configuration (A) and (D) cases.
Table 3
Characteristics of the systems used to explore the acceleration period in Section 3.3.

sim. Sites Size (μm) dis. dens. (cm−2) dist.

A 200 0.1 × 0.1 5 5 ⋅ 1010 homo
B 200 0.1 × 0.1 1 1 ⋅ 1010 homo
C 400 0.2 × 0.2 1 2.5 ⋅ 109 homo
D 400 0.2 × 0.2 5 1.25 ⋅ 1010 hete

3.3. Acceleration period: dislocation opening

We turn now to analyze the acceleration of the dissolution rate.
For that, we performed KMC simulations slightly above 𝛥𝐺crit., at
𝛥𝐺 = −10 kcal mol−1 (𝛽 = 0.98) so that we can reproduce the
experimental observations of alite dissolution in cement as close as
possible: deep etch pitching and relative low dissolution rate because
of close to equilibrium conditions [41]. At higher supersaturation, we
observed a change from mechanism II to mechanism I, and a step-wave
opening of the dislocations, inconsistent with experiments. At lower
supersaturation, the dissolution rate is too high and incompatible with
a realistic time scale.

First, we have done simulations in a system with 200 × 200 × 100
cells (0.1 μm × 0.1 μm and thickness 0.05 μm) with one dislocation in the
center of the system, which correspond to a dislocation density of 1010

cm−2 (system B in Table 3). Fig. 4a shows the dissolution rate and the
number of sites with different coordination as a function of time. As we
can see, there is an acceleration of the dissolution rate with time until
it reaches a maximum value, and then the system enters into a steady
state regime. The rate evolution is correlated with the number of sites
with a given coordination. Plain surfaces, i.e., sites with coordination
5, at close to equilibrium conditions, do not dissolve appreciably, so
the reactive area 𝑆𝑟 can be ascribed to ledge and kink sites (3 and 4
coordination, respectively). As the dislocation opens and the etch pit
grows, the number of reactive sites (ledge and kink sites) increases,
and the nonreactive sites on the surface decrease. Hence, there is an
increase in the reactive area and, consequently, the dissolution rate.
When the etch pits merge (in this case, with itself through the PBCs),
the number of sites with a given coordination becomes constant. 𝑆𝑟 is
maximum and constant over time, and the steady dissolution rate is
reached.
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The origin of the acceleration is clear and consistent with the
mineral dissolution theory: an increase in the reactive area. To un-
derstand the effect of several properties on the magnitude of the
acceleration, we have performed additional simulations for different
dislocation densities and distributions, see Table 3. In general, it can
be observed that the acceleration is faster in the systems with a higher
dislocation density, A > B > C, and hence the steady state is reached
in shorter times. It must be noted that the real parameter controlling
the acceleration is the ratio between the reactive area and the total
surface 𝑆𝑟∕𝑆𝑡. Take, for instance, systems B and C: they both have the
same number of dislocations, so the etch pit opening and the number
of reactive sites are the same, and so it is the steady state dissolution.
However, in system C, with lower dislocation density, the acceleration
is slower because the 𝑆𝑟∕𝑆𝑡 ratio is smaller. This is a consequence of
the dissolution rate units being normalized by the total area.

In systems A, B, and C, the distribution of dislocations is homoge-
neous; in other words, the distance between dislocations is the largest
possible one. System D has five dislocations close to each other, and
despite the dislocation density being the second highest, just after
system A, its acceleration is the slowest. The dislocations merge soon
after the dissolution starts, and the effective 𝑆𝑟∕𝑆𝑡 ratio is equivalent
to a system with a single dislocation. Therefore, besides the dislocation
density, also the dislocation arrangement plays a crucial role in the
(surface normalized) dissolution rate. Finally, we note that the steady-
state rate is the same for any dislocation density, and its only effect is
how fast it is reached, as proposed by Lasaga and Luttge [14,50].

3.4. Deceleration period: dislocation exhaustion

We move now to give a possible explanation for the deceleration pe-
riod, the so-called dislocation exhaustion. As we have explained before,
the dissolution rate reaches a steady state when the dissolution fronts
from adjacent dislocation merge. The dissolution theory [2] proposed
that such a dislocation coalescence should decrease the reactive area
and, consequently, the dissolution rate. Nevertheless, our simulations
indicate that the reactive area is maintained constant after coalescence,
as explained before (4a). The acceleration corresponds to an increase
in the reactive area, but no deceleration is observed upon coalescence.

According to our model and simulations, the only possible mech-
anism to reduce the reactive area and hence the reaction rate is
dislocation exhaustion. It is known that in crystals, the number of
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Fig. 5. (a) Time evolution of the dissolution rate (up) and site distribution (down) for a system with five dislocations of different finite depths. (b) Snapshots at the beginning of
the coalescence (t = 5 s), steady state of the dissolution (t = 25 s), exhaustion of three of the dislocations (t = 60 s), and exhaustion of the last dislocation (t = 130 s). Sequential
exhaustion of dislocations decreases the dissolution rate locally until the last of the dislocations is dissolved. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
dislocations decreases with depth. For SrTiO3 oxide, for example, the
dislocation density reduces from 6 ⋅ 109 cm−2 in the surface to ∼108

cm−2 in a depth of 40 μm [51]. If that is also the case in alite, when
the dissolution reaches the bottom of a dislocation site, we can expect
a decrease in the reactive area and, consequently, a decrease in the
dissolution rate.

To investigate dislocation exhaustion, we performed simulations
in two systems of 200 × 200 sites, with five dislocations randomly
distributed at the surface. In one case, the dislocations are of infinite
length, and in the other, of finite length, with variable depths between
100 nm and 300 nm (between 20% and 60% of the system thickness).
In Fig. 5a, we show the dissolution rate as a function of time for both
systems and the number of sites with different coordination for the case
of finite dislocations. The snapshots in Fig. 5b at 4 different times match
the four stages (S1 to S4) in Fig. 5a, and the color scale indicates the
site coordination.

Both systems display a similar acceleration (stage S1, time 5 s)
while the etch pits grow and reach the same maximum rate when the
dissolution fronts merge (stage S2, t = 25 s). After that, the dissolution
reaches the bottom of a dislocation, and the exposed sites for dissolu-
tion are no longer undercoordinated (𝑛 = 3, 4) but perfect surface sites
(𝑛 = 5), without a tendency to dissolve (stage S3, t = 60 s). This new
nonreactive surface can be observed in the corresponding snapshots at t
= 60 s indicated with a white arrow. As a consequence, the dissolution
rate decreases, yet there is a new acceleration period when the growth
of etch pits from deeper dislocations consumes the new nonreactive
surface. As heterogeneous dislocation depths are used in the simulation,
several deceleration and acceleration steps are observed. Finally, when
all dislocations are consumed (stage S4, t = 130 s), there is a deceler-
ation as the 𝑆𝑟 decreases and the nonreactive area becomes dominant.
Eventually, a steady rate should be reached corresponding to the new
limiting process, that is, the spontaneous opening of a dissolution core
in the surface.

Overall, we conclude that the coalescence of dislocations will not
reduce the reactive area of the crystal under ideal conditions. One
7

possible mechanism to reduce the dissolution rate is the exhaustion of
dislocations.

4. Discussion

The present KMC model has proved useful for understanding the
fundamental aspects of the C3S dissolution mechanism. However, the
KMC model has limitations that may play a role in determining the
actual dissolution mechanism, which are worth discussing.

With the current model, we are able to show a clear distinction in
the etch pit growth morphology as a function of the activation energy
difference between coordination, which we attribute to a more ionic
or covalent character. Then, assuming the ionic model for C3S, we can
observe acceleration and deceleration based on the etch pit opening and
exhaustion, respectively. Although the evolution of the surface topology
is a key aspect in interpreting dissolution process, we do not fully
reproduce the etch pit morphology observed in C3S micrographs [41],
which are usually shallower than what we achieve in our simulations.
Fortunately, the aspect ratio of the dislocation is not crucial for the pro-
posed acceleration and deceleration mechanisms. If anything, shallower
pits could further support the deceleration by dislocation exhaustion, as
the lateral growth that governs dislocation coalescence would be slower
than the deep growth relevant for dislocation exhaustion. Nevertheless,
there are at least three key aspects not included in the model that could
modify the simulation outcome and correct the etch pit aspect ratio.

First, etch pits with a shallow shape can be achieved if the actual
atomic structure of a crystal is taken into account instead of using a
coarse grained approach. Indeed, for belite, we have observed etch pits
growing deeper than wider using KIMERA [52]. It is also interesting
to note the connection between the surface amorphization and the
dislocations. If the surface is distorted and loses its crystalline features,
the forces induced by the dislocations, which makes them preferential
dissolution sites, may decrease or even vanish. However, using an
ordered atomic structure is hardly reconcilable with the idea of a
disordered hydration layer due to fast hydration, as observed from
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Fig. 6. (a) radius of a hollow core as a function of the burger’s vector 𝑏 for two limit cases. In gray, 𝛾 = 0.75 J/m and 𝐺 = 65 GPa. In orange 𝛾 = 1.15 J/m and 𝐺 = 55 GPa.
(b) Snapshots of a simulation of a dissolving hollow core at t = 0 s and t = 25 s. (c) Dissolution rate as a function of time for dissolving hollow cores of different radius. The
same plot but considering the surface of the hollow core walls to compute the dissolution rates. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
simulations and experiments [23,25,53]. Further MD simulations will
be necessary to understand the real C3S/water interface.

Second, we did not consider surface diffusion of adatoms, which
has been shown to reproduce the formation of shallow topologies
even with a Kossel crystal model [14,54,55]. The adatoms diffuse
from surface sites to undercoordinated kinks in the opening etch pits,
reducing undercoordination and delaying the lateral growth. However,
we ignored this additional level of complexity due to the nature of the
material. It is relatively easy to understand that surface diffusion may
take place in certain materials like metals or salts. On the contrary,
for oxides it is less intuitive, as the diffusion should entail a more
complex rearrangement of the metal cation together with oxygen atoms
to maintain electroneutrality. A more sophisticated model must be de-
vised to reconcile the diffusion process with the iono-covalent bonding
scheme in C3S. For instance, the adsorption of small C-S-H complexes
or prenucleation clusters (PNCs) as those reported in [56] could play a
similar role as diffusion: the complexes could adsorb preferentially on
the surface kinks, delaying etch pit lateral growth, and favoring deeper
morphologies.

Third, we work under constant undersaturation conditions. That is
not the case for real C3S dissolution, yet controlled experiments can
impose a constant 𝛥𝐺. However, we think that it could be interesting to
explore the role of local undersaturation. In a fast dissolving system the
diffusion of ions in solution might be of the same order than the disso-
lution, and therefore the saturation close to the opening etch pits could
be higher. The saturation value could also fluctuate due for instance to
C-S-H precipitation among other physico-chemical mechanisms. These
coupled processes depend on time and are hard to predict. Currently,
the implementation of variable 𝛥𝐺 in time and space in KIMERA is in
progress.

In addition to the three aspects discussed above, the presence of
hollow cores could help better reproduce the observed topologies and
explain some of the model disagreement. Hollow cores or micropipes
are crystallographic defects that induce the formation of large holes
from a dislocation, usually for crystals with large burgers vectors
𝑏 [57], see Fig. 6. If hollow cores were present in C3S, they would
act as preferential dissolution sites like a regular dislocation, and the
surface relaxation due to the amorphization would not compensate the
low coordination. In addition, shallow morphologies would develop
naturally from the hollow core. According to Frank’s theory [57], the
radius of a hollow core 𝑟𝑓 depends of the following relationship:

𝑟𝑓 = 𝐺𝑏2 (13)
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𝛾8𝜋2
where 𝐺 is the shear modulus, 𝛾 the surface energy and 𝑏 the Burger’s
vector. In Fig. 6 we show the hollow core radius in C3S as a function
of the burgers vector magnitude for two limit cases depending on the
surface energies 𝛾 and shear moduli 𝐺 values reported in the litera-
ture [24,58,59]. The gray line depicts an upper limit (with high shear
modulus and low surface energy) and the orange line a lower limit
(with low shear modulus and high surface energy). The burgers vector
magnitude is usually of the order of the lattice dimension, yet materials
with hollow cores have very large burgers vectors, like SiC [60] or
Ba(NO3)2 [61]. For the typical unit cell dimension of ∼10 Å [26,27],
indicated with the dashed line in Fig. 6, the hollow core radius is
between 1 and 2 of our lattice sites. With these values, micropipes
should not form in C3S, unless it has an anomalously large burgers
vector. Nevertheless, we have tested the dissolution rate evolution as
a function of time for a system with a hollow core of different radii,
from 1 nm to 10 nm, see Fig. 6c. We found that the acceleration
is faster for larger hollow cores as expected, because the number of
undercoordinated sites is larger. Therefore, when we normalize the
dissolution rate by the reactive area, i.e., the undercoordinated surface
that includes the area of the micropipe walls, we observe that the rate is
equal (right panel in Fig. 6c). Thus, we can conclude that hollow cores
do not change the dissolution mechanism, only the available reactive
surface area.

5. Conclusions

In this work, we studied alite dissolution by Kinetic Monte Carlo
(KMC) simulations. We built a Kossel crystal coarse-grained model to
represent the alite-water disordered interface, and we fit the reaction
energy barriers and frequencies based on experimental observations.
Despite the simplicity of the model, the main features of C3S dissolution
were captured, including the formation of etch pits, the macroscopic
activation energies, and the dissolution rate dependence with 𝛥𝐺.
Furthermore, important implications regarding the acceleration and
deceleration of the dissolution rate were obtained.

The simulations were able to capture with precision the three
dissolution mechanisms as a function of the Gibbs free energy 𝛥𝐺.
The macroscopic activation energies of C3S dissolution are very similar
along the different mechanisms: 𝐸a.𝐼𝐼 = 54.1 ± 1.0 kJ mol−1 and 𝐸a.𝐼𝐼𝐼
= 54.41 ± 0.05 kJ mol−1 kJ mol−1. This value is in agreement with
the experimental observation if no transportation effect is involved,
51.1 ± 1.8 kJ mol−1 [40] and 𝐸a = 49 kJ mol−1 [18] and indicates that
despite the dramatic increase of the dissolution rate from mechanism
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II to III, more than one order of magnitude, its limiting factor remains
the shame, the dislocation opening.

The acceleration of the hydration rate can be ascribed to the in-
crease of reactive area as the etch pits open on the surface. This
agrees with the dissolution theory interpretation of cement acceleration
period [2,16]. According to our simulations, two conditions have to be
met. First, the dissolution energies as a function of the coordination
must be close in value (ionic material). Second, the dissolution must
be at close to equilibrium conditions. However, the deceleration phase
cannot be ascribed to the coalescence of dislocations as suggested in
the dissolution theory [2,16]. It has been observed that dislocation
coalescence entails reaching the maximum reactive surface and, conse-
quently, the maximum dissolution rate, which remains constant. Still,
within the mineral dissolution theory framework, we suggest disloca-
tion exhaustion as a plausible explanation for the deceleration in C3S
dissolution. When the dissolution reaches the bottom of a dislocation
site, the reactive area decreases, and so does the dissolution rate. The
hypothetical presence of hollow cores would not change the proposed
mechanism.

Overall, we show that mineral dissolution theory can explain the
acceleration and deceleration of alite dissolution. Yet, we cannot rule
out that the role of C-S-H nucleation and growth can be more impor-
tant in the deceleration stage. In fact, we have to assume dislocation
exhaustion which has not been reported in experiments. Further work
will be needed to understand the dissolution rate evolution, including
extensions of our KMC code to take into account the time evolution and
local fluctuations of the saturation index at different surface regions,
especially close to the dissolving etch pits.
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