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Abstract

Usability evaluation is a key element to ensure a positive user experience with

any software and it is especially important in educational software tools where

there are many different actors involved (lecturers, students, administrators,

etc.). However, evaluating usability is not an easy task for nonexpert

evaluators. To facilitate this evaluation task, this article presents a Methodol-

ogy for Usability Testing (MUT) and a system (CALMUT) that assists

nonexpert evaluators in the application of the methodology by automatizing

the calculations and facilitating their interpretation. This can be very useful for

learning and instructional designers but also to people involved in the decision

of introducing or not a new educational software. To develop the proposal, a

literature review of different usability metrics, methods, and systems was

carried out first, followed by a selection and adaptation for novice usability

evaluators. This article also presents a case study where lecturers tested the

usability of an educational software following the proposal and shows that

using MUT and CALMUT helps people without previous experience detect the

main usability problems of educational systems before deciding whether to use

them or not.
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1 | INTRODUCTION

Educational or learning technologies are included in all
education levels. However, just using them does not
imply any improvement in the educational process and
several aspects such as usability must be taken into
account [41].

Usability, along with other attributes such as utility,
robustness, privacy, or desirability, is essential to provide
a positive user experience (UX) [5, 29] and guarantee the
quality and success of a software [6]. This is especially

the case for a successful technology adoption [41]. In the
case of educational software tools, different studies have
detected that their usability is also of great relevance, as it
influences student motivation, retention, success, and
achievement [7, 10, 18].

Usability evaluation analyzes how satisfied are users
with the system and allows to assess how intuitive the
system is, the problems that could arise during its use
and the formation required to be able to use it correctly
[42]. There are some aspects of usability that can be
measured, but it has been noted in the literature that
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finding and selecting valid indicators for these aspects is
not easy [1, 24]. There are many usability models that
propose the use of different indicators to evaluate
usability, but according to Hasan & Al‐Sarayreh [12]
most of them use the indicators suggested in the ISO
9241‐11:2018 [16] which is the definition with the
broadest perspective of usability. The ISO 9241‐11:2018
defines usability as “the extent to which a product or a
service can be used by users to achieve specific goals with
effectiveness, efficiency, and satisfaction in a specific
context of use”. Effectiveness is “the accuracy and
completeness with which users achieve the specified
goals.” Efficiency is “the resources expended in relation
to the accuracy and completeness” and satisfaction “is
the freedom from discomfort, and positive attitudes
towards the user of the product.”

Evaluating usability is not an easy task, even more for
nonexpert evaluators. This is often the case for learning and
instructional designers as usability evaluation is not
considered one of the core competencies of educational
technology researchers [24, 41]. Moreover, due to the
increase in the availability of educational systems, often
teachers become the ones who select the tools to be used
what makes important to provide them with tools to
facilitate carrying out the usability tests of those systems [7].

According to Cayola and Macías [6], there are many
methods to evaluate usability, but it is difficult to select
and apply them due to the limited reporting and
explanations available. Moreover, most of the informa-
tion on the application of the methods is found in web
repositories without any systemization [28, 38], what
makes even harder to evaluate usability. Therefore, even
with its relevance, in general, any person (i.e., developer,
designer) without previous experience involved in soft-
ware development have problems to correctly apply any
of the existing models as there are few clear guidelines
about how to apply the many individual existing methods
for evaluating usability [4, 32].

To help learning designers to establish which data to
be gathered and which techniques to use when evaluat-
ing usability, we present the Methodology for Usability
Testing (MUT). MUT provides a guide that assists
educational technology researchers at the time of
measuring a system's usability and when interpreting
the results. MUT measures usability using the effective-
ness, efficiency, and satisfaction indicators and proposes
a set of metrics for each of them. As applying the
required mathematical formulae can be complex and
tedious, we also present CALMUT (a usability calculator
for the MUT methodology) to help in this task. In
comparison to other proposals presented in the following
section, the combination of this proposal will help
nonexpert users to evaluate the usability of online and

offline systems or prototypes and will produce a detailed
report with explanations of the results and indications of
the elements to be improved.

This article is structured as follows. First, the back-
ground and some related works are presented. Next, the
MUT methodology and the CALMUT system are
presented. After, an example of use in the usability
evaluation of an educational system is depicted. Finally,
some conclusions are drawn.

2 | BACKGROUND AND
RELATED WORK

First, we present the results of the study carried out to
determine the usability metrics for each indicator. Next,
we analyze some existing systems intended to help
evaluate usability.

2.1 | Usability metrics

To determine the metrics, we conducted a literature
review. We searched the terms “usability,” “measuring,”
“testing,” “methods,” and “metrics” linked with logical
connectors in recognized databases in the field of
computer systems’ usability: Google Scholar, IEEE
Xplore, and ACM Digital Library. The results were
filtered to exclude papers published more than 20 years
ago and ordered by their number of cites.

Then, we carried out the screening with the following
inclusion criterion: the article should be generic (or oriented
to educational systems) and address one or more of the
proposed indicators. During the screening process, the
authors detected that there were only a few papers that
met the criterion, being [14, 36] the most relevant. The study
of metrics presented in those papers were taken as the basis
of this work. A new search about the most relevant metrics
mentioned in the papers was conducted to analyze whether
there were more recent studies that went against the results
and conclusions of those papers and found none relevant.
The review results are depicted next.

The most common metric to evaluate effectiveness is the
tasks’ completion rate [14, 36] which is calculated from the
number of users that are able to complete each task.

Satisfaction can not be automatically determined, so
it is always measured using questionnaires that users fill
in after working with the system. There are some
standard questionnaires whose validity and reliability
have been tested and which are widely used [14, 37].
Among the most used standard questionnaires the
system usability scale (SUS), System Usability Scale [3,
33], the CSUQ, Computer System Usability
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Questionnaire [21], or the Usability Metric for User
Experience (UMUX) can be found [9]. The three of them
provide similar results [21] and among those, the SUS
questionnaire is the most used because it is an effective
and efficient tool [3, 21].

Finally, execution time and use patterns (how the
system's interface is used) are the main metrics used
to analyze efficiency [14], which can be enriched with
metrics such as lostness [34]. Some authors measure
the number of keystrokes [26] or mouse clicks [8]
used to solve each task. Other authors measure the
user's deviation from the optimal solution to the task
[25, 35].

To calculate those metrics, it is required to run the test
and compile the required data. In general, the methods that
automate data gathering are the most advantageous [17].
Moreover, systems that can automatically collect the
required information facilitate the deployment of instrumen-
ted remote evaluations that facilitate testing to be carried out
with more participants, reduce the budget and the time
needed to perform the test [43].

2.2 | Systems to help evaluate usability

We carried out an analysis of systems that help evaluate
usability, identifying that none of them is supported by
an established methodology.

It has been found that many enterprises provide the
possibility of running usability tests. Most of them help
find people to conduct usability tests and some of them
also allow to record user actions when running the test
and make annotations. In general, they provide the
possibility of generating some kind of simple analysis
report and are oriented to the evaluation of web
applications.

One of the most complete and powerful systems is
Loop11 [22], it allows creating usability tests by defining
the tasks to be carried out and compiling the execution
results. Once the information is collected it generates a
report with information regarding the execution of the
task. Figure 1 shows a screen with some of the results
provided by the system.

However, it has some important drawbacks. On
the one hand, it only allows evaluating online
applications or online available prototypes. On the
other hand, and what is more important, it does not
provide information regarding acceptance criteria for
the obtained results.

There is another kind of systems with less function-
alities, we have denoted them calculators because all they
do is calculate different metrics. An example of such
system is MeasuringU [27], which allows (see Figure 2)
different calculus to be executed.

MeasuringU allows making different calculus but it
does not offer an overall view or guide of the study and

FIGURE 1 Loop11 interface.
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does not help to select which calculus and why to
be used.

There are also available in the web several spread-
sheets to make similar calculus, but again without any
help or assistance. Finally, many applications can be
found to automate the calculus of the SUS question-
naire [39].

The first‐mentioned tools are quite expensive and
often quite complex. Moreover, they are usually thought
to evaluate the usability of web pages. The calculators
can be an interesting set of tools, but in general, it is not
easy to use them as they have not any guide or
description. Therefore, for novice evaluators other type
of tool is required.

3 | MUT & CALMUT

The different calculators and tools presented in the
previous section can help users to carry out some parts of
usability evaluation. However, for novice users, this is
not enough and they will continue having problems
applying them with rigor. In this context, we present the
MUT methodology and CALMUT, a tool to help apply
the MUT workflow and metrics that have been defined to
help nonexpert usability evaluators (which is often the
case with educational technology developers).

MUT measures usability using the effectiveness,
efficiency, and satisfaction indicators according to the
ISO 9241‐11:2018 definition and proposes a set of metrics

for each of them. It uses the test method, in which
representative users solve concrete tasks and when the
execution is finished, the results are analyzed [11, 20].

CALMUT facilitates this data analysis using graphs to
visualize data and help in the search for patterns and
potential outliers which is a better way of doing it than
sifting through textual data [2].

The MUT methodology stablishes three stages (see
Figure 3) that provide a guide to assist usability testers.
These stages are described in Section 3.2.

FIGURE 2 MeasuringU interface.

FIGURE 3 Stages of Methodology for Usability Testing (MUT).
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3.1 | CALMUT development

CALMUT has been developed following the prototype‐
driven development approach defining a prototype for
each of the three main menu options (see Figure 4). This
has facilitated the incremental inclusion of requirements
in the system.

The three menu options are related to the different
phases and stages of MUT. The option “Usability test
structure definition” (Figure 4a) supports the planning
phase; the option “load test data” supports the collection
of data obtained in the running phase (Figure 4b); and
the “Calculate results” option (c) supports the remaining
two stages.

CALMUT has a Node.js developed back‐end that
follows a representational state transfer architecture
where the business logic of the project is included. It is
divided into different modules, and it includes a
middleware that works as a security filter. The front
end, developed using Angular, is in charge of the system
graphical interface. Figure 5 shows the system's general
architecture.

3.2 | Description of the MUT stages and
its support by CALMUT

This section describes the different MUT stages and how
the CALMUT system gives support to each of them.

3.2.1 | Design and execution stage—
planning phase

The planning phase is divided into four steps and the
phase result is the test structure stablished with four
elements: nodes, testers, questionnaires, and tasks.

The task selection step involves determining the tasks
to be tested, that must be selected among the ones
foreseen to be executed frequently and those that
represent better the system's functionality. For each task,
its reasonable execution time must be estimated and its
optimal and alternative paths identified. CALMUT
interfaces allow defining the tasks (see Figure 6a) and
its paths, which include the nodes (interface sections) to
be visited, the order in which they must be visited and
the number of clicks required on each (see Figure 6b).

For each task, the order in which each tester will
execute it must be determined. MUT proposes to
randomly obtain the execution order to decrease the
influence that tiredness produced during the execution of
the first tasks could have on the remaining [23, 36].

Regarding the user recruitment step, MUT proposes
to first determine which are the characteristics that
testers should have to represent the target or potential
users of the system using the guidelines in Hinderer &
Nielsen [13]. As there is no consensus regarding the
optimal size for the sample, MUT proposes to use the
rule of 10 ± 2 users according to the carried out
bibliographical review [15].

FIGURE 4 Main CALMUT screen.
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CALMUT gives an automatic identifier to each tester,
to provide anonymity, and allows the creation of testers
one by one or imported from a comma‐separated values
formatted file with basic information (name, gender…).

In the data‐checking step, the information needed to
carry out the usability test (see resume in Table 1) is
analyzed. As usability tests of educational technologies
should be done at the early stages of the system and not
only at the end [24], the deployment state of the system
must be considered to consider which information is
already being gathered and which not.

In the running environment preparation step, the
mechanism to collect the data that is not already being
gathered is determined. Different possibilities include the
modification of the system to gather the missing
information, to have a human observer manually gather
data or to generate a prototype. However, it must be
taken into account that the collection of data should be
automatized to the maximum possible [17].

3.2.2 | Design and execution stage—running
phase

In the running phase, aspects such as the arrangement of
meetings with the users when a human observer is

required, or the establishment of a deadline to perform
the tasks when an instrumented remote evaluation is
selected are considered.

After that, testers are provided with access to the
system, the description of the tasks to be carried out, the
execution order, and the satisfaction questionnaire to
answer when finished.

Once the usability test is run, data must be stored in
CALMUT to be analyzed. CALMUT allows to import the
data from comma‐separated value files or to load it
directly via its web services. It also provides validated
language versions of the SUS questionnaire [3, 19] to
allow the tester to select which one to use.

3.2.3 | Descriptive and inferential analysis

In this stage, both descriptive and inferential analysis of
collected data is carried out. The first one is in charge of
summarizing the information regarding the sample.
The second one centers on generalizing the results for
the population. The analysis is carried out for the three
indicators previously identified and shown in the
“Calculate results” menu: effectiveness, satisfaction,
and efficiency (see Figure 7). The CALMUT interfaces
for each indicator will be described in the next section.

FIGURE 5 General architecture of the CALMUT system.

FIGURE 6 (a) Task definition and (b) path definition interfaces.
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The metric selection for each indicator has been done
considering the study previously presented in the back-
ground and related work section.

For effectiveness, the completion rate metric [14, 36]
is proposed. This metric indicates, in a range between 0
and 1, the rate of users that have completed the task.
When the evaluation of a preliminary version of the
system is carried out, the effectiveness is considered
acceptable when the completion rate is equal or greater
to 0.7 (meaning 70% of users would finish the task).
When a final version of the system is being evaluated, a
value of 0.95 or higher should be reached [30].

Satisfaction is measured using the SUS questionnaires
fulfilled by users after performing tasks with the system.

Finally, for efficiency, the execution time metric [14]
that measures the time needed by the users to accom-
plish each of the defined tasks is used.

To enrich this information lostness is also used in
MUT. This value is given in a [0,1] scale and it indicates
to which extent the user has not followed the best
possible path to finish a task [34]. The ideal value for the
lostness level is 0, but values lower that 0.4 are also
acceptable as they only indicate that the user has not
followed the optimum path [34].

TABLE 1 Data to be collected.

MUT metric Data to be collected for each tester

Completion rate (Effectiveness) Success or failure finishing each task

System Usability Scale (Satisfaction) Answers to SUS questionnaire

Execution time (Efficiency) Execution time for each task

Lostness (Efficiency) Interface sections visited to carry out each task

Use patterns (Efficiency) Interface sections visited to carry out each task and their visiting order. Number of clicks in each
interface section

Abbreviation: MUT, Methodology for Usability Testing.

FIGURE 7 General analysis interface.
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MUT also proposes the use of a particular graph type to
visualize the testers’ use pattern with aggregated data related
to the user's number of mouse clicks and deviation from the
optimal solution when solving a specific task that can help to
see at which point the users have been lost or which are the
nodes that generate more confusion.

This article does not present the used formulae as
they are described in the bibliography and the CALMUT
system is in charge of automatically making all the
needed calculus.

3.2.4 | Diagnostic analysis and reporting

The objective of this stage is to identify the problems and
strengths of the system. The results of the previous stage
are analyzed with the aim of diagnosing the reasons
behind the obtained results.

CALMUT generates a report that compiles the data
obtained and the following process. The first part of the
document includes the general introduction, information
regarding the context, and the methodology used. Then it
includes the gathered data and test results. The report
finishes with the findings of the study and a description
of the system aspects that need to be improved if any
problem has been detected.

4 | CARRYING OUT THE
USABILITY TEST OF ADESMUS

This section presents the usability test of adaptable
evaluation system using multiple sources (AdESMuS)
using MUT and CALMUT. AdESMuS is an educa-
tional system that combines aspects of project
management, communication tools, and evaluation
tools to provide solutions to the requirements gener-
ated during the process of development, supervision,
and evaluation of Final Year Projects in Computer
Engineering degrees [40]. Different user types can use
AdESMuS: students, teachers, and administrative
staff. In this section, we present the usability test for
the perspective of the system related to the configura-
tion aspects: defining evaluation criteria, assigning
students to projects, and similar. Those tasks can be
carried out either by teachers or by members of the
administrative staff.

4.1 | Study design

The objective of the carried out study was to confirm that
users with no previous expertize in usability testing are able

to conduct a usability test. This main objective was
divided into two research questions:

• RQ1: Does the use of CALMUT allow people with no
previous background on usability to detect where the
main usability problems of a system are?

• RQ2: Does the use of CALMUT help the usability
testers interpret the statistical results?

Two lecturers without knowledge in usability testing
carried out the system's usability test following the MUT
methodology with the support of CALMUT.

To answer the research questions, the authors
observed the usability testers during the study and
conducted a semistructured interview (see Table 2) with
them at the end [31].

Next, the AdESMuS system's usability test is
described according to the MUT stages and the study
results presented.

4.2 | Design and execution stage

A task was defined for each of the main four activities
administrative staff can execute in AdESMuS (see
Table 3).

The task execution order for each user was randomly
defined. The estimated time together with the task
optimal and alternative paths identified were defined in
CALMUT (see Figure 6).

This section presents the usability test of the
configuration tasks usually performed by teachers. As
the usability test should be carried out by whom will be
the final user of the system, 12 teachers were selected to
take part in the test. As during the study, personal data
would be collected, processed, stored, and approval of
the Ethics Commission for Research and Teaching

TABLE 2 Interview questions.

Question

Did you detect any usability problem?

Does the interface of CALMUT facilitate the understanding of
the statistical results obtained?

Was it easy to understand whether the results were correct
or not?

How would you improve the reporting?

Did you miss something?

Would you use MUT and CALMUT to carry out other usability
tests?

Abbreviation: MUT, Methodology for Usability Testing.

8 of 14 | VILLAMAÑE and ALVAREZ

 10990542, 2024, 3, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/cae.22725 by U

niversidad D
el Pais V

asco, W
iley O

nline L
ibrary on [20/05/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



(CEID/IIEB) of the University of the Basque Country
UPV/EHU was requested before recruiting the users. The
approval was given with code M10‐2016‐181. The final
sample was formed by a balanced set of males and
females of different age ranges and with diverse
experience levels in project management and evaluation
who provided appropriate informed consent signing a
document supervised also by the Ethics Commission.

At the time of the evaluation, AdESMuS was at an
early stage of development and none of the data (Table 1)
for the analysis was available. Therefore, a prototype was
developed using Justinmind.1 The prototype was pre-
pared to allow instrumented remote evaluation and to
register automatically the data required for the usability
test in files with comma‐separated values format that
were after imported in CALMUT. One person involved in
the development of AdESMuS but not in the MUT design
created the prototype and provided it to the testers.

Once the planning phase was finished, the running
phase began. The two main elements provided to the
recruited users were the prototype's URL, a list indicating
the particular order in which he or she should execute
the tasks and the SUS questionnaire.

The prototype showed the user an interface with a list
containing the four tasks to be executed, its description, and
some general instructions. When the person carrying out the
task considered that he or she understood the objective of
the task, the execution could begin. From that moment, the
user had total access to the prototype system and could freely
navigate and interact with all the elements of the system she
or he considered necessary to fulfill the proposed task.

Once the users finished the execution of all the tasks,
they filled in the validated Spanish version of the SUS
questionnaire [33].

4.3 | Descriptive and inferential
analysis stage

CALMUT calculates all the metrics proposed by MUT
(see Figure 7) and shows the results with indications to

understand them in different screens so that testers can
analyze data.

Figure 8 shows the tables obtained for the effective-
ness results. In this case, CALMUT indicates (with a
darker background) that the first task should be
analyzed. Others have no marks, as its values are
acceptable according to MUT.

For satisfaction, CALMUT shows the data
obtained for the SUS questionnaire together with a
guide indicating whether the values obtained are
acceptable or not, as shown in Figure 9. If some of the
values were not acceptable they would be marked on
the screen.

Figure 10 shows the confidence intervals (calculated
taking as a base the execution time of all participants)
and maximum admissible time for each task. In this case,
all the upper limits of the confidence intervals are below
the maximum admissible execution time for each task.

Lostness is also used to test efficiency in MUT.
CALMUT calculates the lostness metric for the sample
and for the population and indicates whether those
values are acceptable or not (see Figure 11).

In CALMUT, this information is accompanied by use
patterns that help to see at which point the users have
been lost or which are the interfaces that generate more
confusion (see Figure 12). All the system graphic
interfaces were alphabetically coded and each graph
shows them as the nodes used to solve the task.

As shown in Figure 12 the navigation problems (red
dashed arrows) to solve the task begin in the start node
(denoted C Start) and continue until users reach the L
End denoted node, through which they had to pass twice.
Once it reached the L End node for the first time, users
had no subsequent problems.

4.4 | Diagnostic analysis and reporting
stage

The data and results to be included in the report are
the contents of the CALMUT screens previously
shown which are compiled in a final report when
“General report” option (see Figure 7) is selected in
CALMUT.

In the example presented, the results of the usability
test have been quite good and each metric's acceptance
criteria are met in most of the cases. Task0 is the only
one that has thrown up several problems and that should
be analyzed more in depth.

Testers indicated that seeing the use pattern graph for
this task allowed them to see in more detail what was
happening. From this graph, they could deduce where
the problem with the interface was for this task.

TABLE 3 Defined tasks.

Task code Task description

Task0 Add criteria for evaluation

Task1 Assign students to supervisors

Task2 Management of projects

Task3 Assign an evaluation board

1http://www.justinmind.com
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4.5 | Discussion

Lecturers with no previous experience in usability
testing have been able to follow the MUT stages
without a problem. They have correctly designed and
executed the usability test and have been able to carry
out the data analysis and the diagnostic analysis. The
only moment where they needed support was in the
running environment preparation step. As AdESMuS
was in its early development stages, a functional
prototype was needed to perform the whole usability
test. This prototype was developed by the AdESMuS

developers and provided to the testers to continue
with the study.

According to the information gathered, testers were
able to interpret the statistical results (RQ2). They
indicated that the interpretation of the statistical results
was easy because in the screens for each metric
CALMUT shows which are the acceptance criteria and
what they mean what makes possible to understand the
problem without having to understand the statistics
behind. CALMUT enriches this information showing for
each task whether the obtained values meet the
acceptance criteria or not. This facilitates identifying

FIGURE 8 Effectiveness data results interface.

FIGURE 9 Satisfaction data results interface.
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FIGURE 10 Confidence intervals and maximum admissible time for each task.

FIGURE 11 Confidence intervals for the lostness.

FIGURE 12 Lostness graphs.
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those aspects that are generating problems and therefore
detecting where the main usability problems of the
system are (RQ1).

Knowing where the problem is, helps testers to center
on the aspect that is generating usability problems and
try to improve it. In this specific case, testers detected
that in the interface there was a menu that was not clear
enough and produced user lostness, so the menu was
reorganized to reduce it. When the problem is not very
clear, some kind of expert supervision will be required,
however, in developers groups often this can be easily
analyzed.

Before the lecturers executed the usability test, the
authors of this article, as experts in usability testing,
carried out an expert review of the system where some
usability troubles were detected, but not solved. After,
the novice‐users used MUT and CALMUT to carry out a
usability test. The results obtained by the lecturers using
CALMUT were compared with the ones previously
obtained by the experts. This comparison allowed us to
analyze whether the results obtained by novice‐users
using MUT and CALMUT were similar to the ones
obtained by a set of experts.

The comparison confirmed that the problems
detected in the expert review and by the testers using
MUT and CALMUT were the same.

Therefore, the carried out study allowed us to confirm
the initial research questions. Users without experience
in usability testing were able to interpret the statistical
results (RQ2) and the use of MUT and CALMUT
facilitates them detecting where the main usability
problems of the system are and their probable
causes (RQ1).

5 | CONCLUSIONS

This article has presented the MUT usability testing
methodology and the CALMUT supporting tool, defined
to help educational technology researchers, people who
has to decide about using a software or not and learning
designers to test the usability of systems. In comparison
to systems analyzed in the related work, the proposed
system and methodology combination allow the evalua-
tion of both online and offline systems. MUT proposes
three stages to tackle a usability test and uses the three
usability indicators defined in the ISO 9241‐11:2018:
effectiveness, efficiency and satisfaction.

MUT guides analysts throughout the whole process of
evaluating usability. The first stage is centered on the
design and execution of the test.

The second stage is devoted to the descriptive and
inferential analysis of the data collected during the

running phase. This stage is the main contribution of the
methodology, as it states the metrics to use, the data that
must be collected to calculate them and a guide to
interpret the obtained results. This guidance is especially
useful for novice usability practitioners. The metrics have
been selected carrying out a bibliographical study. MUT
also uses graphs for the use patterns which makes it
easier to detect the location of the more problematic
sections of the system being tested, and to take corrective
measures accordingly.

Finally, the last stage of MUT addresses the
diagnostic analysis to determine the strengths and
weaknesses of the analyzed system and the reporting
of the study.

However, making the required calculus and under-
standing what the results mean is not easy and we have
presented CALMUT, a system that facilitates carrying
out the usability test following MUT. CALMUT guides
the testers during the usability test, automates the
calculus, and reports the results including remarks about
the acceptance criteria to help understand the test results
and facilitate the diagnosis.

This step‐by‐step guide and the reports including
information about the acceptance criteria for the results
make CALMUT more adequate for novice users than the
systems and calculators presented in Section 2.

The proposed methodology and its calculator have
successfully allowed lecturers with no background in
usability testing to carry out a usability test for the
prototype of the AdESMuS educational system. The
obtained results and the performed analysis allowed
analysts to detect the main usability problems of the
system's prototype and to take remediation actions for
the final version of the system.

The use of MUT and CALMUT also facilitates
lecturers or academic administrators deciding about the
use of an educational software tool via the analysis of its
usability and the detection of the problems its use could
generate.
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