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Abstract

Origins of life (OL) research, as the name suggests, is concerned with the
question of how cellular organisms could have develop, starting from com-
plex chemical reaction systems, i.e. the transition from geo-chemistry to
bio-chemistry. This vast and interdisciplinary research field has been domi-
nated for many years by rather reductionistic approaches, that were mainly
searching for a primordial type of biopolymer. However, in recent years, a
shift towards a more systems oriented view of life and its origins has taken
place, spurred by the emergence of fields like ‘systems biology’” and ‘systems
chemistry’. Rather than focusing on a single type of biomolecule or bio-
chemical reaction pathway, these new approaches target the way in which
molecular components and transformation processes are organized within
biological (and proto-biological) systems. On these lines, the motivation be-
hind this dissertation is to introduce the idea of ‘minimal metabolism’ (MM)
as a heuristic construct that lies at the interface between chemistry and bi-
ology. So this theoretical proposal should not be taken as a final or complete
characterization of metabolism, but as a particular contemporary way of
thinking about it to encourage further research. With that aim, an attempt
is made at modelling such a minimal metabolic system. This is achieved
through the implementation of two different types of computational models,
each focusing on a certain aspect associated with MM. The results of these
two modelling approaches are then compared and critically discussed. Fi-
nally, a general outlook and perspective for future research on MM, and OL

in general, is given.






Chapter 1

Introduction

The question concerning how life initially formed on Earth is perhaps one of
the oldest and most fundamental questions that preoccupied humanity (next
to questions about the origin of the universe or the meaning and purpose of
life, etc.). In general, it is known that all nowadays existing species developed
from common ancestors through evolution by natural selection, branching
into more and more diversified organisms. Therefore, there must have been
something like a last universal common ancestor (LUCA) that lies at the root
of this phylogenetic tree (see Fig. 1.1). Furthermore, through various kinds
of indirect evidences (like geological- or paleobiological data) it is possible
to date the appearance of LUCA to roughly 3.5 billion years ago. Thus, the
current state of research provides a solid general framework to support that
life developed on Earth, although the exact details are still unknown!. As
such, there is still no consensus on what type of organism LUCA was (if it
was a full fledged organism to begin with). Moreover, the exact processes of
how LUCA developed (i.e. what came before it) are still debated. These are

in principle the central questions in origins of life (OL) research.

1.1 History of origins of life research

Given it’s fundamentality, it is no surprise that, across all cultures, the first
explanations for the question about the origin of life were religiously moti-

vated and therefore involved the divine creation of life by some higher being

!Nick Lane put it rather dramatic in his book by stating that: “There is a black hole
at the heart of biology.” [Lane 2015]

13
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Last Universal Common Ancestor

LUCA

Figure 1.1: The problem of the origin of life (OL): it is clear that there must have
been something like a last universal common ancestor (LUCA) that probably was
a population of prokaryotes from which all current life derived. However, the exact
characteristics of LUCA, as well as how it developed (i.e. what lies beyond it), are
still a mystery.

(or beings). Early attempts at finding a more naturalistic explanation for
this question lead to two contrasting theories. The first one (which can be
traced all the way back to Aristotle) is the theory of ‘spontancous genera-
tion’; i.e. the idea that life (or life matter) continuously forms from dead
matter (like insects that grow in rotten food, etc.). The other theory as-
sumes that there is a fundamental difference between living matter and dead
matter and as such life is “eternal” (some people believed that there was
something like a vital force inherent in life matter). The scientific advance-
ments of the 19th century brought an end to these theories, most famously
by the experiments of Pasteur and Wohler (see Fig. 1.2). While the former
demonstrated that life matter cannot generate from dead matter, the latter
showed that there is furthermore no difference between them. Around the
same time, Charles Darwin published his seminal work “On the Origin of
Species” [Darwin 1859]. Even if it was not concerned with the origin of life
per se?, this work did introduce the concept of evolution by descent with
mutation and natural selection which, as outlined above, naturally leads to

the conclusion that there must have been a singular origin of life in the form

2There is nevertheless the famous letter from Darwin to Joseph Hooker where he spec-
ulates about the possibility of life forming in a warm little pond [Darwin 1871].
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Figure 1.2: Timeline giving a short overview of the most important theories and
experiments related to OL research that were conducted/formulated between the
19th and 20th century.

The first half of the 20th century finally saw the advent of the first “mod-
ern” theory about the origin of life formulated independently by Alexander
Oparin and J. B. S. Haldane, which is thereafter referred to as Oparin-
Haldane hypothesis |[Oparin 1924; Haldane 1929]. They both assumed that
the atmosphere of the early Earth mostly contained inorganic carbon in
the form of methane (CHy) as well as ammonia (NH4) and water (in the
form of steam), whereas oxygen was assumed to be absent in the atmo-
sphere (it was assumed that it was mostly bound to minerals). Electrical
discharges from lightning together with UV-radiation from the sun caused
the compounds in this reducing atmosphere to react and form more complex
organic molecules that then rained down into the oceans of the Early earth.
Through this process, a “soup” enriched with complex organic compounds
was created. Those molecules were then broken down again into smaller
compounds, through simple fermentation reactions, releasing energy in the
process and thus building the basis for the first simple metabolic pathways
[Haldane 1929]. Furthermore, Oparin even envisioned the formation of prim-
itive cells by describing how some of these more complex organic compounds
could form so called ‘coacervates™ which could then house these reactions
[Oparin 1924, 1936|. All in all, both, Oparin and Haldane, posed the first
hypothesis on how organic compounds could have originated from inorganic
ones, proposing furthermore that the origin of life was not a sudden transi-

tion but rather a long process of increasing complexity that could be studied

3Haldane himself used the term “hot dilute soup” [Haldane 1929]. In general, the
Oparin-Haldane hypothesis is often colloquially referred to as “primordial soup” theory.

1A term invented by Bungenberg de Jong to describe polymers which in an aqueous
solution do not mix but rather form colloids [Bungenberg de Jong and Kruyt 1929].
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Figure 1.3: Different examples of “me-first” theories. Starting from simple precur-
sors (left), any first appearance of one of the biomolecules or biochemical processes
(center) is sufficient to lead to life as we know it (right). Figure taken from [Krish-
namurthy 2020].

The second half of the 20th century brought another major push for
OL research in the form of two major experimental discoveries (see again
Fig. 1.2). The first was the now famous Miller-Urey experiment conducted by
Stanley Miller under the supervision of Harold Urey. Creating in a test tube
atmospheric conditions similar to those proposed by Oparin and Haldane,
they showed that one can obtain simple amino acids, among other organic
molecules, thorough electrical discharges, which simulated atmospheric light-
ning [Miller 1953, 1955]. While the validity of the atmospheric conditions
assumed for the experiment are highly debated today, it was nevertheless an
important proof of concept which demonstrated that, as Oparin and Hal-
dane theorized, complex organic molecules can in fact be synthesized from a
mixture of simple inorganic compounds under assumed prebiotic conditions.
The second major finding, which had an even more dramatic effect on OL
research, was the discovery of the structure of DNA by James Watson and
Francis Crick® [Watson and Crick 1953]. The discovery of this “molecule of
life” kickstarted the overall success of molecular biology. More and more dis-

coveries about the nature and structure of the organic compounds involved

5Together with Rosalin Franklin, even though she never got proper credit for her con-
tribution.
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in biochemistry were made (e.g. polypeptides, phospholipids, etc.) and thus
as all the processes associated with life (like reproduction, metabolism, a
cell membrane) were explainable through the interaction of these complex
biomolecules.

However this also lead to a certain top-down reductionistic approach to
the origin of life. It was assumed that life at it’s origins was already very
similar to life as we know it and thus one should focus on the molecules or
processes related to biochemistry in living systems (nucleic acids, proteins,
lipids, etc.) and simply project “backwards in time” and try to find a plausi-
ble origin for them under what one would assume were prebiotic conditions.
As such “classical” OL theories emerged like: DNA /RNA or replication first%;
proteins or metabolism first, lipids or compartments first. These types of ap-
proaches may be referred to as “me-first” hypothesis [Krishnamurthy 2020],
where it is assumed that once the appropriate bio-polymer or biochemical
process deemed central to live has “arrived” the rest simply “falls into place”
by itself (see also Fig.1.3).

1.2 A systems approach to origins of life research

Around the end of the 20th and the beginning of the 21st century a new
trend in science began to take hold. Fuelled by the advancements made in
the development of computers and the availability of large amounts of data,
several scientists started to question the reductionism within their respec-
tive fields and instead “embraced” the complexity underlying the systems
they studied. This new ‘systems science’ gathered under the paradigm that
“the whole is more than the sum of it’s parts”, which had been already ad-
vanced by ‘complex systems science’ a few decades before [Anderson 1972],
and became an established approach for origins-of-life research by ca. 2010
|[Ruiz-Mirazo et al. 2014]. In other words, instead of trying to describe a sys-
tem by reducing it to the average behaviour of it’s individual components,
the scientists realized that interactions among these components can form
complex networks of relations which play a significant role in determining

the overall behaviour of the system. Therefore, if two systems are formed by

SIn particular, the discovery of ribozymes by Thomas Cech and Sidney Altman (to-
gether with their colleagues) [Kruger et al. 1982; Guerrier-Takada et al. 1983] led to the
development of the RNA-world hypothesis that has had a tremendous impact in the field
of OL research for many years.
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Figure 1.4: Minimal metabolisms would stand at the interface between non-
equilibrium complex chemistries and biological systems. As major prebiotic tran-
sitions unfold, the complexity of the corresponding phenomena should increase,
together with the capacity to develop autonomous control mechanisms. Whereas
chemical diversity decreases (light grey area), in the sense that only a subset of
all possible molecular compounds/types of reactions is exploited by living systems,
functional diversity increases (darker grey area), in the sense that these systems
manage to generate and couple together a wider (eventually, an open-ended) vari-
ety of interdependent components and transformation processes. Figure taken from
[Lauber et al. 2021].

the same types of components, they can still be radically different due to a

difference in their corresponding interaction networks.

A major discovery of this kind was made in the form of gene regulatory
networks which led to the emerge of ‘systems biology’ [Kitano 2002a,b]. This
new scientific discipline, trying to connect all the knowledge gathered about
biomolecular mechanisms with cell properties and behaviour, combines in
vitro experiments with in silico computational, theoretical models to address
topics like: cellular dynamics and regulation; information processing and
signalling networks in organisms; metabolic pathways; etc. [Westerhoff and
Palsson 2004|. The rise and success of systems biology furthermore influenced
a similar development within the field of chemistry. Together with insights
from supramolecular chemistry, scientists began to move away from a purely
synthetic chemistry and the study of isolated reactions in pure solutions,
towards studying complex mixtures of multiple components where different
reactions concurrently occur. Thus the field of ‘systems chemistry’ emerged
[von Kiedrowski 2005; Stankiewicz and Eckardt 2006; Ludlow and Otto 2008;
Ashkenasy et al. 2017]. Like systems biology, the idea is to combine in-vitro
and in-silico techniques to study phenomena like: molecular self-replication;

chiral symmetry breaking; molecular self-assembling and self-organizing; etc.
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[de la Escosura et al. 2015].

The overall emergence of these non-reductionist systems views in both
biology and chemistry has furthermore led to a new way of approaching the
problem concerning the question about the origin of life through the field of
‘prebiotic systems chemistry’ [Ruiz-Mirazo et al. 2014; Kroiss et al. 2019].
In contrast to the more top down motivated approaches, it is assumes a
more bottom up idea, i.e. that the chemical processes at the origin of life
might have been rather different to what is observed in extant biology today.
They most probably involved complex (but compared to extant biology sim-
ple) and heterogeneous chemical reaction pathways which then continuously
developed and optimized, exploring multiple possibilities, thus increasing
in complexity until they finally converged into life as we know it (see also
Fig. 1.4). Thus the question that should be asked in connection with the
origin of life is not “What came first?” but rather “How did things/processes
get organized?”

It is important to realize, though, that this organization does not happen
spontaneously (i.e. it is not a “downhill process”). It requires a thermody-
namic effort which involves the coupling and internal management of matter
as well as energy resources that both come from the local environment of
the system. In other words, it is not just the generation of ‘self-organizing’
patterns under non-equilibrium conditions that matters, but also additional
mechanisms in order to autonomously manage the flow of matter and energy
through the system |Ruiz-Mirazo and Moreno 2004|. Therefore, the main
idea which is going to be considered in this thesis project is that at the cen-
tre of this transition from non-equilibrium chemistries to living systems one
should observe the development of a so called ‘minimal metabolism’ (MM).
In general, it has already been theorized that a vital stepping stone in OL
had to be some sort of proto metabolism that was able to run without en-
zymes |Dyson 1985; de Duve 1991; Shapiro 2007; Ralser 2018|. The aim is
thus to characterize MM by providing a tentative scheme, as well as trying
to investigate whether it is possible to realize such a minimal metabolic sys-
tem. The latter task is going to be approached here mainly through the use

of computational, theoretical models.
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1.3 Thesis structure

The remainder of this thesis is structured in three major parts. The first
part is aimed at characterizing the overall concept of MM. In order to this,
first metabolism as it is realized within extant biology is examined, which
is done in Ch. 2. Afterwards, in Ch. 3, previous models of metabolism are
compared and through this the main ingredients for a minimal metabolic
system are gathered, which allow to put forward a tentative scheme for MM,
where both processes of transformation and “self-made” boundary conditions
are given important theoretical weight. Finally, in Ch. 4 the methodological
challenges of implementing and investigating such a minimal metabolism
(both in vivo and in silico) are discussed. The second major part is then
aimed at modelling a MM by implementing complex reaction networks under
simple boundary conditions. Ch. 5, gives some context and motivation about
the type of reaction system that is going to be studied, whereas the methods
for this implementation are outlined in Ch. 6 and the main results then
given in Ch. 7. The third major part takes a somewhat different approach to
model MM, focusing on the complexity that boundary conditions could also
bring about, even when the underlying chemistry is much simpler than what
was explored in the previous (second) part. Therefore, following a similar
scheme, Ch. 8 will serve to justify the type of boundary condition under
exploration, while the methods for this implementation are outlined in Ch. 9
and the main results finally provided in Ch.10. Last but not least, in Ch. 11
the overall results from both modelling approaches are discussed, including
their inherent limitations as well as possibilities for further research, followed
by a general outlook and future perspectives. The dissertation is completed
in Ch. 12 with a list of main conclusions, summarizing the central results of
this PhD project.
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1.4 Main hypotheses and objectives

The two central hypotheses that will be investigated within this dissertation

are:

e Hypothesis 1: The origin of life (OL) was not a process where a popu-
lation of biomolecules (be them RNA /DNA, proteins or lipids) evolved
in parallel through natural selection to give rise, subsequently, to the
first proto-cellular organisms and, later on, to a population similar to
LUCA (Last Universal Common Ancestor).

e Hypothesis 2: Biological phenomena emerge as a combination of phys-
ical and chemical factors that enable the formation of metabolic sys-
tems. These metabolic systems were initially much simpler than cur-

rent ‘genetically-instructed metabolisms’.

By investigating these hypotheses, the following main objectives will be ac-

complished:

e Objective 1: carry out a conceptual analysis of metabolism in order
to formulate a tentative scheme for minimal metabolism (MM) and
characterize the methodological challenges of implementing and inves-
tigating MMs.

e Objective 2: capture the chemical reaction aspect of MM within a
computer model that implements relatively complex reaction networks

under simple boundary conditions.

e Objective 3: capture the importance of non-trivial physical boundary
conditions for MM elaborating a computer model that implements a
simple reaction network under constraints related to phase separation

phenomena.
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Chapter 2

Metabolism

Before further elaborating the concept of minimal metabolism, a short char-
acterisation of extant metabolism is necessary. A somewhat “naive” notion
of it is to describe metabolism as the set of chemical reactions that occur
within an organism to keep it alive. In general, it is true that metabolism
plays a central role in the energy production and self maintenance of an or-
ganism. Arren Bar-Even, an expert in systems and synthetic biology, put it
quite nicely by saying that: “Metabolism is the kernel of life” [Erb 2020]'.
However, in practice a metabolism is more than just a set of chemical reac-
tions. In fact, extant metabolism can be characterized as complex network
of chemical reactions which is furthermore embedded in a “hyper complex”
organization of biomolecular structures, reflecting a deep coupling between
processes of synthesis and different layers of control and regulation of those

same processes.

2.1 Metabolic Networks

In general, metabolic pathways like glycolysis, gluconeogenesis, the tricar-
boxylic acid (TCA) cycle, the Calvin cycle, etc., can be classified into two
main categories: catabolic pathways that break down large organic molecules
into smaller compounds, releasing energy in the process (e.g. glycolysis, or
the TCA cycle); anabolic pathways that require energy to build large organic

molecules from smaller compounds (e.g. gluconeogenesis, or the Calvin cy-

IThis is a rather fitting analogy, as in computer science a kernel refers to the most
central software component within an operating system, controlling the most important
functions and in general serves as an interface between hardware and software.

25



26 CHAPTER 2. METABOLISM
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Figure 2.1: (a) Schematic depiction of the interplay between anabolism and
catabolism. Figure taken from [Nelson and Cox 2017]. (b) Top: typical “bowtie”
motif of the heterotrophic mode of metabolism. Bottom: motif of the autotrophic
mode of metabolism. Figure adapted from [Braakman and Smith 2013].

cle). The metabolism of an organism can then be further classified as either
being heterotrophic or autotrophic, depending on the primary carbon source

and on how anabolic and catabolic pathways get organized thereafter.

Heterotrophic organisms (e.g. animals or fungi) take in large and complex
carbon molecules (nutrients) from the environment, which are then broken
down via catabolic reactions into smaller molecules, with the released energy
used to convert ADP to ATP as well as NAD(P)" and FAD to NAD(P)H
and FADHj; [Nelson and Cox 2017]. The stored energy and redox potential is
subsequently used by anabolic pathways in order to build up macromolecules
like proteins, sugars, lipids, nucleic acids, etc. which can then be further used
in other biochemical processes (see Fig. 2.1a). As shown in Fig. 2.1b, this
usually results in the characteristic bow tie motif associated with metabolism
[Csete and Doyle 2004]. Autotrophic organisms (e.g. plants or algae), on
the other hand, start from small, inorganic carbon molecules. Together
with energy from the environment, these are then used to directly build up

biomass via anabolic reactions (see Fig. 2.1b). Some of this biomass can also
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serve as input for catabolic processes again, thus autotrophic organisms are
basically self-sufficient (one can say that autotrophs “make their own food”).
Autotrophy and heterotrophy tend to be idiosyncratic modes of metabolism,
characteristic of each species, even if some organisms (mixotrophs) can also
switch between them, depending on the environmental circumstances (i.e.,
the availability of a certain type of carbon source) [Braakman and Smith
2013.

As shown in Fig. 2.2, the metabolic pathways of an organism therefore
form a complex network of coupled chemical reactions, some of which be-
long to catabolism and some to anabolism. All in all, the central function
fulfilled by these complex reaction networks is to create the energy as well as
the fundamental building blocks that can be subsequently used in other bio-
chemical processes. Therefore, in line with the notion put forward by Arren
Bar-Even, one can view metabolism as the core chemistry of life? [Lauber
et al. 2021].

Figure 2.2: Map depicting all known metabolic pathways and their connection /-
coupling with each other. Further highlighted is the metabolism of humans. Fig-
ure taken from the Kyoto Encyclopedia of Genes and Genomes (KEGG) database
[Kanehisa and Goto 2000; KEGG].

2 Although in the context of this project, metabolism is not going to be understood
synonymous to life but rather as fundamental for life.
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2.2 Metabolism in extant biology

The complex chemical reaction networks constituting metabolism alone would
not manage to sustain themselves. They need to be further controlled and
regulated within the complex biomolecular context provided by the organ-
ism. In general, within extant biology, different mechanisms of control and

regulation are realized.

2.2.1 Kinetic and variability control

Under normal conditions the majority of reactions that occur as part of
current metabolic pathways require a larger activation energy and therefore
would, in principle, proceed rather slowly. If that was the case, the interme-
diates of a metabolic reaction could in the meantime undergo other types of
reactions that might require a smaller activation energy (i.e. that happen
with a faster rate). These “parasitic” side reactions would thus take away
material that is otherwise needed for the main metabolic reactions to take
place. This is prevented, however, through catalysts (substances like metals,
acids or bases, organocatalysts — but also mineral surfaces, perhaps, in prebi-
otic times) that can lower the amount of energy necessary to start a chemical
reaction, therefore speeding it up. In extant biology, these catalysts typically
consist of a special class of proteins, referred to as enzymes. Each enzyme
then catalyses a corresponding reaction step within the chemical reaction
network associated with a certain metabolic pathway®. Therefore, through
regulating the kinetics within a metabolic reaction network, enzymes effec-
tively control the flux of material that passes through the network. This reg-
ulatory function that enzymes play within metabolism can be understood as
‘kinetic control’ [Ruiz-Mirazo et al. 2017|, where macromolecular structures
have direct constraining effects on the underlying transformation processes.
Thus, enzymes can be considered as ‘first-order’ constraints.

However, enzymes are rather complex molecules. As mentioned above,
their building blocks (amino acids) as well as the energy required for their
assembly come from the core metabolic pathways. Yet, these amino acids

also need to be assembled in a certain order such that the resulting pep-

3Thus most enzymes are ‘specific catalysts’ that catalyse only one reaction. By con-
trast, many inorganic catalysts like metals can catalyse multiple different reactions at the
same time.
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Figure 2.3: Schematic depiction of a genetically-instructed metabolism (GIM) and

its different layers of feedback between synthesis, control and regulation. Figure
taken from [Csete and Doyle 2004].

tide chain can fold into a protein. This order of assembly is, in general,
encoded in sequences of nucleic acids on the DNA| i.e. genes. These genes
then get transcribed and translated into proteins/enzymes through different
kinds of RNAs*. The possibility for variation in these gene sequences is the
basis of natural selection and therefore darwinian evolution which gives the
potential for the development of more complex enzymes. Therefore this en-
coding of amino acid sequences through genes exerts a form of ‘variability
control’” [Ruiz-Mirazo et al. 2017] on the enzymes and as a consequence on
the metabolism as a whole (creating a level of meta-constraints). Due to
this overall dependency on genes, one can say that all known metabolisms
are ‘genetically-instructed metabolisms’ (GIMs). As shown in Fig. 2.3, the
above mentioned processes of translation and transcription, as well as the
replication of DNA/RNA, are regulated by other types of specific proteins,
whose structure is again encoded by genes. Furthermore, as with proteins,
the building blocks for the DNA/RNA (nucleic acids) are synthesized by the
core metabolic pathways too. Thus, any GIM is a hyper-complex system
of coupled synthesis and control relations that involves different layers of

constraints and meta-constraints®.

4This interplay between DNA, RNA and Proteins is commonly referred to as the ‘cen-
tral dogma of molecular biology’ [Nelson and Cox 2017].
>The knowledge to describe this important aspect of extant metabolism is the product
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There are research groups investigating minimal forms of GIMs, like the
Mycoplasma construct studied by Craig Venter et al. [Hutchison et al. 2016;
Breuer et al. 2019] , where the minimal genome that could be the basis for a
metabolism of a minimal cell is explored. The study of this Mycoplasm has
definitely led to valuable insights in the research of metabolism and synthetic
biology. While this top-down approach to explore how far the genome of a
minimal cell can be scaled down has lead to valuable insights about a possible
“end point” of the origins of life (OL) process, it nevertheless provides rather
little information about abiogenesis itself. By contrast, in the upcoming
chapter of this work a more bottom-up motivated conception of minimal
metabolism is going to be presented as an attempt at formulating a different
kind of metabolic system, at an intermediate stage between chemistry and
biology, which does not explicitly necessitates genes, and can therefore be

more applicable and informative for OL research.

2.2.2 Spatial and energetic control

In general, all of the different chemical compounds and intermediates that
partake in the above mentioned metabolic reaction processes and biochem-
ical pathways would simply dilute away if left in a larger environment (e.g.
the archean ocean). This is why extant metabolism happens within cells
that contain their molecular components through a special membrane which
is primarily made up of phospholipids®, creating a spatial boundary that
establishes a clear distinction between what is inside inside and outside of
the cell. As shown in Fig. 2.4a, the inflow of nutrients and other compounds
for the metabolism as well as the outflow of waste products is regulated by
other types of specific proteins. These membrane proteins act as active/-
passive carriers, pores, energy transductors, etc. that manage and modulate
the flow of matter and energy through the system. By preventing the dilu-
tion of molecular compounds as well as regulating the in- and outflow, this
cellular compartment realizes a ‘spatial control’ [Ruiz-Mirazo et al. 2017|

on the metabolism within. Thus one has an additional type of control to

of the advances made in molecular biology during the 20th century. However, as mentioned
in the introductory chapter, these advances also led to a more reductionistic approach in
biology as well as the research for the origins of life.

5Molecules that have a polar head group that is hydrophilic and an apolar tail group
that is hydrophobic (or lipophilic). Due to this amphiphilic nature, when put into an
aqueous solution, these compounds tend to form bilayers.
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the above discussed kinetic control of enzymes and the variability control
of genes. Again, the respective components to create this spatial boundary
(lipids for the membrane, amino acids for the membrane proteins) are also
synthesised by the core metabolic pathways. In other words, one can see yet

another level of coupling between synthesis and control.
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Figure 2.4: (a) Simple scheme of a cell depicting the spatial boundary realized by
the cell membrane as well as the in- and outflow of material enabled by specialized
membrane proteins. Figure taken from [Harold 2001]. (b) Chemiosmotic model of
ATP hydrolysis: proteins in the inner mitochondrial membrane, activate by e~ from
NADH, pump H" ions into the intermembrane space, creating a proton gradient
that drives the ATP synthesis. Figure taken from [Nelson and Cox 2017].
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Finally, all the different metabolic reactions, in general do not happen in
the same place within a cell. Some of them occur in the cellular medium,
the cytoplasm, while others happen in certain sub-compartments called or-
ganelles that additionally can have their own types of membranes, i.e. spa-
tial boundaries. Some reactions even take place between or within such
organelle membranes. An example of this is shown in Fig. 2.4b. Across such
membrane spaces one can often find electrical and/or chemical gradients (in
Fig. 2.4b realized through a gradient of H' ions). By changing the electro-
chemical environment, these gradients can facilitate certain thermodynam-
ically unfavourable reactions (similar as enzymes who facilitate kinetically
unfavourable reactions). Thus one has again a regulation of the flow of mat-
ter through the reaction network, creating a fourth form of control on extant
metabolism: ‘energetic control’ [Ruiz-Mirazo et al. 2017]. As discussed in
|Ruiz-Mirazo et al. 2017] and as will be further elaborated in the next chap-
ter, extant metabolisms are not simply characterised by one of these four

types of control (kinetic, spatial, energetic or variability control) in isolation
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but rather by a complex combination of them.

All in all, one can see that the spatial organisation of the cell plays an
important role in any known form of metabolism. This was furthermore
coined by Franklin Harold and Peter Mitchell in their concept of ‘vectorial
metabolism’ [Harold 1991; Mitchell 1991]|. Vectorial refers here to having an
orientation in space. In other words, the biochemical processes are oriented
in the cell as they have a spatial direction: nutrients go in, they get processed,
transported to different parts of the cell, further processed and then leave
the cell again (usually through a different mechanism). This aspect is so
fundamental that even minimalised expressions of metabolism, like the ones
that are going to be proposed as intermediate systems between chemistry and
biology, should include it. Following those lines, a major part of this work
is going to be about the spatial organization in a simple chemical reaction

model and how it might influence its kinetics.



Chapter 3

Minimal Metabolism

With extant metabolism outlined in the previous chapter, the stage is now set
to give a more in depth analysis of the concept of minimal metabolism (MM).
This will be done by reviewing past attempts at formulating models that
represent a “minimal metabolic organization”, analysing their advantages
and disadvantages, as well as extracting in the process the main aspects of
metabolism. These are then going to be the bases to formulate a tentative

scheme of MM.

3.1 Previous models

The models that are going to be presented within this section were all con-
ceived in the second half of the 20th century. In principle they were formu-
lated in opposition to the more reductionistic notions of molecular biology
that, as mentioned in the introductory chapter, were predominant at that
time. As such, all the authors that proposed these “classical” models had a
conception of a biological system as a dynamically organized set of molecules.
The following pages give a brief overview, how that organization is charac-
terized within these models!.

(M,R)-Systems: this model was formulated by Robert Rosen [Rosen
1958a,b, 1971| and is centred around the following problem: in general, the

metabolism of an organism consists of enzymatic reactions where each en-

!"'While the Hypercycle model from Mafred Eigen and Peter Schuster [Eigen and Schus-
ter 1979 is often included among this classical collection of models, it will not be included
here, as for the purpose of this text it is not considered a model of metabolism but rather
of the co-evolution of replicators.

33
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Figure 3.1: Simplified representation of an (M, R)-system. Left panel: round
nodes represent enzymes where two nodes are connected by directed black arrows
if ones output is the others input. Each component of this M-system needs a
corresponding R-system (diamond nodes) with the repair actions represented as
white arrows. Right panel: M- and R—systems together repair each R—system,
forming the (M, R)-system. Figure adapted from [Letelier et al. 2003].

zyme, through its catalysing action, transforms a substrate into a prod-
uct (this was introduced as kinetic control in the previous chapter). The
complete collection of enzymes, which are usually connected through shared
in- and outputs, is labelled M-system [Rosen 1958a,b| (see also Fig. 3.1).
However, these enzymes can degrade (or dilute) over time. As shown in
Fig. 3.1, each enzyme type therefore requires a system of reactions, labelled
R-system, to replace (or repair) them, in order to maintain their concen-
tration. However, the reactions of each R-system itself need the catalysing
action of specific enzymes which can again degrade/dilute and thus need to
be replaced /repaired as well. As further shown in Fig. 3.1, Rosen’s model
attempts to avoid this infinite regress of repair relations by introducing a
concept called ‘closure to efficient causation’: the metabolism and the repair
systems together form the system of reactions to replace/repair the catalysts

of the repair system, thus forming the titular (M, R)-system.

Autopoiesis: Francisco Varela and Humberto Maturana developed a
general concept they called ‘autopoiesis’ [Maturana and Varela 1973]. They
defined an autopoietic system as: “a network of production of components
which: (7) recursively participate in the same network of production of com-
ponents which produce them and (i7) realize this network of productions as a
unity in the space in which the components exist” [Varela et al. 1974]. A sim-
ple example of this concept is depicted in Fig. 3.2a, where nutrient molecules
A get transformed through a metabolic process (under the influence of cat-

alysts) to monomers S. These monomers then form a polymer chain that
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Figure 3.2: (a) Scheme depicting a simple example of an autopoietic system. (b)
Simple computer model to simulate an autopoietic system using a 2-dimensional
regular lattice. Circles represent substrates, squared circles represent monomers
and stars represents catalysts. The different types of reactions (transformation
of substrates to monomers, concatenation, etc.) are implemented through update
rules on each cell. Figures taken from [Cornish-Bowden and Cardenas 2020].

may close in on itself, thus creating a spatial boundary (akin to a membrane)
that encloses the nutrients, monomers and catalysts of the metabolic pro-
cess. While the monomers and catalysts cannot pass the membrane created
by the polymer, it is assumed to be permeable for the substrate, allowing
a constant influx of it. However, as single monomers also may degrade to
waste P, this can cause ruptures in the membrane that need to be repaired
with new monomers coming again from the metabolic process. Therefore, a
spatial boundary is created and maintained by a system of reactions it en-
closes, actively sustaining them in space. Even though autopoiesis is a more
general concept, a tesselation computer model of the above outlined scheme,
depicted in Fig. 3.2b, was implemented in collaboration with Roberto Uribe
[Varela et al. 1974] which was further extended by Barry McMullin [McMullin
and Varela 1997].

Chemoton: this model was formulated by Tibor Génti in an attempt
to come up with a concept for a minimal synthetic cell [Ganti 1971, 1975].
As shown in Fig. 3.3, it consists of three coupled reaction cycles. There is
a “metabolic cycle” that converts incoming food molecules X4 into waste
product Y. At the same time, this cycle produces monomers V' that feed
into an “information cycle” in order to replicate a template polymer pVj,.
Both cycles furthermore form the precursors 7”7 and R, respectively, which
are then combined to form another monomer 7" that gets incorporated into

a membrane polymer, T;,, enclosing the whole system. Once the template
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Figure 3.3: Scheme for the chemoton model depicting the three coupled reaction
systems: metabolic cycle, information cycle and membrane cycle. Figure taken
from [Ganti 2002].

polymer has been fully replicated and the membrane polymer has exactly
doubled in size, the system splits into two equal systems. In this way, the
replication of the membrane polymer forms the third reaction cycle (a “mem-
brane cycle”)2. The process then continues in each system anew. The system
as a whole is also kept out of equilibrium through a constant influx of X4
and outflux of Y through the membrane, both of which are irreversible. A
stochastic simulation of this model was later implemented by Tom Lenaerts
and colleagues [Van Segbroeck et al. 2009].

Autocatalytic (AC) sets: The initial model was formulated by Stuart
Kauffman [Farmer et al. 1986; Kauffman 1986] and then later extended and
generalized by Vim Hordijk and Mike Steel [Steel 2000; Hordijk and Steel
2004]. The main idea is to describe the emergence of self organization in the
form of a co-catalytic activity between oligopeptides that would eventually
lead to life. The base model, shown in Fig. 3.4, assumes an initial food set of
monomers, here labelled a and b, that can undergo consecutive concatena-
tion reactions, creating a set of simple polymers (representing oligopeptides).
Each polymer can undergo cleavage reactions, creating in turn smaller poly-

mers and/or monomers. Through this a reaction network of oligopeptides

2The original chemoton model, however, did not include this membrane cycle but only
involved a coupling between the metabolic- and the information cycle.
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Figure 3.4: A simple example of an autocatalytic network of peptides. Figure
taken from [Farmer et al. 1986].

is realized. It is assumed that each reaction in the network is catalysed by
a molecule from within its set of reactants (i.e. the set of polymers) with a
fixed probability P. Under these assumptions, an autocatalytic (AC) set (or
network) is achieved when the following condition is met: for every molecule
at least one reaction that leads to its formation is catalysed by another
member of the set and connected sequences of catalysed reactions lead from
a maintained food set of monomers to each member of the set |[Kauffman
1986; Hordijk and Steel 2004|. It has been shown that this catalytic closure
emerges by itself if, given the catalytic probability P, the system is suffi-
ciently large i.e. contains a large enough number of molecules [Kauffman
1986; Hordijk and Steel 2004].

Algorithmic chemistry: this model was formulated by Walther Fontana
and Leo Buss [Fontana and Buss 1994a,b, 1996] with the main idea to de-
scribe the emergence of different levels of self organization within networks
of chemical reactions. Using the framework of A-calculus (a generalization
of mathematical functions) molecules are abstracted as functions, i.e. A-
expressions, while chemical reactions are abstracted as compositions of func-
tions. The idea is that, in general, molecules can participate in certain
reactions, due to the bonds and atoms they are made of. In a similar way,
functions perform certain mathematical operations, due to the variables and
symbols they contain. Furthermore, a pair of molecules can react to create

a new molecule (with new capabilities to partake in reactions) while two
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Figure 3.5: Two examples of a self maintaining, or level 0 (L0) organisations. The
letters A, B, C, D represent different A-expressions. Different arrow types represent
the composition relation between two expressions (e.g. E o C = D is represented
as a solid arrow from C to D pointed at by a dotted arrow from FE). (a) Simple
L0 organization consisting of two expressions. (b) More complex L0 organization.
Figures are taken from [Fontana and Buss 1994a).

functions can be composed to a new function (with new operations to per-
form). A “flow reactor” is then implemented in a computer model where,
starting form an initial set, pairs of A-expressions are randomly combined
to potentially create new expressions for the set, until a steady state is
reached |[Fontana and Buss 1994al. Within such a steady state, a certain
dominant type of organisation (a certain “motif of relationships” between
A-expressions) usually emerges. Fig 3.5 shows two examples of a so called
‘self maintaining’ organisation, where the individual expressions produce and
maintain each other. Systems of this type are the simplest forms of organi-
zation that are observed in the model and, as such, they are labelled as level
0 (or LO) organizations [Fontana and Buss 1994b|. Depending on the initial
conditions and other constraints put on the simulation, systems of higher
complexity (i.e. higher-level organizations) can be reached. These include
‘meta-organizations’ where various lower-level organizations themselves in-
teract between each other |[Fontana and Buss 1994b].

Class Models
Minimal life (M, R)-systems, Autopoiesis, Chemoton
Self organization leading to life AC-sets, Algorithmic Chemistry

Table 3.1: Categorization of the above discussed models.

All of the models outlined above view metabolism as an organization,



3.2. CRITICAL REVIEW OF METABOLISM MODELS 39

either in space (autopoiesis and chemoton) or in time (AC-sets, (M, R)-
systems,algorithmic chemistry). Therefore, there are apparent similarities
between them. As shown in Table 3.1, it is possible to group (M, R)-systems,
autopoiesis and the chemoton model together as models that attempt to
define a “minimal living system”2. The AC-sets, on the other hand, as well as
the algorithmic chemistry simulations can be viewed as models that attempt
to describe the emergence of self organizing systems that would eventually

open the way to life.

3.2 Ciritical review of metabolism models

Now that an overview of the most important models of metabolic organi-
zation was given, this section adopts a more critical view, analysing their
advantages and disadvantages (or shortcomings) with the aim to gather,
through that discussion, the “key ingredients” of any metabolism. For starters,
a unifying feature inherent to all of these classical models is a notion of non-
reducibility. All of them involve, each in its own way, coupled sets of diverse
molecules and transformation processes that cannot be scaled down to a par-
ticular compound and/or reaction (after all, these models were formulated
from the antipodes of the reductionistic tendencies of molecular biology).
Furthermore, all models take into account a functional relationship be-
tween a set of transformation processes and their products. More precisely,
there is a constraining (or controlling) effect that the products exert back-
wards onto the reaction processes that synthesize them. As reviewed in the
previous chapter, this coupling between synthesis and control is realized in
extant biology either through macromolecules (e.g. proteins, DNA/RNA)
or supramolecular structures (e.g. lipid membranes) that operate on top
of a network of chemical reactions which, at the same time, produces their
building blocks. As such, each classical model includes this core idea in
a different manner: within (M, R)—systems enzymes are at the same time
products as well as controllers of reactions [Rosen 1971[; in the autopoietic
model a spatial boundary (i.e. a compartment) is produced and maintained
by the reaction network it encloses and, through this, the boundary sustains

the network in space [Varela et al. 1974]; in the chemoton model a template

3The connection between (M, R)-systems and autopoiesis has already been analysed
in detail by Juan Letelier and colleagues [Letelier et al. 2003].
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polymer controls the size of a metabolic subsystem by means of stoichio-
metric couplings, in turn proving precursors for the growth of the former
[Ganti 1971]; the autocatlytic sets are made up of oligomers that catalyse
their own complex network of synthesis/cleavage reactions [Kauffman 1986|;
in the algorithmic chemistry model A— expressions develop into complex
organizations whose maintenance relies on a hierarchical relationship with

other A—expressions from the set [Fontana and Buss 1994a].

Upon closer inspection, however, one can find significant shortcomings
within all of these models. Some of them rely too much on abstract concepts,
like: closure to efficient causation in the case of (M, R)—systems, or orga-
nizational closure in the case of autopoietic systems. Other models make
too many simplifications, like: assuming perfect stoichiometric couplings be-
tween reactions in the chemoton model, or assuming a homogeneous catal-
ysis probability among oligomers within autocatalytic sets. Or they reduce
chemical reactions to operations of functional expressions, as done for the
algorithmic chemistry model. In other words, none of the classical mod-
els takes properly into account that metabolic pathways, in general, do not
happen in such abstract and/or idealized environments. As discussed in
the previous chapter, any extant metabolism takes place in non-trivial and
heterogeneous conditions, as it involves a large diversity of compounds par-
taking in complex chemical reaction networks/media. All of these processes
furthermore operate under dissipative, far-from equilibrium thermodynamic

conditions (i.e. real metabolism is rather “messy”).

Additionally, even though these models do a good job at capturing the
previously mentioned coupling between production processes and constraints,
they do so by only focusing on a single type type of controlling mechanism:
e.g., spatial control in the autopoietic model [Varela et al. 1974]; stoichio-
metric control via a biopolymer in the chemoton model [Ganti 1971]; kinetic
control in the (M, R) systems [Rosen 1971]; etc. Nevertheless, within extant
metabolism there are various types of control mechanisms (namely spatial-,
energetic-, kinetic control- and variability control) operating simultaneously
and in rather complex combinations. Therefore, as argued in [Ruiz-Mirazo
et al. 2017], metabolism may have emerged under less restrictive or reduc-
tionist conditions, in which a diverse combination of multiple types of control
mechanisms concur, forming an irreducible core of different control mecha-

niSMS.
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Last but not least, all of the above mentioned models are purely theoret-
ical models, almost totally detached from experimental data/observations?.
As already argued in |Lauber et al. 2021 (and as will be better justified in
the next chapter), research of metabolic systems as well as research on the
origins of life in general should involve close cross-talk between experimen-
tal research and theoretical models through integration of their respective
results. In this way both types of approaches can provide constant feedback
to each other. All in all, the following key ingredients of metabolism can be

summarized:
e it is a non reducible systems construct

e it involves a large diversity of compounds under open and far-from-

equilibrium thermodynamic conditions

e it displays constructive self-maintenance in the form of a functional

bootstrapping between synthesis and control

Furthermore, advances in the modelling of metabolism should go hand in

hand with experimental approaches.

3.3 Tentative scheme for minimal metabolism

By taking into account the main aspects of metabolism defined in the pre-
vious section, a tentative scheme that captures the minimal requirements
on a system to be called a metabolism can be formulated. As depicted in
Fig. 3.6, the central premise of this proposal is the key concept of a func-
tional bootstrapping between synthesis and control. Accordingly, two main
operational levels may be distinguished in the system: one represents trans-
formation processes, while the other is related to constraints (or boundary
conditions). Both levels, which are shown in Fig 3.6, would be populated
by a divers set of components, reflecting the irreducibility of the proposal.
As such, the “lower level” (i.e. the processes) would be populated by simple
molecules that interact with each other via chemical reactions, thus forming
a complex reaction network. The “upper level” (i.e. the constraints), on the

other hand, contains more complex molecules and supra-molecular structures

4There have been attempts at experimentally implementing autopoiteic systems [Walde
et al. 1994b| as well as autocatalytic sets [Lee et al. 1996; Kauffman 1996]. Even though
this led to interesting results, their implication and scope remained rather limited.
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(e.g. polymer chains, compartments, etc.), which are products of the lower
level reactions and at the same time exert control on these processes. Such a
feedback loop between synthesis and control (i.e. a system that synthesizes
it’s own boundary conditions that maintain itself) is exactly what is meant

with the term ‘functional bootstrapping’.

CONSTRAINTS

PROCESSES

Figure 3.6: Graphical representation of the functional bootstrapping between
processes and constraints. The shape and volume of the depicted truncated cone is
not relevant, as it is a metaphorical illustration for the main idea of non-reducibility:
the top and bottom bases cannot shrink to a point (i.e. it remains truncated).
Figure taken from [Lauber et al. 2021].

The main novelty of this scheme is that this coupling between synthesis
and control cannot be reduced down to a set of reactions that is coupled to
only one type of constraint (as it has been done by the classical models).
There rather needs to be a variety of components and interactions at each
level of description. This is depicted in Fig. 3.6, as a graphical metaphor,
with the drawing of a truncated cone between both layers. The idea is thus
to present a less reductionistic picture of metabolism that acknowledges its
intrinsic complexity.

Nevertheless, the scheme presented here involves a strong simplification,
compared to the hyper-complexity of a genetically instructed metabolism
(GIM), described in the previous chapter, with its many layers of different
constraints and meta-constraints. Minimal metabolism (MM) is therefore
not understood as something that can be found in biology, or through top-
down simplifications like it has been done by Craig Venter et al. [Breuer
et al. 2019]. It is rather a heuristic construct that stands on its own, halfway
between complex chemistry and extant biology (see also Fig 1.4 of the in-
troductory chapter). It also gives the opportunity to treat metabolism in

terms of coupled reactions without the apparent need for genes and complex
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enzymes.

In fact, in recent years attempts have been made at experimentally imple-
menting metabolic pathways (or plausible precursors of them) under assumed
prebiotic conditions and in the absence of enzymes (|Keller et al. 2014, 2016;
Coggins and Powner 2017; Muchowska et al. 2017, 2019; Springsteen et al.
2018; Stubbs et al. 2020]). Nevertheless, despite the undoubtedly high im-
pact of these works, they cannot be considered as examples of an in vitro
realization of a MM, as it is understood here, since they only involve chemical
reactions in solution. Thus, they are lacking the above outlined functional
integration of these reactions into a system of synthesis and control. Never-
theless, they do demonstrate the overall plausibility of a proto-metabolism
predating enzymes and genes. Thus one can (and should) build onto these
experimental insights. However, future research and exploration of the ori-
gins of such a proto metabolism (or the origins of life in general) should
involve the study of complex chemical mixtures that bring about irreducible
combinations of molecules and supramolecular structures that exert different
combinations of controlling effects [Ruiz-Mirazo et al. 2017| on the reaction

processes.
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Chapter 4
Methodological challenges

The tentative scheme for minimal metabolism (MM) presented in the pre-
vious chapter is a general concept that was proposed to have in mind when
conducting research on the origins of metabolism or the origins of life in
general. However it also shows that any candidate for such a MM would be
a complex, dynamic system. Thus, the research of MM, both in vitro and in
silico, has to deal with several methodological challenges resulting from these
complexities. Within this chapter, some of these challenges are brought to
the fore. After a first reflection on them (since they will be revisited in the
last part of the dissertation, in the chapter concerning discussion & outlook),
a possible work flow is formulated to address the main issues and move for-
ward in the research on minimal metabolism and origins of life (OL) in the

future.

4.1 In vitro, experimental challenges

As outlined in the previous chapters, a main aspect of minimal metabolism
(or metabolism in general) is that it involves networks of chemical reac-
tions that are prevented from reaching chemical /thermodynamic equilibrium
through a continuos inflow of substrates and outflow of reaction products.
Accordingly, the research for a plausible proto-metabolic systems should aim
at studying reactions under such out-of-equilibrium conditions. However,
keeping a reaction mixture in an out-of-equilibrium state and, in particu-
lar, developing tools of analysis of what is going on dynamically in such a

system, is not an easy experimental task. This is why, in practice, most
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reaction mixtures tend to be studied at equilibrium or as they relax towards

an equilibrium configuration.

Another key feature of MM is that it involves a large diversity of com-
pounds, which can interact in complex ways. Therefore one should try to
study a diverse and complex reaction system where all the individual reac-
tion steps happen within the same vessel, i.e. studying reactions as they
occur in one pot. But trying to study reaction mixtures that involve many
components is also experimentally very challenging, as there might be a lot
of intermediate compounds (and thus, reactions that are difficult to pre-
dict /detect), or compounds that could cause unwanted side reactions. In
general, the larger the number of different compounds involved in the reac-
tion network, the harder it is to keep track of all the transformations that
happen in the vessel, as many of them are taking place in parallel. There-
fore, the system is often split up into the corresponding single reaction steps
that are then studied individually under the desired conditions, i.e. within
multiple pots. While this is easier to characterize, it also reduces the scope
of the experiment, i.e. the window of opportunities for emergent chemical

phenomena.

Moreover, the chemical reactions involved in metabolism often occur in a
heterogeneous media that involve different environments (i.e. different phys-
ical and/or chemical conditions) with reactions potentially occurring at the
interfaces between or across two environments (recall the concept of vectorial
metabolism from Ch. 2). Recreating such a heterogeneous reaction medium
in the lab may not be difficult to prepare with the knowledge gained so far
about colloidal systems or lipid technologies, but the analysis becomes, again,
much more cumbersome. Furthermore running a chemical reaction that is
coupled with an interface forming system (like a vesicle) can be difficult, as
experimental conditions necessary for the formation and maintenance of such

interfaces can be different than the conditions necessary to run the reaction.

Last but not least, all the processes involved in metabolism do not neces-
sarily occur under the same time scales. The above mentioned formation of
interfaces and other supramolecular structures, or the characteristic lifetimes
of macromolecular compounds and their corresponding mechanisms (like the
catalytic action of enzymes) usually involve significantly larger time scales
than the reactions coupled to them (or rather, controlled by them). Fur-

thermore, on the level of the reaction processes themselves, a separation of
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timescales can occur as some reaction pathway might be faster compared
to the kinetics of another pathway. This creates an additional methodolog-
ical challenge when trying to experientially recreate a system of coupled
processes (not the coupling between reaction pathways or between reactions
and supramolecular structures) as some reactions might already have finished
before the other reactions have started or a certain structure has formed.
To be fair, all of the above outlined methodological challenges are not
so relevant for most branches of chemistry. For instance, in some analytical
chemistry experiment it might be perfectly sufficient to run a single reaction
step in a pure solution and analysing the products once the reaction has
equilibrated. But for prebiotic chemistry and the study of potential proto-
metabolic pathways these challenges can be regarded as rather fundamen-
tal and therefore pose serious obstacles that future generations of chemists
should try to overcome. In summary, all of these methodological challenges
underline again that metabolism is a rather complex system and that the
coupling between synthesis and control involves careful matching and syn-
chronization mechanisms. More precisely, any dynamic organization of ma-
terial compounds and transformation processes, in order to run coherently,

requires their spatial and temporal coordination.

4.2 In silico challenges

As it was mentioned in the introductory chapter of this dissertation, major
drivers in the advancement of systems sciences were the improvements made
in the use computational resources. In fact, some of the above mentioned
experimental challenges can, in principle be addressed by theoretical, com-
putational models. Examples include the possibility to simulate out-of equi-
librium phenomena using systems of ordinary differential equations (ODEs)
or the usage of machine learning techniques to interpret and analyse large
amounts of experimental data.

However, there are also some shortcomings associated with these types
of approaches. For starters, implementing a computer simulation (like the
formulation of a set of ODEs) requires some a priori knowledge of the system.
In other words, one already needs to know which reactions are probably going
to occur within the system, which is not always possible in a heterogeneous

reaction medium hosting a diversity of compounds/reactions (like it seems
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to be the case with metabolism). Furthermore, classical ODE models cannot
include the often concurrent dynamics (i.e. chemical reactions and processes
that happen in parallel) of such complex reaction systems.

This, in general, translates to a similar problem with time-scales as it
was mentioned for the experimental approaches. Simulating a system where
processes happen at different time-scales is not easy and in practice one often
needs to make a choice on which process the focus is put and which processes
are going to be ignored, as they either happen too fast to be noticeable, or
too slow to be relevant. This means that it is generally difficult to simulate a
system that involves complex constraints that are sometimes even the result
of the reactive system itself. As such, many simulation approaches simplify
the influence of constraints as scalar parameters that are then manipulated.

Again, to be fair, these methodological challenges are not necessarily
a problem for most applications of computer simulations or data analysis
techniques. However, when trying to simulate a minimal metabolic system
one should nevertheless attempt to capture the overall complexity that is
underlying such a system (compare the critiques of the classical models of
metabolism in Ch. 3).

4.3 Proposal for a combined workflow

Some of the previously outlined methodological challenges for the research
of minimal metabolism (associated with both, in-vitro as well as in-silico
approaches) may well be quite difficult to overcome. However, as mentioned
above, some of the problems that may arise in experiments can potentially
be addressed by using computational resources (like analysing large amounts
of data). At the same time, the knowledge coming from experimental results
can be used as parameter inputs for simulations etc. In other words, the
problem of the origin of life is not going to be solved just by doing experi-
ments or computer simulations. What is rather needed is a close interaction
between theoretical, computational models and experimental approaches.
An overview of how such an in-silico/in-vitro “work cycle” should oper-
ate in practice is depicted in Fig .4.1'. The proposed cycle involves subse-

quent rounds of design, performance, and interpretation of experiments or

'This graph was originally inspired by [Amilburu et al. 2020] (in particular, Figure 1
and the contents of section 4, in there.)
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Figure 4.1: Tentative scheme of the interaction between in-silico and in-vitro
approaches. At the bottom lies a certain natural phenomenon that is intended to
be investigated. One can then either follow an in-vitro approach: selecting a setup
and conducting an experiment; or follow an in-silico approach: selecting a software
platform and conducting a simulation. Both approaches produce complementary
results that help the corresponding researchers in their interpretation of the initial
phenomenon and in the design of subsequent research steps (introducing corrections
to either the experimental and/or the computational setup). Explanation of arrow
relations: dotted arrows indicate influences, normal arrows indicate productions,
dash-dotted arrows indicate interpretations. Figure taken from [Lauber et al. 2021].
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simulations eventually leading to a recursive loop between both types of ap-
proaches (reminiscent of a ‘figure eight’). For example, before immediately
attempting to fix or redesign an experimental setup due to newly obtained
data and insights, a potentially more productive strategy would be to take
some more time and make use of this data/insights as the input for a closely
related computational, theoretical model (e.g. constraining certain parame-
ters, etc.). The results from this simulation can then be used to put together
a more complete/adequate interpretation of the system under investigation
and refine the initial experiment (e.g. the setup, settings, etc.) to redo the
measurements. The process would repeat from there, performing as many
cross-iterations as required. The outcome of all this is a cyclic process in
which experimental work advances hand in hand with theoretical research,
each providing constant feedback to one another, thus enhancing both un-
derstanding and productivity.

It is furthermore important to note, as well, that the scheme of Fig. 4.1
should in general not be conducted by a single person but through teams of
researchers from different disciplines (using either in-silico or in-vitro meth-
ods) each engaging in close collaboration and exchanging valuable views and
ideas. Thus the proposed workflow should also serve as an opportunity for
these researchers to push each other to move out of the “comfort zone” of
their respective field and try to address new relevant aspects of the phenom-
ena they usually deal with. In any case, this workflow is simply a proposal,
not to be taken as a strict paradigm that all future origins of life research
should adhere to. It is rather an overall suggestion to encourage interdisci-
plinarity in OL research, with all the potential benefits that it could bring
about. In fact, in the chapters that follow, a number of computational tools
are going to be offered to start working in this direction, but they are just a
first step in the cycle. While they have been motivated by current empirical
knowledge from the OL research field, it will be obvious that a tighter con-
nection with experimental data can still be pursued, as it will be commented

in the final part of the dissertation.
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Chapter 5

Prebiotic Carbon Fixation

As outlined in the introductory chapter, the main idea of this thesis is to in-
vestigate the concept of minimal metabolism (MM) through computational,
theoretical models. However, the scheme for MM that was motivated in
Ch. 3 (see also Fig. 3.6) in principle involves complex reaction networks that
are coupled with complex boundary conditions. Modelling and investigat-
ing such a system, as also discussed in Ch. 4, is in general not an easy
task. Therefore, the second major part of this thesis is going to be about
modelling complex chemical reaction networks® under simple boundary con-
ditions. Thus a “step back” is going to be taken, so to speak, from trying to
capture the full scale complexity of a minimal metabolic system, by putting
the focus on the chemical reaction aspect of minimal metabolism (i.e., by
considering first the lower plane of Fig. 3.6). In this context, to make things
more concrete, the idea is to study the chemical reaction space associated
with carbon fixation pathways and to determine if such a type of chemical
reaction network could run under prebiotic conditions. This assumption is
part of the general idea that the first proto-metabolic systems might have

been autotrophic.

!The terms ‘reaction network’ and ‘chemical reaction network’ will be used interchange-
ably. While this is not a problem within the scope of this thesis, in general there is a
fundamental difference between these two terms, as it was nicely discussed here [Miiller
et al. 2022].
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5.1 Autotrophy at the origins of life

Most theories about the emergence of metabolism assume that it was, at
first, heterotrophic. As shown in Fig. 5.1a, the overall idea of a heterotrophic
proto-metabolism assumes that large organic molecules were already avail-
able in an early earth environment and were then broken down by sim-
ple catabolic reactions, supplying the energy for the anabolic build up of
biomass (compare also the characteristic bow tie motif of heterotrophy from
Fig. 2.1b). Potential source for these organic compounds range from “internal
sources” like volcanic activities or atmospheric reactions to “external sources”
like impacts of carbon containing meteorites. The most prominent example
in line with this assumption is the Oparin-Haldane hypothesis, mentioned in
the introductory chapter, whose starting point consists of a prebiotic soup
enriched in organic compounds (resulting from reactions in a reducing at-
mosphere) that were used by fermentation pathways [Oparin 1924; Haldane
1929]. Other theories proposing a heterotrophic OL include the idea of ret-
rograde evolution by Norman Horowitz [Horowitz 1945, 1965].
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Figure 5.1: Comparison between auto- and heterotrophic OL scenarios. (a) In
a heterotrophic scenario, large and complex molecules coming from abiotic pro-
cesses are broken down to smaller compounds (e.g. through simple fermentation
pathways) which are then used to build up larger compounds again. (b) In an au-
totrophic scenario, small inorganic carbon molecules are directly build up to form
larger compounds.

A contrasting theory for the origins of metabolism assumes that it was
autotrophic from its very beginning. Asshown in Fig. 5.1b, the overall idea of
an autotrophic proto-metabolism assumes that the early earth environment
only contained small, inorganic carbon compounds which were then, together
with energy from the environment, used to directly build up biomass via
anabolic reactions (compare also the characteristic motif of autotrophy from

Fig. 2.1b). One of the first ideas for such an autotrophic OL was proposed by
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Giinther Wéchtershiduser [Wachtershauser 1988, 1990]. He considered that
the atmosphere of the early earth only contained COy as well as hydrogen
and sulphur. These simple compounds were then used in chemical reactions
taking place on the surface of rocks within hydrothermal vents, using the
energy from these vents, as well as iron as catalyst (thus his theory is often
referred to as the ‘iron-sulphur world’?). As a chemical reaction pathway,
occurring in this hydrothermal vent scenario, Wachtershauser suggested the
r'TCA cycle (a variant of the TCA cycle found in some bacteria that runs
in reverse). A similar idea concerning the rTCA has also been suggested by
Harol J. Morowitz [Morowitz 1992; Morowitz et al. 2000; Smith and Morowitz
2004].

The appeal for a heterotrophic OL usually lies in the simplicity of the
reaction pathways that are associated with it as well as their wide spread
within extant biology (e.g., fermentation), while reactions related to au-
totrophy are regarded as more complex [Pereto 2005, 2012]. However, there
are several counterarguments that one can make against a heterotrophic OL.
First of all, heterotrophic pathways appear simple from a viewpoint of a top-
down projection. In reality, preliminary versions of heterotrophy /autotrophy
could involve a similar number of reaction steps, enzymes catalysing them,
etc. Furthermore, the feasibility of a primordial soup enriched in organic
matter (like in the Oparin-Haldane hypothesis) is also questionable. In fact,
Waéchtershauser himself showed that such a scenario is rather unlikely from
a thermodynamic point of view [Wéchtershduser 1988|. Additionally, het-
erotrophic scenarios typically invoke a reducing atmosphere (i.e. containing
compounds like CH4,NHy, etc.), whereas recent studies suggest that the at-
mospheric composition of the early earth was more neutral, and richer in
COq (see for example [Rubey 1951, 1955]). Last but not least, autotrophy
is, sooner than later, “unavoidable”. Even if there was a prebiotic soup of
organic compounds, which are taken to fuel metabolism, it will eventually be
depleted and all that is left available to run biosynthetic pathways and pro-
duce biomass are small carbon compounds. All in all, autotrophy constitutes
a perfectly plausible and justifiable candidate for the origins of metabolism,

which is why the focus of this part of the dissertation is to investigate chemi-

2Due to Wéchtershiusers stark opposition towards the primordial soup theory and
the fact that his proposal involves reactions on a surface, it has also been referred to as
“primordial pizza” hypothesis.
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cal reaction networks that are associated with that specific metabolic mode.

5.2 Carbon fixation pathways

Autotrophy within extant biology is, in principle, realized through a pro-
cess called ‘carbon fixation’: biochemical pathways which, as the name sug-
gests, convert small, inorganic carbon compounds like COs or, in some cases,
HCOg3 into larger organic molecules, i.e. biomass. Therefore, assuming that
autotrophy was at the origin of life effectively means that the first metabolic

pathways most likely involved such carbon fixation reactions.
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Figure 5.2: Carbon fixation in extant biology. (a) Biosphere level cycling of
CO2, O3 and biomass due to the interplay between autotrophic and heterotrophic
organisms. (b) General reaction scheme for the Calvin cycle converting COs into
glyceraldehyde 3-phosphate (G3P). Figures taken from [Nelson and Cox 2017].

As shown in Fig. 5.2a, most carbon fixation within the biosphere is nowa-
days done by plants and algae (as well as some bacteria) through photosyn-
thesis, where atmospheric CO5 together with water and energy from sunlight
(hence the more specific term photoautotrophy) are converted into Oy and
biomass. This biomass then serves as nutrients for heterotrophic organisms,
which use the Oy to break them down again, releasing COs9 in the process
and, thus, closing the global carbon cycle. In general, the overall process
of photosynthesis uses several different biochemical reaction pathways, with
the actual carbon fixation happening in the so called reductive pentose phos-

phate cycle, or Calvin-Benson cycle (see Fig. 5.2b). However, as important
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as the Calvin-Benson cycle is today, it is probably a late stage development?,
because it is a rather complex pathway, involving several reactions that re-
quire large amounts of energy, together with a set of specific enzymes. Thus
a simpler reaction pathway would be a preferable candidate for prebiotic
carbon fixation.

One scenario, proposed by Bill Martin and Mike Russell, assumes that a
non enzymatic version of the Wood-Ljungdal (WL) pathway |[Ljungdahl and
Wood 1965] could have operated within the pores of alkaline hydrothermal
vents [Martin and Russell 2003; Russell and Martin 2004; Martin and Rus-
sell 2007]. As shown in Fig. 5.3, the WL-pathway (or reductive acetyl-CoA
pathway) is a linear reaction pathway that transforms COy into acetate (or
acetyl-CoA). It is occurring in acetogenic bacteria [Fuchs 1986 as well as
in methanogenic archaea [Berg et al. 2010|, which makes it an appealing
candidate for prebiotic carbon fixation, serving as a potential “connector”
between these two domains of prokaryotes. Additionally, the proposed sce-
nario of alkaline vents provides a plausible explanation for the existence and
development of proton gradients across cell membranes |[Lane 2015|, which
serves, as discussed in Ch. 2, a vital function within extant metabolism. Fur-
thermore, the pathway product, acetyl-CoA, is also a central compound of
metabolism serving as connection between many metabolic pathways (e.g.,
fatty acids are generally synthesized from acetyl-CoA, thus the WL-pathway
could serve as a potential entry point into a prebiotic fatty acid production).
However, it has yet to be demonstrated that the WL-pathway can truly op-
erate under the proposed prebiotic conditions in the absence of enzymes and
co-factors etc.

A different type of carbon fixation pathway (shown in Fig. 5.4a) is the
reductive tricarboxylic acid (rTCA) cycle, or Arnon-Buchanan cycle, that
certain bacteria carry out |Evans et al. 1966; Buchanan and Arnon 1990].
As the name suggests, this circular reaction pathway basically is the TCA
cycle running in the reverse (or reductive) direction. Thus, it converts COq
into acetyl-CoA and oxaloacetate (instead of oxidising acetyl-CoA and re-
leasing COg in the process). As mentioned above, the r'TCA is a candidate

for primordial carbon fixation in scenarios proposed by Wéichetershauser

3Many theories suggest that the development of photosynthesis and the Calvin-Benson
cycle led to the oxygen rich atmosphere of today which then further enabled the devel-
opment of more complex heterotrophic organisms eventually leading to a biosphere as
depicted in Fig. 5.2a. This is usually referred to as the great oxidation event (GOE).
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Figure 5.3: General reaction scheme of the Wood-Ljungdal (WL) pathway. Red
arrows indicate the pathway variant found in acetogenic bacteria while blue arrows
indicate the variant found in methanogenic archaea. Figure taken from [Fuchs
2011].

[Wachtershauser 1988, 1990] and Morowitz [Morowitz 1992; Morowitz et al.
2000; Smith and Morowitz 2004]. Recent studies have shown that parts of
the r'TCA cycle can in fact run without enzymes, using different transition
metals as catalysts [Muchowska et al. 2017]. Other research groups follow
a somewhat different strategy: taking the rTCA cycle as a reference, they
do not try to directly implement it, but rather explore other pathways in its
“chemical vicinity” as potential precursors, which could be a more reason-
able bottom-up scenario [Stubbs et al. 2020]. In any case, the general idea is
that the TCA cycle initially ran in the reverse direction, fixing atmospheric
COg, that was probably abundant in the early earth atmosphere (a recent
study also showed that high levels of COg favour the reductive directions of
the TCA cycle [Steffens et al. 2021]), and building up biomass. Later on,
with rising levels of O3 in the atmosphere, the reaction cycle then switched
into the oxidative direction that is widespread in extant biology. Therefore,
the r'TCA found in bacteria today would be a remnant of this time (i.e., a
“metabolic fossil”).

Furthermore, the rTCA cycle shares several reactions with three other
carbon fixation pathways that occur in procaryotes: the 3-hydroxypropi-
onate (3HP) bicycle |Zarzycki et al. 2009|, the 4-hydroxybutyrate (4HB)
cycle [Huber et al. 2008] and the 3-hydroxypropionate/4-hydroxybutyrate
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Figure 5.4: General reaction schemes for: (a) the rTCA cycle, (b) the 3HP
bicycle, (c) the 4HB cycle, (d) the 3HP/4HB cycle. Figures taken from [Fuchs
2011], [Zarzycki et al. 2009], [Huber et al. 2008] and [Teufel et al. 2009] respectively.

(3HP/4HB) cycle* [Teufel et al. 2009] (shown in Fig. 5.4b, Fig. 5.4c and
Fig. 5.4d respectively). Eric Smith referred to these four cycles as the car-
bon fization core |Braakman and Smith 2013]. In this context, the focus is
going to be put on the rTCA cycle: more precisely, on the chemical reac-
tion space associated with the chemistry of the rTCA cycle, which is going
to be examined in more detail, trying to find viable pre-biotically plausible
“alternative” pathways that might have been precursors to the extant rTCA
(the exact computational methods used for the task will be explained in the
next chapter). However, before delving into that, it is necessary to consider

the fact that the rTCA cycle, as well as the other extant carbon fixation

4All the six reaction pathways mentioned in this section (Calvin cycle, WL-pathway,
rTCA cycle, 3HP bicycle, 4HB cycle and 3HP/4HB cycle) are the only known carbon
fixation pathways in extant biology. However there are also studies of synthetic carbon
fixation pathways, both in silico [Bar-Even et al. 2010] and in vitro [Schwander et al.
2016].
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pathways (except for the WL-pathway) are autocatalytic cycles, since this
property has important implications on a chemical reaction network and may

turn out to be an important feature for prebiotic carbon fixation.

5.3 Autocatalysis

In Ch. 3, the concept of autocatalysis, or more precisely (reflexively) auto-
catalytic sets, was reviewed as one of the “classical” models of metabolism.
There a rather formal definition was given, where a set of molecules and re-
actions is considered autocatalytic, if, starting from a set of food molecules,
each molecule in the set is created by at least one reaction from it and, in
turn, each reaction is catalysed by at least one molecule from the set [Hordijk
and Steel 2004; Kauffman 1986|. It was found that in a system of randomly
catalysed reactions with a fixed catalysing probability, such an autocatalytic
set would spontaneously emerge, provided that the system becomes suffi-
ciently large [Hordijk and Steel 2004; Kauffman 1986].

Within this section, the idea of autocatalysis is going to be revisited
in a more chemically “instructive” or “practical” way, i.e. analysing what
effect does an autocatalytic reaction system have on the concentration of its
products. Additionally, the topology of chemical reaction networks that are

autocatalytic is going to be examined in more detail.

5.3.1 Catalytic and autocatalytic reaction cycles

For a chemical reaction a catalyst usually refers to a certain molecular species
(e.g. an enzyme or a certain inorganic compound) that lowers the activa-
tion energy necessary to initialize it, thus effectively speeding up the corre-
sponding reaction rate. This catalysing action can, in practice, also enable
reactions that would not be feasible (i.e., that would take too long to oc-
cur) under normal conditions, given their high activation energy. While the
educts of a reaction get transformed into the products, the catalyst either
remains unchanged or gets replenished at the end (i.e. effectively remaining
unchanged). Thus one can write the reaction equation for a simple, catalytic
reaction as:

F+A—=5>B+A (5.1)
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where the species A acts as a catalyst for the production of B from F (which
can be viewed as a food species). As A gets replenished, it is on both sides
of the reaction equation. There are various ways to visualise the catalytic
effect of A on the reaction (see Fig. 5.5a). The overall reaction of Eq. 5.1
is in principle a cyclical reaction, as shown in Fig. 5.5¢, where each “turn”
of the cycle creates a product B and replenishes the catalyst A, enabling
further reactions. One can thus generally speak of ‘catalytic reaction cycles’.
A special case of catalytic action would be the following example of a simple
reaction equation:

F+A—=52A (5.2)

where A acts as a catalyst for its own production from F. In this way, Eq. 5.2
represents an elementary ‘autocatalytic reaction’, depicted graphically in
Fig. 5.5b. Like in the general case of a catalytic reaction, Eq. 5.2 can be
considered a cyclical process. Yet, as shown in Fig. 5.5d, by contrast to a
catalytic cycle, each turn of an ‘autocatalytic cycle’ creates two copies of
A, ie. not only does the initial catalyst maintain in the system but also
an additional copy of it is produced®. This is the reason why sometimes
also speaks of autocatalysis has frequently been interpreted as a mechanism
for ‘self-replication’ [Pereté 2012], even if the idea of self-replication tends
to imply ‘sequence conservation’, as well (particularly when the involved
molecules are polymers).

Using mass action kinetics, the reaction dynamics associated with a sim-
ple, catalytic cycle (given by Eq. 5.1) can be converted into a set of ordinary
differential equations (ODEs):

e ki
d[B]
W k) (53
Qi
t

Solving these ODEs, expressions for [F] (¢), [A] (¢), [B] (t), are obtained, which
are the changes of concentration over time for species F, A, B respectively.
Fig. 5.6a shows the trajectory for [B](¢), i.e. for the product species B

of Eq 5.1. One can see that in a catalytic cycle, the concentration of the

SReaction cycles (catalytic or autocatalytic) often involve multiple reactions and inter-
mediates, until the (auto)-catalyst A gets replenished and the cycle is eventually closed.
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Figure 5.5: Different ways to depict (a),(c) a simple catalytic reaction/cycle or
(b),(d) an autocatalytic reaction/cycle. Full arrows indicate reaction products
while dashed arrows indicate catalytic actions.

reaction product increases linearly, at first, until all the food compounds F
are converted and a steady state is reached, resulting in a logarithmic profile.
Following a similar procedure, the reaction dynamics for an an elementary

autocatalytic cycle (given by Eq. 5.2) can be converted into a set of ODEs:

d[F]

ﬁgz—HNMJ -
=k (F ()

These can again be solved, to obtain expressions for [F](¢) and [A](¢).
Fig. 5.6b shows the trajectory of [A] (¢), i.e. the product species A of Eq. 5.2.
In contrast to the situation observed for a catalytic cycle, the concentration
of the reaction product in an autocatalytic cycle, after a short “lag phase”,
increases exponentially (see also Fig. 5.6¢c for a direct comparison of the
first time-steps) [Schuster 2019]. Again, once all the food compounds F are
converted, a steady state is reached, resulting in a sigmoidal profile. Thus
in practice, when running a chemical reaction, the observation of such an
“S-shaped” curve for the change of concentration of the reaction product in-
dicates that the investigated reaction system involves an autocatalytic cycle
[Bissette and Fletcher 2013|.

In the context of an autotrophic OL, a prebiotic carbon fixation pathway



5.3. AUTOCATALYSIS 63

that is autocatalytic would thus imply an exponential increase in biomass.
Additionally, if this exponential increase is faster than potential degradation
reactions and/or the dilution of the reaction product, a high concentration
of increasingly elaborate carbon compounds could be maintained. This is
one of the main reasons why the rTCA cycle constitutes a strong candidate
for prebiotic carbon fixation (together with other autocatalytic reaction cy-
cles that probably played a major role at the origin of life%). Searching for
AC-cycles in a larger system of chemical reactions, therefore, seems quite
critical, which is why it is going to become one of the focus of interest in
this work. Nevertheless, identifying such cycles within a network of chemical
reactions requires a more formal definition of autocatalysis, which is going

to be approached in the following.
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Figure 5.6: Different trajectories for the product species of Eq. 5.1 or Eq. 5.2.
(a) Trajectory of the catalytic species [B] (¢). (b) Trajectory of the autocatalytic
species [A] (t). (c) Comparison of catalytic and autocatalytic trajectories.

SHowever, unlike other authors, e.g. [Xavier et al. 2020], the appearance of AC-cycles
is seen here as necessary but not sufficient for life.
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5.3.2 Autocatalytic reaction networks

The previously discussed catalytic and autocatalytic cycles were elementary
examples that involved only one reaction. However, in practice one must
deal with a system of coupled reactions that involve multiple compounds
resulting in a network of chemical reactions. A good approach to study the
properties of such chemical reaction networks (CRNs) is to try and formalize
them. In general, a chemical reaction describes the transformation of a set
of educts to a set of products, i.e. the molecules of the left hand side (LHS)
and the right hand side (RHS) of the reaction equation respectively. Thus,
as shown in Fig. 5.7, a system of reactions can be formalized as a ‘directed,
bipartite, multi graph’ [Newman 2010]7 where one type of vertices represent
the molecules while the other type represents the reactions. The direction
of the edges (i.e. arrows), indicates whether molecules go into a reaction as
educts, or come out of a reaction as products, with the multiplicity of the
edges indicating the stoichiometry of a reaction. The examples in Fig. 5.7
also show that the (auto)-catalytic effect discussed above is in general not
the action of a single molecule, but rather a set of species (in this case A1,As
and Ag) that collectively convert a set of food compounds (F; and Fs) into
a product compound (B or A;) [Andersen et al. 2021].

Formalizing a CRN as a bipartite graph allows to investigate the topolog-
ical properties of an autocatalytic cycle or, more precisely, an ‘autocatalytic
network’. In other words, it allows to identify what kind of network topology,
or what type of motive, is characteristic for a a chemical reaction system that
displays autocatalytic behaviour. Blokhuis et al. distinguished and classified
five different types of network motifs, depicted in Fig. 5.8, that can lead to
autocatalysis.

Comparison between these types of autocatalytic motifs, interestingly,
reveals some common features among them. More precisely, one can see
that each motif consists of a reaction cycle with at least one ‘fork reaction’
(highlighted in red in Fig. 5.8) that creates two products from a single educt.
While in the type I motif these products are two equal copies of a compound
(which is the autocatalytic species, similar to the example in Fig. 5.7b), in

the types II-IV the products are different. What makes these cycles then

TA ‘graph’ is a mathematical object that is used to represent a network. The nodes
of the network being a set of ‘vertices’ and the links being a set of ‘edges’. A ‘bi-partite
graph’ in this context has two types of vertices.
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Figure 5.7: Examples for (a) a set of catalytic reactions and (b) a set of auto-
catalytic reactions as well as their respective representations as directed, bi-partite,
multi graphs. Round vertices represent compounds while square vertices represent
reactions.

autocatalytic (in contrast to the example of Fig. 5.7a) is the fact that while
one of the products remains in the cycle, the other product “feeds back”
into the cycle through a different reaction later on. Accordingly, these fork
reactions create a “side branch” (or sub-cycle) to the main reaction cycle
and the compound where the side branch reunites with the main cycle is
the autocatalytic species (highlighted in blue in Fig. 5.8). While the types
IT and III have only one fork reaction and thus two reaction cycles, type IV
has two fork reactions with three reaction cycles and type V has three fork
reactions with four reaction cycles. In practice, the fact that an autocatalytic
reaction cycle always contains at least one fork reaction and, subsequently, a
merge point allows to formulate a constructive algorithm to search for such
cycles within a larger system of reactions, which will be outlined in the next

chapter.
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Figure 5.8: Minimal examples for the five possible motifs of CRNs that can display
autocatalytic behaviour. As indicted above, round vertices represent compounds
while square vertices represent reactions. Fork reactions are further highlighted in
red, while autocatalysts are highlighted in blue. In general, edges from a compound
vertex to a reaction vertex can be expanded to include additional intermediary
compounds and reactions (but not the other way round). Figure adapted from
[Blokhuis et al. 2020].

In connection to the five types of autocatalytic motifs (compare again
Fig. 5.8), examples for the types I and II can be found in extant biology,
more specifically among the above discussed carbon fixation pathways that
are autocatalytic (compare Fig. 5.2b and Fig. 5.4). While both versions of
the 4HB cycle can be classified as type I cycles, the rTCA cycle as well as the
3HP cycle and the Calvin cycle are examples of type II cycles. Additional
abiotic examples for the type I and type II motif can be found in the Formose
reaction [Blokhuis et al. 2020]. For the type III only chemical examples can
be found, like the auto amplification of cystamine discovered by Semenov
et al. [Semenov et al. 2016]. Finally for both, type IV and type V, no
examples (neither naturally occurring nor synthetic) have been found so far
(however, they can be regarded as variations of the type II cycle with one or
two additional fork reactions).

Last but not least, it is quite relevant to mention that autocatalysis

within this section was mostly regarded in the context of chemical reactions
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—i.e., self reinforcing reaction cycles. However, autocatalysis can be seen
as a general concept of self reinforcement or self replication (like the self
replication of a template polymer or a compartment — see [Peretéo 2012]).
Furthermore, autocatalysis does not need to involve cycles that are formed
through the coupling of chemical reactions. It is also possible to have an
autocatalytic coupling between a reaction and some macromolecular struc-
ture (i.e. a boundary condition) or the coupling of linear pathways across
interfaces (as it has already been argued in the literature — see [Bissette and
Fletcher 2013; Blokhuis et al. 2020]). Nevertheless, within this dissertation
autocatalysis is going to be investigated in its “classical” (strictly chemical)

form, i.e. as a self reinforcing coupling within chemical reaction networks.
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Chapter 6

Expansion of Chemical

Reaction Spaces

“Classically”, molecular reaction mixtures are modelled by formulating sets
of ODEs using mean field approaches, like mass action kinetics or Michaelis-
Menten kinetics, and then solving these differential equations to obtain tra-
jectories that show the change of concentration of the molecules in the sys-
tem. It is then analysed how the change of parameters like the reaction
rate constants or the initial concentrations of compounds influence the ob-
tained time traces. In other words, the microscopic behaviour of the system
(the collision and reaction of molecules in the system) is modelled through
macroscopic variables and parameters. This approach might work for mod-
elling simple mixtures that involve a small selection of different molecular
species and whose reactive mechanisms are already well known. However,
when studying more complex reaction mixtures that contain a large and
diverse set of molecules this macroscopic modelling approach fails to cap-
ture the microscopic dynamics of concurrently occurring reactions, with the

corresponding loss of relevant information.

One way to address this difficulty and model such complex reaction mix-
tures is by expanding the underlying network of chemical reactions, which
allows to, potentially, study the whole possibility space of chemical reactions
that may occur within the system. There have been previous attempts by
Goldford et al. at expanding and investigating reaction networks (e.g. [Gold-
ford and Segré 2018; Goldford et al. 2019] or more recently [Goldford et al.

2022|), but their modelling approach is more akin to searching for certain

69
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pathways within an a priori defined reaction network (typically drawn from
KEGG-type data bases). A more bottom-up network expansion, however,
can be achieved through a rule based network expansion, where chemical
reactions are formalized as general rules which are then iteratively applied
to a set of starting molecules, thus expanding a reaction network (see for
example: [Zubarev et al. 2015; Harris et al. 2016; Wolos et al. 2020]).

6.1 Rule based network expansion

The software tool to implement such a rule based expansion of chemical
reaction networks here, is the chemistry oriented graph-rewrite framework
Med@lDatschgerl (M@D) [Andersen et al. 2016; M@D]. As it is going to
be outlined below, being a graph-based model, M@D allows a more flexible
implementation of reaction rules, conceived as general graph rewrite patterns
for the corresponding molecule graphs. Accordingly, changing the chemistry
of the system can easily be achieved by changing these rewrite patterns.
Furthermore, the graph representation of an expanded reaction network gives
the opportunity to use other graph-based algorithms, including the search
for specific sub-graph patterns for further analysis of the result of a reaction
network expansion. Therefore, the following sections are going to give an
overview about the way a chemical reaction system is formalized in M@D
and how this can be used to perform a rule based expansion of the chemical

reaction space.

6.1.1 Formalization of molecules

A molecule is, in principle, a collection of atoms that are connected via
different types of chemical bonds. Thus, at the heart of M@D and it’s graph-
theoretic approach to chemistry, lies the assumption that one can represent
any molecule as a ‘simple, multi-labelled, undirected graph’ [Andersen 2015;
Andersen et al. 2016]'. As shown in Fig. 6.1, this formalization implies
that the atoms of a molecule correspond to the vertices of the appropriate
‘molecule graph’, where the label of each vertex is the element symbol of
the respective atom (i.e. C-atoms are labeled with a letter “C”, H-atoms are

labeled with a letter “H”, etc.). The bonds among the atoms furthermore

LThis is actually not a new concept, see for example [Sylvester 1878|.
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Figure 6.1: Example for the M@D implementation of an acetate molecule with
the corresponding vertex-set V' (i.e the collection of all atoms) and edge-set E (i.e
the collection of all bonds).

correspond to the edges between the vertices, with the label of each edge

W

indicating the type of bond (e.g. single bonds are labeled with a “-” symbol,
while double bonds are labeled with a “=” symbol?). All the vertices and
edges in such a molecule graph, as well as their respective labels, are collected
in the vertex-set V' and edge-set F respectively (see Fig. 6.1). Therefore, any
molecule can, in principle, be completely described by the pair (V, E)3. In
practice, molecule graphs are loaded into the M@D-framework using SMILES
(Simplified Molecular-Input Line-Entry System) strings [Weininger 1988],
but other formats such as GML (Graph Modelling Language) [Himsolt 1997]

files are also possible.

6.1.2 Formalization of chemical reactions

A chemical reaction, in turn, can be generally conceived as the breaking
or changing of existing bonds and/or the formation of new bonds between
one or more molecules. Since molecules in M@D are formalized as graphs
with their bonds represented as labelled edges, this implies that a reaction
would be the deletion or relabelling of existing edges and/or the addition
of new edges, within one or several molecule graphs. Furthermore, as some

reactions can involve a change of the charge of an atom, this also includes the

2For completeness, a triple bond would be labeled with a “#” symbol, while an aromatic
bond would be labeled with a “” symbol. However, all the molecules considered in this
work are free of triple or aromatic bonds.

3Note that this is only a 2D-representation of a molecule. It therefore does not include
additional information about its spatial orientation, like it’s stereochemistry. However, for
the purpose of this project these types of molecule properties are not relevant.
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Figure 6.2: Two examples for the M@D implementation of a de-hydration reac-
tion with the corresponding transformation of the vertices and edges. (a) General
reaction rule with minimal context. (b) More specific reaction rule with more (or
stricter) context.

relabelling of vertices. Therefore, within the graph-theoretical framework of
M®@D, a chemical reaction is interpreted as a transformation, or rewriting,
of molecule graphs. However, the same type of chemical reaction can, in
general, occur among different molecules. Therefore it is necessary that a
graph transformation that represents a certain reaction is not only applied to
one specific molecule graph (or a set of graphs), but rather that it is applied
to any molecule graph (or a set of graphs) that may undergo this specific
reaction. In other words, a reaction can be understood as a general rule
for the transformation, or rewriting, of a molecule graph. Thus, within the
M@D framework, chemical reactions are formalized as ‘graph rewrite rules’
[Andersen 2015; Andersen et al. 2016].

On these lines, as shown in the example of Fig. 6.2, a reaction rule,
in general, defines the transformation from a graph L to a graph R which
reflects the bond changes within a molecule between the left-hand side (LHS)
and the right-hand side (RHS) of a reaction. Fig. 6.3 then shows that for
any molecule graph (or educt graph) G, where L is found as a sub-graph,
the respective rule is applied and the vertices and edges are transformed
accordingly. In other words, the sub-graph of G that matches L is rewritten
to a sub-graph that matches R, resulting in a new molecule graph (or product

graph) H*. Like in the case of a real chemical reaction, note that, in general,

“More specifically, the way these graph rewrite-rules are implemented in M@D is by
using a concept from category theory called a ‘double pushout’ formalism [Andersen 2015].
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Figure 6.3: Application of the rule defined in Fig. 6.2a. Note that the rule defined
by Fig. 6.2b could not be applied to the molecule graph G due to it’s stricter context.

the educts and/or products can be more than one molecule, so the graphs
and sub-graphs of this transformation can have more than one component.

As one can also see in Fig. 6.2, within the transition between L and
R some vertices and edges remain unchanged by the transformation, even
if they still need to be matched from a graph L onto a graph G. These
structures that remain unchanged but are nevertheless necessary in order
for the reaction rule to be applied, are referred to as ‘context’ which can be
used to capture the fact that a chemical reaction usually occurs on specific
functional groups and/or require that certain functional groups be present
within the molecule. In the example given in Fig. 6.2 for a dehydration
reaction, the context of the rewrite rule, as it is defined in Fig. 6.2a, makes
sure that the reaction only occurs at an —OH group (rather than at an
arbitrary —OR group). By contrast, the context for the rewrite rule, as it is
defined in Fig. 6.2b, constrains the reaction to occur at an —OH group that

is in a B-position to an acid group (i.e., two carbon atoms away from an acid

group).

6.1.3 Formalization of chemistries

When putting together a reaction mixture, i.e. a selection of educt molecules,
they will proceed to react with each other according to constraints given by
the laws of thermodynamics (or physics in general) as well as kinetics. More
specifically, factors like temperature, pH, redox potential, etc. determine the

thermodynamic landscape that establishes whether certain reactions are en-
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Figure 6.4: Example of the M@D implementation for the chemistry of the for-
mose reaction. (a) Reaction scheme for the standard formose reaction (or Breslow
cycle)5. (b) Graph grammar associated with the chemistry of the formose reaction.

ergetically feasible or not. Furthermore, the concentrations of the molecules
as well as the activation energies of the reactions determine the reaction ki-
netics, i.e. how fast a certain reaction occurs and if there are faster, parasitic
reactions. Finally, the types of molecules themselves can play an important
role, as certain molecules are more prone to react in a specific way under
certain conditions (e.g. aldol-reactions tend happen under more basic con-
ditions). In other words, not all reactions among a certain set of compounds
are possible. All these determining factors can be summarized as the type

of chemistry that is defined by the system at hand.

However, M@D, as a graph theoretical framework does not immediately
include these thermodynamic and kinetic constraints. In other words, the
graph-rewrite rules, which formalize chemical reactions, will always be ap-
plied, no matter if the corresponding reaction is kinetically and/or thermo-
dynamically feasible. Therefore, within M@D, chemistries are formalized as

6. As shown in Fig. 6.4, such a graph gram-

a so called ‘graph grammars’
mar consists of a set of molecule graphs G, representing the educt molecules
initially present within the system, together with a set of rewrite rules P.
It is then through the choice of P that some of the constraints set by the
chemistry that one intends to model are included, to make things more re-
alistic. First, the addition of a specific context when defining a reaction rule

can already amount to taking into account some thermodynamic aspects by

5formose catalytic cycle by Wikimedia-user Alsosaid1987, licensed under CC BY-SA
4.0

5This is because one can connect the context dependent graph-rewrite rules with a
context-sensitive grammar from formal language models [Andersen 2015].
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preventing the occurrence of a reaction at a molecule with an unfavourable
geometry (compare again the examples in Fig. 6.2). Second, the selection of
rules itself acts as a constraint, since it allows to focus on the relevant reac-
tions that can realistically occur within the system, while actively ignoring
certain reactions that could in theory happen but not in practice, because
they are not thermodynamically and/or kinetically feasible.

A graph grammar with its set of starting compounds G and its set of re-
action rules P is then the basis to do an expansion of the chemical reaction
space. In practice, when implementing the graph grammar related to a cer-
tain type of chemistry, some a priori knowledge about it is needed, i.e. what
molecules are typically involved and what reactions usually occur, in order to
formulate G and P. The formose reaction, portrayed in Fig. 6.4a, is a good
example in which a well studied chemistry helps formulate the corresponding
graph grammar (see Fig. 6.4b) in a rather straight forward manner. Further-
more, the a priori definition of a graph grammar also allows to explore the
effects of modifying the chemistry of a certain system. This can be done by
including compounds and /or reactions that are not typically associated with
the chemistry under study or by excluding certain compounds and /or reac-
tions. In this way, one can observe how the expanded network resulting from
the modified grammar changes and make new predictions/interpretations of

experimental data.

6.1.4 Derivation graphs

With the chemistry of a system formalized in the form of a graph grammar,
one can continue to expand the corresponding chemical reaction space using
the MDD framework. This expansion will be done iteratively according to

the following algorithm:

(i) start with a set of molecule graphs Gy and a set of graph rewrite rules

P

(ii) apply the rules p € P to the matching molecule graphs g € Gy, creating

new molecule graphs ¢

(iii) add all newly discovered molecule graphs ¢’ to the set Gy, creating a
new set G; 2 Gy

(iv) repeat the expansion steps, starting from G;
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Figure 6.5: Iterative expansion of the derivation graph associated with the formose
grammar (from Fig. 6.4) for: (a) one repetition, (b) two repetitions, (c) three
repetitions, (d) four repetitions.
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Fig. 6.5 shows the example of such a network expansion for the formose gram-
mar, as it was defined above (see Fig. 6.4b). The expanded chemical reaction
network is formalized as a directed, bipartite, multi graph”, where, as out-
lined in the previous chapter, one type of vertices represent the molecules,
while the other type represents the reactions, with the arrows representing
the direction as well as the stoichiometry of each reaction. In general, within
the M@D framework, this type of iteratively expanded reaction network is
referred to as a ‘derivation graph’ (DG).

The expansion algorithm should, in principle, continue until no new
compounds can be found through the application of the rewrite rules, i.e.
Gi+1 = G;, and the expansion therefore converges. However, depending on
the reaction rules defined in the graph grammar, the expansion could po-
tentially never converge (e.g. a grammar containing condensation reactions
that continuously creates new compounds). Furthermore, as the example in
Fig. 6.5 also shows, the DG resulting from an expansion may become rather
dense, due to something called ‘combinatorial explosion’. In those cases it is
necessary to constrain the DG expansion.

This can already be achieved on the level of the graph grammar, to some
extent, through the selection and definition of the corresponding reaction
rules. Defining a stricter context for some rewrite rule can, for example, limit
their applicability, preventing a potential combinatorial explosion. Thus the
formulation of a realistic graph grammar does not only include thermody-
namic or kinetic constraints, as outlined above, but also serves the purpose
of limiting the combinatorics of a DG expansion. To further constrain the
the DG expansion, one can define a so called ‘strategy’, which can be in-
terpreted as something like a set of general instructions for a DG expansion
[Andersen et al. 2014]. Although there are various types of expansion strate-
gies, however not all of the, are of importance for this project. The simplest
one, usually called a ‘repetition strategy’, has no constraints and only ap-
plies the above outlined algorithm for a fixed amount of iterations (the DGs
in Fig. 6.5 were obtained with such an expansion strategy). Furthermore,
one can also impose constraints on the application of rewrite rules with so
called ‘predicate strategies’. This is a way to “prune” the DG, i.e. getting

rid of combinatorics and helping to achieve a convergence of the expansion.

"More specifically a chemical reaction network is formalized within M@D as a directed
hyper-graph[Andersen 2015].
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One type of constraint is to limit the types of molecules the rules are applied
on (called a left predicate for limiting the LHS of a reaction). This can for
example be used as another way of preventing reaction rules to be applied
to “unfavourable” molecules (similar to the context of a rule). Another pos-
sibility is to constrain the products of the rule applications (called a right
predicate for limiting the RHS of a reaction). Quite common constraints
on a reaction product involve: the definition of a maximum molecule size
(i.e. the total nr of atoms), a maximum length of the carbon chain (i.e. the

number of C-atoms), or a maximum molecule mass.

Figure 6.6: Constrained expansion of the derivation graph associated with the
formose grammar using an expansion-strategy that limits the molecules to only 6
C-atoms.

If necessary, or convenient, different strategies can also be combined [An-
dersen et al. 2014]. The most common combination that is of interest for
this project is the combination of a repetition strategy with a right predi-
cate strategy, i.e. iteratively expand a DG but with certain constraints on
the products of the rule application. Fig. 6.6 shows an example of such a

strategy for the formose grammar.
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To summarize, the overall reaction space expansion with M@D happens
in several steps. First the molecules and reactions associated with the chem-
istry under study are formalized and collected as a graph grammar. Then an
expansion strategy is implemented, representing a set of constraints imposed
on the reaction chemistry. Finally the chemical reaction space is expanded
in the form of a so called derivation graph (DG). However, as mentioned
above, the MOD framework does not include thermodynamic and/or kinetic
constraints by default. Therefore, a DG only represents a network of chemi-
cal reactions that could in principle happen within a certain chemistry, given
the a priori choice of molecules, reactions, constraints, etc. (i.e. a possibility
space), which will be sufficient for the purpose of this project. Perhaps a
good analogy for a DG is that of a hiking map which shows all the possible
paths that one can take from a certain start point. Some of these routes will
be easier, some will be harder (one needs to invest more stamina/energy)
and some, though in principle available, turn out to be impossible to take,
due to constraints imposed by the topography of the landscape. In addition,
there are certain types of routes whose topology is similar: linear routes that
lead from a star point to an end point, or circular trails that will lead back
to the starting point. A central idea of this project is to search for special

types of routes in a DG, which will be elaborated further in the next section.

6.2 Sub-graph search

With a chemical reaction space expanded, one can proceed to further in-
vestigate its properties. One possible property is the existence of certain
types of reaction pathways within the overall reaction space. As outlined
in the previous chapter, the reaction paths of major interest for this project
are autocatalytic cycles. In practice, there have been previous attempts to
formulate methods for finding autocatalytic cycles within a larger system
of chemical reactions, like the search algorithm proposed by Hordijk et al.
[Hordijk and Steel 2004; Hordijk et al. 2011]. However, their approach is
mostly centred around the set theoretic definition of autocatalysis (compare
also Ch. 3) and is a rather coarse grained approach that does not take into
account the full chemical reaction network underlying the system, effectively
loosing important information about the stoichiometry of the reactions, etc.

By contrast, the graph theoretical approach of M@D allows to formalize large
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r'si1 [S+1 Iy

Figure 6.7: General scheme for the topology of an AC-cycle. In principle there
is always a fission reaction rg, were the cycle splits into two branches, as well as a
merge point, a focal species A, where these two branches merge again.

systems of chemical reactions as bipartite graphs (or bi-partite networks) on
which it is then possible to conduct searches for specific types of sub-graphs

that form an autocatalytic cycle of reactions.

As outlined in the previous chapter, autocatalytic cycles can be classified
into one of five characteristic motives of chemical reaction networks (see
again Fig. 5.8). While these are distinct network motives, they share a
common feature: namely, the existence of at least one fork reaction and a
subsequent merge point. More precisely, it is possible to formulate a general
network topology that is underlying an autocatalytic cycle, which is shown
in Fig. 6.7. As such, an autocatalytic network can be formalised as an
overall reaction that is cyclical, where a compound Aj;, after a sequence of
reactions gets replenished. However, at some point of the reaction cycle there
is a reaction vertex rg where an educt Ag is split into two products Ag1
and A’ +1- While Agy1 continues to react on the main branch of the reaction
cycle (eventually being transformed back into Aus), Al 41 undergoes other
reactions thus creating a side branch. Eventually an intermediate from the
side branch will undergo a reaction whose product is again Aj;, thus merging
the side- and the main branch (a similar generalisation method has been

applied in [Arya et al. 2022]). In general rg and Ay, are referred to as ‘split
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vertex’ and ‘merge vertex’ respectively, with Aj; being the autocatalytic
species (or ‘focal species’). The comparison between Fig. 5.8 and Fig. 6.7
shows that this generalisation in effect contains all five autocatalytic motifs

and is given by the relationship between Agy1, Ay, | and Ayy, ie.:
o typeI: Ag1 = A, = An
o type Il: Agyy = Ay # Ay or Ay = Ay # Asia
o type III: Apr # Asy1 # Ay

The types IV and V are, as discussed above, technically variations of type
IT with one or two additional split vertices, respectively. Therefore they are
automatically included when the underlying type II cycle is found. All in
all, searching for autocatalytic cycles within a DG, effectively amounts to
searching for sub-graphs that have a given topology (displayed in Fig. 6.7)
i.e. reaction cycles that have the corresponding split- and merge vertices.

In practice this is going to be done using a software package (kindly
provided by Phillip Honegger [Honegger 2023]) that implements a sub-graph
search algorithm for this type of network motif, which will be applied to
a DG obtained with M@D. The autocatalytic reaction pathways that are
found this way are therefore part of a larger chemical reaction space within
which they are embedded. So it is important to realise that the compounds
belonging to an autocatalytic cycle can potentially be involved in additional
side reactions which can lead to cross-links within the cycle. More precisely,
these cross-links are reactions where a cycle compound gets transformed
into a different cycle compound, effectively creating a “shortcut” within the
autocatalytic cycle that would therefore destroy it. Given that these cross-
links are in general not found by searching for autocatalytic motifs, as defined
in Fig. 6.7, further verification of the results of this sub-graph search is
needed. In practice this is done by applying a simple flow verification on
each potential autocatalytic cycle that is found [Honegger 2023|.

Therefore, the search for autocatalytic cycles will be carried out in two
stages: first all the sub-graphs that match the pattern of Fig. 6.7 are identi-
fied, resulting in candidates for sub-graphs that are potentially autocatalytic.
Then a flow-verification is done, in order to filter out any false positives.
Fig. 6.8 shows some examples of autocatalytic cycles found within the DG

expansion of the formose grammar.
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Figure 6.8: Examples for AC-networks found in the formose DG. (a) Standard
formose reaction (i.e. the Butlerov reaction). (b), (c¢) and (d) are “alternative”
formose reactions, where glycolaldehyde (or its equivalent enol-form) gets autoca-
talytically produced but through different combinations of reactions.
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The inclusion of additional constraints is furthermore required, to be
more effective in this kind of search, since large and dense DGs can lead
to an explosion of potentially autocatalytic cycles (including rather long
cycles that are in general not very plausible). In practice, it is necessary
to define a maximum number, L,,.., of reactions between the split point
rs and the merge point Aps (and vice versa). This way the length of the
main reaction cycle as well as the side branch is limited. Moreover, certain
compounds that are involved in a lot of reactions (e.g. water, Hy, CO3) can
create strongly connected hub vertices in any DG. Some of these compounds
(typically water), can also be involved as both educts and products (for
instance, in a chemistry with many hydration-, dehydration reactions). In
such a case, the above defined algorithm to localize autocatalytic cycles
would find many solutions with these molecules as merge points (which is
not very useful: a reaction that autocatalytically produces water is not very
interesting). Thus, it is important to define a set of compounds G, which are
excluded as potential merge points (i.e., autocatalysts) of the cycles. As a
result, L., and G, are the main parameters to constrain the autocatalysis

search tool.

6.3 Thermochemistry

Taking into consideration that M@D does not include by default any in-
formation about the kinetics or thermodynamics of the modelled/searched
reaction systems, it is important to complement the software with methods
that make sure that the solutions it provides are chemically feasible or not.
One way to test the feasibility of a certain reaction pathway is to have a look
at the overall reaction energy associated with it, i.e. the energy necessary to
run the whole reaction process. In general, given a chemical reaction of the
form:

A+B%;C+D (6.1)

i.e. areversible transformation of a set of educts to a set of products, with k.
and k_ being the reaction rates of the forward and backward reactions®, the

reaction energy (i.e. the change in the Gibbs free energy) can be computed

8From a thermodynamic point of view, reactions are always considered to be reversible.
However, one needs to define a “standard direction” in which the reaction is assumed to
occur, i.e. the forward direction.
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as:
A,G° = —RTIn K,, (6.2)

where T is the temperature of the system, R is the universal gas constant

and K4 is the equilibrium constant, defined as:

ky

Ko = - = AIm o
with [A],[B],[C] and [D] being the concentration of the respective species.
As shown in Fig. 6.9, the value of A,.G° determines the “natural direction” for
the reaction of Eq. 6.1. A value of A,.G° < 0 indicates that the forward reac-
tion is exergonic, i.e it releases free energy. The reaction therefore proceeds
naturally (or spontaneously) in the forward direction. A value of A,G° < 0,
on the other hand, indicates that the forward reaction is endergonic, i.e it
requires energy to run. The reaction, thus, will not spontaneously proceed
in the forward direction (indicated by the longer forward arrow in Fig. 6.9a).
But at the same time the backward reaction is exergonic. Therefore, the re-
action naturally proceeds in the backward direction (indicated by the longer
backward arrow in Fig. 6.9b). All in all, knowledge about the value of A,G°
gives important insights into whether a reaction can naturally proceed in
the forward (or standard) direction, i.e. whether it is thermodynamically

feasible?.

A E, A E,
A+B { C+D
g AH ?, AH
w | C+D “l1A+B
A+B—C+D A+B=C+D
Reaction coordinate > Reaction coordinate >
(a) (b)

Figure 6.9: Energy landscape for the reaction of Eq. 6.1 if the forward direction
is: (a) an exergonic reaction, or (b) an endergonic reaction.

9Note that thermodynamics only fixes the energy landscape of the reaction but not the
activation energy (i.e. energy barrier) of a reaction and the resulting kinetics. Therefore,
even if a reaction is thermodynamically feasible, it might still not occur (at least not
within a reasonable amount of time) due to a high kinetic barrier.
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For a reaction pathway that consists of multiple reactions, A,.G° repre-
sents the overall energy of the pathway and is thus calculated as the sum of

the individual reaction energies A, G?7:

AGE =D AGE (6.4)

Correspondingly, A,.G° < 0 indicates that the pathway as a whole is releasing
energy and can thus occur spontaneously, i.e. the pathway is thermodynam-
ically feasible. A,G° > 0 on the other hand, indicates that the pathway
as a whole is requiring energy in order to run and therefore will not occur

spontaneously, i.e. the pathway is not thermodynamically feasible.

However, calculating A, G for a reaction is not necessarily an easy task.
In practice one often relies on experimental calculations of the equilibrium
constant K., from educt and product concentrations in combination with
Eq.6.3. For known biochemical reactions, these calculations are then usu-
ally collected in databases that can be queried (like the KEGG database
|[Kanehisa and Goto 2000; KEGG]). Other, more theoretical /computational
approaches rely on the use of quantum chemistry methods (examples can
be found here: [Jinich et al. 2018, 2020]). Yet the use of databases is lim-
ited to known and well studied biochemical reactions and is thus not very
suitable for a network expansion approach, which potentially creates reac-
tions and/or compounds that are not included in these databases. Quantum
chemistry methods, on the other hand, might be able to calculate energies
of arbitrary reactions and compounds but often rely on heavy, computation-
ally expensive calculations that become rather unstable for relatively large
molecules. Furthermore, some software packages that implement quantum
chemistry calculations are not particularly transparent concerning the exact
methods implemented, so the software package becomes a “black box” that

provides the results.

Nevertheless, as seen in Fig. 6.9, in principle one can also get the energy

of a chemical reaction through the following calculation:

AGE =) s, AfGy =Y s DG = ApGy oy — ApGoy  (6.5)

peP ecE

which is the difference between A G}, the energies of formation of the prod-

ucts involved in the reaction, and A;G7, the energies of formation of the
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educts involved in the reaction. In other words, A,G7 can be obtained as

the energy difference between the molecules before and after the reaction.

-CH,: 1
-CO: 1
-COOH: 2

Figure 6.10: Example for the decomposition of an oxaloacetate molecule into it’s
main functional groups.

In general, values for the formation energies A;G° can be obtained again
from experimental databases, like the Alberty database [Alberty 2003|. How-
ever, this again limits one to compounds that are already known to be part of
biochemical reaction pathways. A different approach called ‘group contribu-
tion” method was initially proposed by Mavrovouniotis [Mavrovouniotis et al.
1988; Mavrovouniotis 1990] and later further developed by Hatzimanikatis et
al. |[Jankowski et al. 2008|. The basic idea behind classical group contribu-
tion is that any molecule can be decomposed into a collection of functional
groups (e.g. acid groups, —OH groups etc., see Fig. 6.10,). It is then as-
sumed that the overall energy of the molecule is the sum of the individual

energy contributions of these functional groups:

NG = ng AsGy (6.6)
9€g

with AyGy being the energy of a certain functional group and n, the number
of its occurrence in the molecule. In other words, the overall energy of the
molecule is approximated through the energy contribution of its functional
groups. The advantage of this method is that, while the energy of a cer-
tain complex molecule might not be known, the energy contributions of its
functional groups are usually known.

In recent years an extension to the classical group contribution method
has been devised by Noor et al., which they refer to as ‘component con-
tribution’ method [Noor et al. 2013]. Within their approach, the reaction
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energies are calculated by combining results from databases with estima-
tions obtained by decomposing a molecule with group contribution, to get
formation energies. The main idea is that while some molecules are easy
to decompose (like in the example of Fig. 6.10), the group structures of
more complex biomolecules may be much less obvious (since there are often
overlapping functional groups). For these molecules there exist, however,
good experimental estimations (derived from standard databases) that can
be used instead.

This component contribution method has been condensed in a software
tool called eQuilibrator [eQuilibrator| [Flamholz et al. 2012; Beber et al.
2022|, which is available as an open source software tool (in the form of a
python package). An advantage of the eQulibrator package is that it allows
to compute A,G° for different pH values. With a slight modification, it is
also possible to calculate A,.G° for a selected redox potential. As outlined
in [Goldford et al. 2019|, given a value of A,G° obtained for a certain redox
potential Fy'® one can calculate the reaction energy A, G° for a different

selection of a redox potential Ear using the following correction formula:
A G° = AG° +nF (Ef — E) (6.7)

with n being the number of transferred electrons (usually n = 2) and F
being the Faraday constant.

Given these advantages, the eQuilibrator software package is going ot
be used here in order to compute the reaction energies of the solutions ob-
tained from the search for autocatalytic cycles under different conditions
(i.e. different selections of pH and redox potential Ey )!*. The main idea
is to determine which of those solutions are, under the assumed conditions,
thermodynamically viable, and which are not but could potentially run if

there was an external energy input.

10Redox reactions are usually of the form Xox + YHs = Xiea + Y2+, where YHz/Y27
is the redox couple with the corresponding redox potential Ey (in extant biology this could
be: NAD(P)H/H"~ NAD(P)" or FADH,— FAD?"). In a prebiotic setting the role of these
redox couples could be fulfilled by certain transition metals (e.g. iron).

1 As the equilibrator also uses its own database of molecules one needs to use the
additional eQuilibrator assets package [eQuilibrator Assets| to generate compounds.
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Chapter 7

Exploring the rTCA Chemistry

As advanced in previous chapters, the main focus of this part of the the-
sis project is to investigate the plausibility of pre-biotic carbon fixation
pathways. This is going to be achieved by exploring the chemical reaction
space (CRS) associated with the chemistry of the rTCA cycle, investigat-
ing whether other autocatalytic (AC) carbon fixation pathways of similar
nature are viable and could thus be candidates for a prebiotic precursor
pathway. The CRS will be expanded through a rule-based approach, im-
plemented through the software package M@D, expanding derivation graphs
(DGs) on which various simple boundary conditions will be then imposed.
Therefore, in the following sections different types of rTCA grammars (the
‘base activator grammar’, the ‘relaxed activator grammar’ and the ‘activator
independent grammar’) are going to be outlined, reflecting different bound-
ary conditions and constraining degrees. The resulting DGs as well as the

properties of the obtained AC cycles will finally be compared.

7.1 Formulation of an rTCA grammar

The first step in order to expand the chemical reaction space associated with
a certain type of chemistry (see previous chapter) is to define the correspond-
ing graph grammar. This grammar includes the initial compounds assumed
to be present in the system (formalized as molecule graphs), together with
the main types of reactions that can realistically occur within the system (for-

malized as graph rewrite rules). A selection of small compounds that only

89
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C1 compounds: C2 compounds:
)
HO 0]
o )k \_A
HsC H
Acetoaldehyde Glycolaldehyde

H H
Formaldehyde
(0] (0] O
)L O\)L g O\)L
HsC OH OH OH
Acetic acid Glyoxylic acid Glycolic acid

Helper molecules: co, H,O H, XA AH XOH

Figure 7.1: The set of initial molecules used for the different rTCA graph gram-
mars.

contain one or two C-atoms and are pre-biotically plausible were chosen® as

initial molecules (see Fig. 7.1). Furthermore, a group of “helper molecules”
like CO2, H3O, Hy was defined, which are the molecules that are needed as
additional educts for many reactions (e.g. HoO for hydration reactions).
Comparing the reaction steps of the r'TCA cycle and the other auto-
catalytic carbon fixation pathways known in biology (like the 3HP- or the
4HB-cycle, etc.), one can see that there are certain ‘classes’ of reactions
that keep repeating throughout these cycles. More precisely, there are: car-
boxylation reactions that bind COs, or condensation reactions that grow the
carbon chain; redox reactions and (de)-hydration reactions that change the
redox state of a carbon chain or bind /unbind an —OH group; cleavage reac-
tions that split the carbon chain, serving as the forking reactions that can
lead to an autocatalytic cycle (autocatalytic closure). These reaction types,
as well as their main function within the reaction pathway can be collected
and classified, as shown in Tab. 7.1. Thus any grammar for expanding the
reaction space of the rTCA cycle (or carbon fixation cycles in general) needs
to at least include reaction rules according to these three classes. However,
differences in the rewrite rules (e.g. selection of rules, strictness of the rules
contexts, etc.) will change the density and composition of the DG (i.e. the
expanded chemical reaction space) and the potential substructures (i.e. re-

action paths) that can be found. Taking this into account, different types of

! A furhter motivation for the choice of these molecules is that they are the smallest
possible molecules to which the reaction rules, which will be defined below, can be applied.
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grammars will be defined and their outcomes compared.

Class Function Examples
1 grow the carbon chain carboxylation reactions
2 modify the carbon chain redox reactions,
(de)-hydration reactions
3 split the carbon chain, retro aldol reaction
autocatalytic closure

Table 7.1: Main reaction classes and their functions for the rTCA cycle as well as
autocatalytic carbon fixation pathways in general.

7.1.1 Base activator grammar

Closer inspection of the rTCA cycle and other carbon fixation pathways re-
veals that there are some reactions that involve the binding and subsequent
unbinding of certain compounds called ‘coenzymes’. More specifically, the
coenzyme involved in the reactions of the carbon fixation pathways (and
many other metabolic pathways) is coenzyme-A (CoA). In general, the role
of these coenzymes is similar to regular enzymes in the sense that, by bind-
ing to a compound, they enable certain reactions that otherwise would be
kinetically unfavourable. Fig. 7.2 shows the example of a reductive carboxy-
lation of an acid. This reaction would not occur naturally on an acid group
and therefore it requires the binding of CoA before it can proceed, unbind-
ing CoA in the process. Therefore, in a certain way, this coenzyme binding
“activates” the compound, enabling further reactions.

The M@D framework allows to implement both molecules and reaction
rules that contain arbitrary atom labels, so it is possible to generalize this
binding of CoA (or any other coenzyme in general). Asshown in Fig. 7.2, this
is done by formalizing the reaction as the binding of an arbitrary “activator”
compound (labelled “A”) that is supplied bt an arbitrary “carrier” compound
(labelled “X”). Using this arbitrary activator compound relieves one from
the necessity to define and implement a prebiotically plausible candidate
for such a coenzyme (as they are rather complex molecules). It is simply
assumed that such an activating compound (however it might look like) is
present within the reaction chemistry. If a plausible prebiotic candidate
is later found or specified, this can be easily implemented by substituting

the activator with the corresponding compound. In practice, this means
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QR Gy
“XOH
R OH R A R

X-A Co,

Figure 7.2: Top reaction: coenzyme-A dependence of a reductive carboxylation
reaction. Bottom reaction: substitution of the coenzyme with a general activator
compound A and a carrier compound X.

that there is an additional class of reactions (referred to as Class 0) that
one must take into account in order to formalize the reaction grammar of
the rTCA, namely the binding of an activator compound (additionally, the
activator and carrier compounds have to be included as helper molecules too,

see again Fig. 7.1).

Class 0 0

Class 1 r

r2
o) o
Q OH f +C0,
)k o, . R, "R, OH
Ry
R A R,

Class 2 3,14 15,16 17,18

Q o] (o] H °] H 9
+H, -H,0 Ry _*2H; R,
A,HOMRZ . AHO R,  AHO R, S0 A,Ho)L{\Rz NN, SN,
R, R, R, R,
Class 3 9
o] OH

o 0

. e o M

Rs R] RS Ry

R,

Figure 7.3: Main reaction classes and their respective selection of reaction rules
for the base, activator depended grammar of the rTCA chemistry.

Taking all of the main reaction classes and their associated reactions into
consideration, the set of rewrite rules, necessary to implement a reaction
grammar for the chemistry rTCA cycle, can be defined. A collection of these

reaction rules, as well as the constraints put on them is shown in Fig. 7.3
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(a more detailed description of the rewrite rules, together with the choices
of constraints can be found in Appendix A). While there are some reaction
rules, like the rule r1 (see Fig. 7.3), that directly depend on the existence of
an activator, it is important to realize that there is also an indirect activator
dependence of some rules (see Fig. 7.4). In other words, the presence of
an activator compound implies a simple boundary condition on the overall
reaction grammar, because it directly or indirectly enables certain chemical
reactions. In general, due to this overall activator dependence, the graph
grammar consisting of the rewrite rules of Fig. 7.3, together with the initial
molecules from Fig. 7.1, is going to be referred to as the ‘base activator

grammar’.
0 0 O @)
)J\/ R TXOH )J\/ R—
HO O A A OoH
X-A o,
R

O 0

H (0] OH 0 (0]
. N §
HO Rs; -xOH A R3 A R; R,
X-A R, R,
Ry

R

Figure 7.4: Indirect activator dependence. Top reaction: a carboxylation reaction
would in general not work on a carbon atom a-to an acid group. However, if the
acid gets activated, the carboxylation reaction on the a-carbon is enabled. Bottom
reaction: similar a retro-aldol reaction would not work if the OH-group is S-to an
acid. But by activating the acid, the retro-aldol reaction is enabled.

7.1.2 Relaxed activator grammar

The rather strict graph grammar defined above is on the one hand necessary,
to prevent a combinatorial explosion when expanding the reaction space of
the r'TCA. On the other hand, if a grammar is too constrained, the resulting
DG could become too sparse (i.e. it would contain too few molecules and/or
reactions) which does not lead, normally, to very interesting results. Alter-
natively, one could take the set of rules from a stricter grammar, like the
one defined in Fig. 7.3, and “soften up” some of the reaction rules. However,
small modifications in the rule set can significantly affect the expansion al-

gorithm, so this relaxation should be done very selectively, in order to avoid
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ending up with a combinatorial explosion again, and ensuring chemical co-
herence (i.e. making sure the rewrite rules represent chemical reaction that

can realistically occur).
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Class 1 n 2
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Figure 7.5: Main reaction classes and their respective selection of reaction rules
for the relaxed activator grammar.

Class 2

Class 3

One reaction rule from Fig. 7.3 that can be relaxed rather easily is rule
r3, i.e. the reduction of a carbonyl group. In the chemistry under analysis,
this is limited to carbonyl groups that are in a S-position to a carboxy group
(i.e. an acid), keeping some symmetry with the (de)-hydration reactions r5
and r6. However, it is not necessary to define the reaction rule that strict.
As depicted in Fig. 7.5, the rewrite rule can be relaxed to be applied to
any aldehyde or ketone. To avoid a potential combinatorial explosion during
the DG expansion, the rules r4 and r8 (i.e. the oxidation reactions) are
removed, which effectively means that only a reductive chemistry is studied.
The remainder of the rules from Fig. 7.3 will be left unchanged. The graph
grammar consisting of this modified, activator depended reaction rule set,
together again with the initial molecules (as defined in Fig. 7.1) will be
referred to as the ‘relaxed activator grammar’ (the this way defined grammar
is similar to the set of reaction rules used in [Zubarev et al. 2015], but with

the activator dependency added).

7.1.3 Activator independent grammar

The last grammar version that is going to be investigated is in this chapter

is one that does not depend on the activating species. This is implemented
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by modifying the set of reaction rules defined in Fig. 7.3 rather drastically,
by removing all rules that explicitly depend on the activator group: i.e., r0,
the binding of the activator groups (effectively removing Class 0), and 1,
the activator dependent, reductive carboxylation. Additionally, for the rules
r3,r4 and 15,76 the option of occurring at a molecule with an activator
groups is removed from the respective contexts. Finally, a reaction rule for
an aldol addition, 710, is added to the class 1 of the rule set (constrained to
only bind compounds with one or two C-atoms to an existing carbon chain).
This is done as a way to compensate for the loss of 1, ensuring that there are
reactions that can grow the carbon chain. The resulting set of rewrite rules
is shown in Fig. 7.6, and the corresponding graph grammar will be referred
to as the ‘activator independent grammar’. The set of initial molecules for
this grammar is again the one defined in Fig. 7.1, the only exception being

that in this case the activator species is removed.
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Figure 7.6: Main reaction classes and their respective selection of reaction rules
for the activator independent grammar of the rTCA chemistry.

7.2 Strategies and DG expansions

With a selection of graph grammars defined, one can proceed to expand the
corresponding DGs. As outlined in the previous chapter, in order to do a re-
action space expansion with M@D, an expansion strategy needs to be defined
in such a way that a combinatorial explosion is prevented and convergence
is guaranteed. For simplicity, all the expansions for the different grammars

defined above were done with the same type of strategy: a combination of
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a repetition strategy, with a ‘label strategy’ and a ‘mass strategy’?. More
precisely, all molecules that are allowed to be obtained by iteratively apply-
ing the rewrite rules defined in the graph grammar are constrained to have
(at max) one activator group (under the assumption that two or more acti-
vator groups would render the complex chemically unstable). Furthermore,
a maximum mass limit is imposed for all obtained molecules. This is again
done due to stability considerations: i.e., larger and heavier molecules are
usually more unstable (and often not energetically favourable, either). The
upper bound for the molecule mass was set to 200amu, which is reasonable,

given that most biomolecules are around this mass?.

Grammar type Nr. Molecules | Nr. Reactions
Base activator 171 353
Relaxed activator 818 1592
Activator independent 409 1061

Table 7.2: Results of the DG expansion for different graph grammars using a
combination of a label- and a mass-strategy.

All the expansions were then carried out for as many repetitions as nec-
essary until convergence was reached and no new molecules were discovered
by the expansion algorithm. At the end of the ordinary expansion a final
step was performed called a ‘closure’. The expansion algorithm often fails
to connect new compounds to already existing ones. But, obviously, the
possibility space should contain all the connecting reactions. Therefore the
closure step takes all the compounds in a DG and applies all the reaction
rules to them, with the constraint of allowing only products that are already
in the set. The DG expansion results for all of the above defined grammars
are shown in Tab. 7.2, where the measured number of molecules (i.e. the
number of molecule vertices in the graph), as well as the number of possible

reactions (i.e. the number reaction vertices, or hyper-edges), are reported.

2The rule for the aldol addition can also be applied at the same molecule graph, which
would lead to a cyclic compound. As some carbon rings (three- or four-membered rings)
are energetically unfavourable and cyclic compounds are generally not of interest for this
work, an additional right predicate is used for the activator independent grammar that
filters out such molecules.

3The mass of a potential activator group was ignored here. While these activating
compounds are usually relatively large and complex molecules, the focus was on the on-
cycle species.
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7.3 AC cycle search: main results

Once a chemical reaction space is expanded in the form of a DG, like it was
done above, one can proceed to do a search for autocatalytic cycles using
the topological definition for autocatalysis of Fig. 6.7. To prevent a com-
binatorial explosion of results, the search is further constrained by defining
a maximum length L., of the main reaction cycle and a set of molecules
G. that are not allowed as on-cycle species. For both the base grammar
and the relaxed grammar the same search constraints were set to allow di-
rect comparison and analyse the difference in the results in terms of the
rigidity /flexibility of the reaction grammar. Therefore, the set of ignored
molecules was defined as all the helper molecules from Fig. 7.1 (recall that
reaction cycles that autocatalytically produce water are of little interest).
The maximum length of the main reaction cycle was set to 11 reactions,
which is the number of reactions in the main cycle of the rTCA cycle (com-
pare also Fig. 5.4a, adding the reactions of the side branch the rTCA has 13
reactions in total). This is to ensure that the results of the AC cycle search

can be directly contrasted with the actual rTCA cycle.

Grammar type Loz G, Nr. AC Cycles
Base activator 11 Helpers 138
Relaxed activator 11 Helpers 8483
. . 6 Helpers + 1145
Activator independent C1-/C2-mols
5 Helpers 3144

Table 7.3: Constraints and results for the AC cycle search performed on the
different grammar versions.

For the activator independent grammar the constraints for the AC cycle
search were set a bit differently. Given that the set of rewrite rules (see
Fig. 7.6) for this graph grammar includes an aldol-addition reaction that
is restricted to only bin molecules with one or two C-atoms as a reaction
that grows the carbon chain these C1 or Cy can, in principle, be regarded
as helper molecules too. Therefore, two searches with different constraints
were performed on this grammar: one, more relaxed, in which only the
“typical” helper molecules (i.e. CO2, Ha, H2O, etc.) were excluded; and the
other, more strict, additionally excluding molecules containing one or two

C-atoms. Additionally, for the strict AC-search the maximum length was
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set to 6 reactions, while for the relaxed search it was set to 5 reactions?.

Tab. 7.3 reports the search constraints for the different grammars, as
well as the results of the AC-search (i.e. the amount of autocatalytic cycles
that are found within the corresponding DG). In the following sections be-
low, different properties of the obtained autocatalytic cycles are going to be

examined and compared.

7.3.1 Network properties

The first types of properties that are going to be examined at this point re-
gard the reaction networks that correspond to the autocatalytic cycles found
in the DGs. Given the topological definition for autocatalytic networks in
Fig. 6.7 one should begin by identifying what molecules are the focal species
(i.e. the autocatalyst, of the found autocatalytic cycles) and in how many
cycles do they occur as such. Furthermore, even if the number of reactions
that constitute the main cycle of the autocatalytic network is limited (due to
the search constraints) this does not mean that the total number of reactions
(i.e. the main cycle together with the side branch) remains fixed. There-
fore, another network property of immediate interest is the total amount of
reactions per autocatalytic cycle, together with the number of cycles with a

certain amount of reactions.
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Figure 7.7: Network related properties of the AC cycles found within the DG of
the base activator grammar. (a) Different focal species (drawn and enumerated
in the box) and their corresponding frequency of occurrence. (b) Frequency of
occurrence for the total number of reactions of each AC cycle.

4As this activator independent grammar would not be able to reproduce the rTCA
cycle it is not necessary to directly compare the results of the AC-search to it. Moreover,
due to the nature of the resulting DGs, the AC-searches become rather combinatorial, so
a more strict cycle length constraints are necessary.
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Fig. 7.7 shows these results for the AC-search performed on the base
activator grammar. As one can see, the molecule oxaloacetate is the focal
species for all the obtained cycles, each (invariably) containing 13 reactions
in total. In other words, the 128 autocatalytic cycles that are found within
the chemical reaction space associated with this graph grammar are in prin-
ciple functionally equivalent to the rTCA cycle, sharing a similar topology.
A more informative (or intuitive way) of displaying these results is gathered
in Fig. 7.8, which consists in a cumulative graph of all the autocatalytic reac-
tion networks found, i.e. the overlap of all the networks with the multiplicity
of an edge given by its weight. The number of molecules and reactions as-
sociated with this “condensed autocatalytic core” are furthermore reported
in Tab. 7.4. One can therefore conclude that all the obtained autocatalytic
cycles are basically variations of the rTCA cycle: they initially follow its
reaction pathway but “take detours” at some points, where they go through
different cycle intermediates, before “returning” to the original rTCA path-
way. In any case, all the alternative pathways eventually converge at the
focal species oxaloacetate. As such, the types of reactions occurring within
these 128 AC cycles are in principle the same as the one occurring in the
r'TCA cycle, they simply proceed in a different order. In general, these results
suggests a certain stability in the topology of the reaction network associated
with the rTCA cycle. They also underline the centrality of compounds like
succinate, acetate or oxaloacetate (through which all obtained cycles seem

to pass) within extant biology.

In contrast, Fig. 7.9 shows the network properties for the AC-search per-
formed on the relaxed activator grammar. One can immediately see that
not only does this grammar result in more autocatalytic cycles (see Tab.7.3)
but there is also more variation within the found cycles. This includes both
the distribution of focal species (see Fig. 7.9a) and the distribution of total
reaction numbers for each cycle (see Fig. 7.9b). Again the cumulative net-
work shown in Fig. 7.10 compiles this data in a more informative way: while
the variations of the rTCA cycle surveyed within the base grammar DG are
retained (lower left part of Fig. 7.8), a larger portion of remarkably different
autocatalytic cycles that are found too. The size of this autocatalytic core
is also larger compared to the base grammar DG (see Tab. 7.4). All in all,
one can see that a variation in the graph grammar not only increases the

resulting DG (i.e. the chemical reaction space) but furthermore increases
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Figure 7.8: Cumulative network of all AC cycles found within the DG of the base
activator grammar. Grey, square nodes are reactions and round coloured nodes
are compounds. Colour coding of the compounds (shown in the legend) indicates
whether compounds are part of the rTCA cycle or not and if they contain an
activator group or not. Thickness of an arrow indicates the frequency of occurrence.

the amount of potential autocatalytic cycles, as well as the variation of their
network properties. This suggests the possibility for the existence of auto-
catalytic carbon fixation cycles that, while ruining under a similar type of
chemistry, are rather different than the rTCA cycle (whether these pathways
are also more effective will be checked in the upcoming section when their

cycle energies are compared).

Finally one can look at the properties of the autocatalytic networks found
in the activator independent grammar. As outlined above, two different
AC-searches were made on the resulting DG, one with more strict search
constraints and one with more relaxed constraints. Fig. 7.11 reports these
findings, showing that, there are less autocatalytic species, overall, in the
AC cycles found with the strict search parameters, compared to the ones
found with the relaxed search. In addition, the autocatalytic species for
the cycles found with the strict search are larger and more complex than

the cycle found with the more relaxed search. However, in the latter case
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Figure 7.9: Network related properties of the AC cycles found within the DG of
the relaxed activator grammar. (a) Different focal species (drawn and enumerated
in the box) and their corresponding frequency of occurrence. (b) Frequency of
occurrence for the total number of reactions of each AC cycle.
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Figure 7.10: Cumulative network of all AC cycles found within the DG of the
relaxed activator grammar. Nodes and arrows are drawn as in Fig. 7.8. Red box:
the AC cycles found within the relaxed activator grammar (i.e. the cumulative
graph of Fig 7.10) is retained as a sub-graph.

the vast majority of cycles has the same type of molecule as auto-catalyst,
namely acetaldehyde (CH3CHO, i.e. a C2-compound which would have been
filtered out in the strict search). Nonetheless, in both DG surveys there is a

broader distribution in the amount of reactions occurring in each AC cycle



102 CHAPTER 7. EXPLORING THE RTCA CHEMISTRY

(see Fig. 7.11a and Fig. 7.11c). Thus, while for the relaxed AC search almost
all of the identified AC cycles have the same type of molecule as autocatalytic
species, they still have different numbers of total reactions, i.e. they may not
be functionally equivalent (as it was the case for the results of the AC cycle

conducted on the base grammar DG).
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Figure 7.11: Network related properties of the AC cycles found within the DG
of the activator free grammar. (a,b) Constrained AC search: (a) distribution
of focal species, (b) distribution of cycle lengths. (c,d) Relaxed AC search: (c)
distribution of focal species, (d) distribution of cycle lengths.

Last but not least, the cumulative autocatalytic cores can be compared
again, like it is reported in Fig. 7.12. Non surprisingly, the cumulative net-
work for the more relaxed AC search is larger and denser, compared with the
stricter AC search (compare also Tab 7.4). A remarkable degree of similarity
is, nevertheless, manifest between both cumulative networks: the AC core
resulting from the stricter search is technically contained in the core found
with the more relaxed search, since relaxing the search constraints does not
prevent the re-generation of possibilities found through the stricter search.
In any case, the results show that in principle it is possible to formulate a
chemistry that is independent from the necessity of an activator compound

but still leads to the appearance of autocatalytic cycles (however, the loss of
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direct COq binding has to be “substituted” through condensation reactions).

@ ro Activ(rTca) " @ ro Activ(rTca)
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Figure 7.12: Cumulative network of all AC cycles found within the DG of the
activator free grammar. (a) Constrained AC cycle search. (b) Relaxed AC cycle
search. Nodes and arrows are drawn as in Fig. 7.8.

Grammar type Nr. Molecules | Nr. Reactions
Base activator 35 42
Relaxed activator 139 216
Activator independent 1 110 208
Activator independent 2 128 305

Table 7.4: Number of molecules and reactions for the cumulative DGs of each AC
search.

7.3.2 Cycle energies

Up until this point, the activator group A was treated as an arbitrary com-
pound, i.e. a placeholder. In order to compute the thermochemical proper-
ties of the obtained AC cycles, this activator group is now going to be substi-
tuted with a concrete type of molecule: a prebiotically plausible placeholder
for a coenzyme, i.e. a simpler molecule that could have served the same
function under the conditions of an early earth environment. On these lines,
the activator group was chosen to be a methanethiol compound (CH3SH),
which creates a thioester bond, like CoA, and whose prebiotic plausibility is
well supported [Whicher et al. 2018].
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Figure 7.13: Distribution of A,.G° values for the AC cycles obtained with the
base activator grammar (and activator substituted with CH3SH). Energies were
calculated for: (a) pH=4, Ef = —0.3mV, (b) pH=4, Ej = 0.3mV, (c) pH=7,
Ef = —-0.3mV, (d) pH=7, Ef = 0.3mV, (e) pH=10, Ef = —0.3mV, (f) pH=10,
Ef = 0.3mV. Red dashed line represents A,G%., calculated for the rTCA cycle
under the respective conditions.

As outlined in Ch. 6, in order to calculate the reaction energies for the AC
cycles under observation, the component contribution method implemented
in the eQuilibrator software will be used. This software package, among other
things, allows to calculate the energies under different pHs, as well as different
redox potentials (using a correction term — see Eq. 6.7). Therefore, the
reaction energies A, G° for all the AC cycles reported above were calculated
for pH values reflecting an acidic, neutral as well as a basic environment
(i.e. pH=4, 7, 10) and a redox potential® reflecting reducing or oxidising
conditions (i.e. B = —0.3mV, 0.3mV).

Fig. 7.13 shows the distribution of cycle energies for all AC cycles found
within the base activator DG, calculated for all choices of pH and redox
potential. Not surprisingly, all cycles have the same overall reaction energy
which, is also the same as the reaction energy obtained for the rTCA cycle
under these conditions. However, it is important to notice that only under
acidic conditions and a negative (i.e. reductive) redox potential (shown in
Fig. 7.13a), the AC cycles (including the rTCA cycle itself) have a negative

reaction energy, i.e. they can run spontaneously.

5In general the reaction energies were calculated using the initial redox potential Eq
associated with the half reaction Hy == 2H™.
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Figure 7.14: Distribution of A,G° values for the AC cycles obtained with the
relaxed activator grammar (and activator substituted with CH3SH). Energies were
calculated for: (a) pH=4, Ef = —0.3mV, (b) pH=4, Ej = 0.3mV, (c) pH=7,
Ef = —-0.3mV, (d) pH=7, Ef = 0.3mV, (e) pH=10, Ef = —0.3mV, (f) pH=10,
Ef = 0.3mV. Red dashed line represents A,G%., calculated for the rTCA cycle
under the respective conditions.
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Figure 7.15: Distribution of A, G° values for the AC cycles obtained with the
activator independent grammar and strict AC search. Energies were calculated for:
(a) pH=4, Ef = —0.3mV, (b) pH=4, Ef = 0.3mV, (c) pH=7, Ef = —0.3mV,
(d) pH=7, Ef = 0.3mV, (e) pH=10, E = —0.3mV, (f) pH=10, Ef = 0.3mV.

In turn, Fig. 7.14 shows the distribution of cycle energies for all AC cycles
found within the relaxed activator DG, calculated for all choices of pH and
redox potential. One can immediately see that there is a broader distribution

of different reaction energies. Interestingly, under acidic conditions and a
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negative redox potential (shown in Fig. 7.14a), several AC cycles involve a
lower overall A,.G° values than those obtained for the rTCA cycle under
the same conditions (while for the remaining parameter choices, basically all
found cycles have a higher energy). This suggests the possibility that under
these environmental conditions it is possible to run autocatalytic carbon
fixation pathways that are rather different than the extant rTCA but need
comparably less energy making them more likely to occur. Therefore, these
pathways are potential candidates for a prebiotic precursor to the rTCA

cycle and as such could be the basis for further in-vitro explorations.
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Figure 7.16: Distribution of A,.G° values for the AC cycles obtained with the
activator independent grammar and relaxed AC search. Energies were calculated
for: (a) pH=4, Ef = —0.3mV, (b) pH=4, Ef = 0.3mV, (c) pH=7, E =
—0.3mV, (d) pH=7, Ef = 0.3mV, (e) pH=10, Ef = —0.3mV, (f) pH=10, E; =
0.3mV.

Last but not least, Fig. 7.15 and Fig. 7.16 show the distributions of cycle
energies for the AC cycles found within the activator independent DG (again,
using a strict as well as a relaxed AC search), calculated for all choices of
pH and redox potential. As it could be expected, the distribution of energies
for the cycles obtained with the relaxed AC search (shown in Fig. 7.16)
is much larger than with the strict AC search. Furthermore, one can see
that in both cases one can find AC cycles with a negative A,.G°. However,
by contrast to the previous results obtained for the activator dependent
chemistries, these also include the energies calculated under basic and/or
oxidising conditions. This suggests that even though most of these pathways

are not carbon fixating per se (as they mostly involve condensation reactions
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rather than the direct binding of COg via carboxylation), they can run under
a broader range of environmental conditions. Therefore, they could still be
precursors to the rTCA, which ran under a different chemistry (a chemistry
that is independent from any activating compounds and also less dependent
on a certain redox potential or pH) and, since they are still autocatalytic,
lead to an exponential increase in relatively larger carbon compounds. These
compounds, together with a possible change in environmental conditions,
could have been the basis for direct carbon fixation through the rTCA cycle
or a more closely related precursor (such a scenario, where direct carbon
fixation is a late stage development is also revisited in the discussion chapter)
In any case, as with the above obtained rTCA alternatives, further in vitro

studies of these pathways could lead to more insights on these lines.



108 CHAPTER 7. EXPLORING THE RTCA CHEMISTRY



Part 111

Simple Reaction Networks
under Complex Boundary

Conditions

109






Chapter 8

Membraneless Compartments

as Protocells

The aim of the previous chapters was to explore theoretically how complex
reaction networks can be modulated by relatively simple boundary condi-
tions. This was done as an approximation to the full complexity of a min-
imal metabolism (MM), which (according to the scheme proposed in Ch. 3
— see Fig. 3.6) involves complex reaction networks operating under complex
boundary conditions, or constraints. Now the complementary approxima-
tion is going to be taken, modelling simple reaction networks under complex
boundary conditions. In other words, the situation is going to be “inverted”
(compared to the approach in the previous chapters) with special attention
now being put on the effects that non-trivial (i.e., dynamic, non-holonomic)
boundary conditions may have even on relatively simple chemistries (so the
upper plane of Fig. 3.6 is now considered). More specifically, the focus is
going to be put on how variable spatial boundary conditions |[Ruiz-Mirazo
et al. 2017] in the form of compartments influence chemical reactions and, in
particular, their kinetics [Serrano-Luginbiihl et al. 2018]. Through this the
significance of the formation of proto-cellular compartments for the origin of

life is going to be investigated.

8.1 Compartments and proto-cells

One of the “classical” theories about the origin of life, which was briefly

mentioned in the introductory chapter, is the ‘compartments first’ hypoth-
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Figure 8.1: Simple scheme for a system of precursor compounds A that react to
building blocks B (left panel) which can form a proto-cellular compartment (right
panel). Full arrows indicate reactions, dotted arrows indicate processes of diffusion
and replacement.

esis. The main idea is, as shown in Fig. 8.1, that chemical reactions, which
were occurring on the early earth, converted simple precursors into building
blocks! that self assembled into proto-cellular compartments. However, these
building blocks can also degrade and potentially destroy the compartment.
Therefore, they need to be replaced with new building blocks that come from
the reaction inside the compartment. In this context, a complementary re-
lationship may be established: the compartment maintains those reactions
by preventing the reactants involved from diluting away and, the same time,
the reactions repair and maintain the compartment. At its core, this idea
of a coupling between reactions and a spatial boundary was presented in
the models of autopoiesis and the chemoton, discussed in Ch. 3 (compare
also Fig. 8.1 with Fig. 3.2a). The reactions inside the compartment could
actually produce an excess of building blocks, which would push it to grow
and divide, creating a diverse population of proto-cells. As further shown in
Fig. 8.2, the individual cells within this population would then continue to
grow and divide, with the potential to encapsulate additional reactions and
increase their overall complexity.

While the general idea of this thesis project is to pursue a more systems
chemistry motivated approach towards the problem of OL that moves beyond

classical “me-first” theories [Krishnamurthy 2020|, it is still undeniable that

!These building blocks can be relatively simple, like fatty acids or other hydrocarbon
species that are found in meteorites. In case more complex organic compounds were
required, the reactions that synthesised them could have been autotrophic pathways like
the ones discussed in the previous chapters.
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Figure 8.2: Scheme for proto-cell evolution due to growth and division within a
population of proto-cellular compartments. Figure taken from [Shirt-Ediss et al.
2017).

compartments play a major role in the control and regulation of metabolism.
As discussed in Ch. 2, in extant biology cell membranes not only establish
the spatial boundaries of the system but also contribute to energetic control
by enabling electrochemical gradients across them [Ruiz-Mirazo et al. 2017].
Furthermore, all known organisms are composed of cells, or as formulated by
Harold Morowitz: “All life is cellular in nature” [Morowitz 1992|. Therefore,
the formation of a proto-cellular compartment, even if it did not occur in
primordial isolation, or in a direct causal sequence of events, as suggested
by classical compartments first theories, must have been a major step in the
origin of life. In that context, the focus of the current part of this thesis
project is to model how spatial constraints can potentially influence simple

chemical reaction networks.

8.2 Macromolecular crowding

As mentioned in the general introduction of this dissertation, one of the first
theories of proto-cells was formulated by Alexander Oparin with his proposal
of coacervates as the first type of compartments capable of housing chemical
reactions [Oparin 1924, 1936]. In principle, coacervates are colloids formed
by polymers in an aqueous solution as a result of a phenomenon called ‘liquid-

liquid phase separation’ (LLPS), shown in Fig. 8.3a. This phenomenon is
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Figure 8.3: Different types of coacervates can form in polymer solutions. (a)
Uncharged polymers undergo LLPS due to van der Waals interactions forming
simple coacervates. (b) Complex coacervates involves two differently charged poly-
ions.

caused by electrostatic interactions between the polymers due to either local
charge densities or, as shown in Fig. 8.3b, ionic charges (the latter case is
often called ‘complex coacervates’? [Overbeek and Voorn 1957]). Although
polymer droplets have no rigid membrane (unlike cells) they form a soft
interface [Serrano-Luginbiihl et al. 2018] where compounds can diffuse in
and out. This is why coacervates are also referred to as ‘membrane-less

compartments’ (MLCs).
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Figure 8.4: (a) Simple depiction of an amphiphilic molecule with its ploar (hy-
drophilic) head-group and it’s apolar (lipophilic, hydrophobic) tail-group. (b) A
collection of amphiphiles in an aqueous solution can self assemble into vesicles.

Nevertheless, the hypothesis of coacervates as proto-cells was left aside
for many years, due to the development of an alternative scenario that could
also be explored experimentally. This development was based on the discov-
ery that phospholipids and other so called ‘amphiphiles’ (like fatty acids),
when dissolved in aqueous solution, can self assemble into bilayers that lead

to spherical structures called ‘liposomes’ [Bangham and Horne 1964] or ‘vesi-

2Nevertheless, for the remainder of the text only the the term ‘coacervates’ will be
used.
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cles’ (see Fig. 8.4). Since cell membranes are made of phospholipid bilayers
(as discussed in Ch. 2) this quickly led to vesicles being favoured as mod-
els for proto-cells. Among other pioneers, David Deamer contributed, with
his work over the years, to establish the ‘lipid world’ hypothesis, propos-
ing a prebiotic origin of lipid /amphiphilic molecules that then continued to
form vesicular compartments [Hargreaves et al. 1977; Deamer and Or6 1980;
Deamer 1985, 1986, 1998; Segré et al. 2001]. Additional support for vesicles
as proto-cells came from Pier Luigi Luisi, together with Peter Walde and
other colleagues, who showed that vesicles formed by simple fatty acids can
undergo growth and division (which is necessary for proto-cell evolution, as
depicted in Fig. 8.2) [Walde et al. 1994b; Chen and Walde 2010; Luisi 2016].
All in all, the the appeal of vesicles lies in their relative stability, simplicity
and their capability of spontaneous self assembly as well as in their apparent
similarity to cells [Walde et al. 1994a).

Figure 8.5: Scheme depicting macromolecular crowding and formation of
biomolecular condensates within a cell. Figure taken from [Spitzer 2011].

However, while vesicles are usually made of one or two types of am-
phiphilic compounds, cell-membranes are much more complex, since they
contain many different types of phospholipids, as well as proteins that serve
as channels, etc. Furthermore, vesicles are rather “empty” as they mostly
contain water (although they can be prepared to encapsulate different chem-
ical or bio-chemical species [Walde and Ichikawa 2001]). The cytoplasm

within cells, on the other hand, is densly crowded, a multitude of biopoly-
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mers and many other biomolecules (see Fig. 8.5). This is nowadays described
as ‘macromolecular crowding’ |Zhou et al. 2008; Spitzer 2011] and it has
furthermore been shown that the formation of so called ‘biomolecular con-
densates’ due to LLPS within cells might play a vital role in certain cell
functions® [Shin and Brangwynne 2017; Mitrea and Kriwacki 2016; Banani
et al. 2017; Boeynaems et al. 2018]. Some authors even take a rather radical
point of view, claiming that the cell membrane serves no fundamental pur-
pose and the main function of the cell is realized through the condensates
and gels formed by the cytoplasm [Pollack 2001; Trevors and Pollack 2005].

In any case, all this has lead to a sort of ‘rediscovery” of coacervates
as candidates for proto-cells (see for example [Donau et al. 2020]). Some
authors even try to combine both types of compartments, i.e. coacervates
within vesicles, as plausible models for proto-cells [Tang et al. 2014; Love
et al. 2020]. Here the focus will be put specifically on LLPS and how it could
create boundary conditions that influence the kinetics of simple reactions.
This will be done through a computational model that simulates the LLPS
within heterogeneous solutions. As this model will be based on concepts
from statistical mechanics, some knowledge about the physics of LLPS will

be outlined next, in the final section of this chapter.

8.3 Statistical mechanic of LLPS

When putting together two different liquids (e.g. dissolving ink in water),
they will typically proceed to form a well-mixed (WM) solution, consisting
of a single phase that homogeneously contains both liquid components (see
Fig. 8.6). However, there are some compounds (like oil or polymers) that,
when put together with a solvent (e.g., water again) behave like liquid solutes
but do not mix so well. Instead, they form a phase-separated (PS) solution,
consisting of two phases: one phase that contains the solvent and another
phase that contains the solute (see Fig. 8.6). As both phases are liquid
one usually speaks of ‘liquid-liquid phase separation’ (LLPS). The phase
separating behaviour of such a solution can be described by the free energy

F of the system, which has the following general expression:

F=U-TS = Fyy + Fs (8.1)

3In some texts also the term ‘membrane-less organelles’ (MLOs) is used.
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where U is the internal energy due to electrostatic interactions (attraction,
repulsion, etc.) between the solvent and solute molecules, S is the entropy
of the system and T the temperature. One can therefore express the free
energy in Eq. 8.1 as the sum of an interaction term Fj,; and an entropic
term Fg. A system of this kind will always tend to go to an equilibrium
configuration of minimal energy. If there are no interactions (or very small
ones) between the components, Eq. 8.1 is dominated by the entropic term
and its equilibrium configuration is a configuration of maximum entropy,
i.e a WM-state. However, if there are more significant interactions between
the components (e.g. attraction between the solutes, or repulsion between
solutes and solvent), Eq. 8.1 is dominated by the interaction term. A WM-
state would then lead to an energetically less favourable configuration, which
is why the system stays in a PS-state. In other words, depending on whether
Fipt or Fs dominates Eq. 8.2 (i.e. which term is larger), the system will either
go to a WM- or a PS-state (see again Fig. 8.6).

Fs > Fint Fs < Fint

(/ = ) & N 4 ~
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o L v

Afﬁft_l«f/> % J %

oD = &) "~
Mixing Phase- Separatlon

Figure 8.6: LLPS within an aqueous solution containing one type of polymer
species. If Fs > Fj,; the systems stays well mixes (left panel), if Fg < Fj,; the
system phase separates (right panel).

Both the internal energy and the entropy are functions that depend on
parameters like the temperature of the system, the concentration (or the vol-
ume fraction) of the components, as well as the interaction strength between
the molecules. Therefore, whether a system phase separates or not depends
on various factors. One can derive a more detailed expression for the free
energy of the system using the so called Florry-Huggins model [Flory 1942;
Huggins 1942], resulting in the following formula:

F (o, $1)

NkgT ¢oln¢o + ¢11nd1 + 0100 D1 (8.2)

FS Fint
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Figure 8.7: (a) Free energy as a function of ¢ for different values of the interaction
parameter x. (b) Phase diagram for a binary mixture: grey area indicates the
region of phase separation, the area between both curves indicates regions of meta-
stability. Figures taken from [Doi 2013].

where kp is the Boltzmann constant an N is the total number of components
in the system. o1 represents the interaction between solute and solvent and
is, in general, a complex function dependent on temperature but also on
other factors, like pH or the concentration of counter-ions in the system. The
terms ¢g, ¢1 are the volume fractions of the solvent and solute, respectively
(representing their corresponding concentrations). In such cases, given that
there is a single solute species, it is possible to express ¢1 = ¢ = 1 — ¢o,
Eq. 8.2 can thus be simplified to:

F(g)
NkgT

(1=¢)In(l = ¢) + ¢Ing + x01¢6(1 — ¢) (8.3)

This expression is also called the regular solution model for a binary (two
component) system.

Eq. 8.3 allows to derive phase diagram of the system that indicates
whether, for a given parameter choice, a system is phase separated or not?.
In general, there is a critical value x¢ Below which the free energy (as a func-
tion of the volume fraction ¢) is concave, indicating that there is no phase

separation (see Fig. 8.7a). Above this critical value, however, the free energy

4Similar to a phase diagram that indicates if a material is solid, liquid, etc.
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function has a convex part, which means indicating that for any choice of ¢
within this convex region phase separation will occur. As a result, the phase
diagram can be drawn, showing whether the system phase separates or stays
well mixed for each pair of values for ¢, x (see Fig. 8.7b).

This approach can be generalized to more complex mixtures, since the
formation of biomolecular condensates generally involves a heterogenous so-
lution that consists of many components which interact in multiple ways.
On those lines, the regular solution model of Eq. 8.3 can be transformed into

a multi component system:

F(go,6N) _nm, 1 lmsen
TBT = ZZ:; ¢ilngp; + 5 ;;ng@% (84)

A mean field model like this has been used to study LLPS in biological sys-
tems, [Jacobs and Frenkel 2017; Jacobs 2021]. However, as argued recently
in [Lauber et al. 2023a|, there are some shortcomings of the regular solution
model (not just for multi component systems but also for binary systems).
In particular, when modelling a system that involves both attractive and re-
pulsive interactions (for instance, in the complex coacervation of poly-ions),
Eq. 8.4 fails to reproduce the experimentally obtained phase diagrams. Tak-
ing an alternative approach (i.e., starting from the partition function and
using cavity methods), it was shown that a mean field model based on the
Bethe-Peierls approximation (which is also used in modelling spin-glasses)
not only improved the predictions made by the regular solution model but
also managed to reproduce phase diagrams for systems where the regular
solution model failed |Lauber et al. 2023a]. It was furthermore shown that
a similar behaviour can be achieved by a microscopic simulation, based on
discretizing the system through a regular lattice formalism. In the upcoming
chapter a similar approach is going to applied in order to study how the for-
mation of a heterogeneous condensate of catalysts can have important effects

on the kinetics of a simple chemical reaction system.
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Chapter 9

Lattice Model Simulations

To simulate liquid-liquid phase separation (LLPS) phenomena within a het-
erogeneous solution and the influence that these might have on a simple
reaction network, a lattice model based simulation will be implemented.
This strategy has been adopted from previous work demonstrating that such
coarse grained numerical simulations are better at capturing the complex
microscopic dynamics of phase separating systems in comparison to classi-
cal macroscopic mean field models |Lauber et al. 2023a,b|. Indeed, lattice
models offer a more explicit spatial framework to deal with phenomena like
crowding or phase separation. Additionally, they can be combined with a
microscopic, statistically coherent formulation of the chemical processes to
be explored. Examples for this can be found in |Glotzer et al. 1994; Zhdanov
2000; Berry 2002; Schnell and Turner 2004].

9.1 Simulation of LLPS

The lattice model that proposed here is based on the classical Ising-model
used to simulate magnetization in statistical physics |Ising 1925]. More pre-
cisely, it is a variation of the Ising model (similar to the Cellular Potts model
[Graner and Glazier 1992] or the lattice-gas model [Frisch et al. 1986]), an
approach that has already been taken up to simulate the phase separat-
ing behaviour of biomolecular condensates [Jacobs and Frenkel 2017; Jacobs
2021]. As depicted in Fig. 9.1, in order to simulate LLPS within a mixture

of solutes, space is discretized into a regular lattice with N sites! where

'In general a solution would be represented by a three dimensional lattice. However,
since most of the upcoming modelling work is done in two dimensions (and it is also easier
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each lattice site-7 is in a state o; = p € N, representing the type of com-
pound occupying the respective site, with 1 = 0 standing for the solvent
and p # 0 for a solute?. Assuming there are L different solutes within the
solution, this means that o; =0, ..., L (i.e., there L+ 1 different compounds

in general). A certain lattice configuration is then given by the state vector

d=(01,...,0N).

9.1.1 Initializing the lattice

If the total amount of type i compounds on the lattice is denoted as N,
then the following relation holds: Zﬁ:o N, = N, since it is assumed that
the lattice is completely filled, i.e. each lattice site is either occupied by a
solvent or a type of solute. The corresponding volume fraction ¢, of type u

compounds on the lattice can therefore be obtained as:

N L
QSMZWH ’ #Z:;)¢u:1 (91)

In turn, the volume fraction ¢g of the solvent can be obtained as:

L
¢0 =1— dtot , Gtot = Z¢# (9.2)
pn=1

with ¢+ being the total volume fraction of solutes on the lattice.

In the context of the lattice model simulation, the volume fraction ¢,
corresponds to P(o; = ), the probability of a lattice site ¢ being in the
state u, i.e. being occupied by a molecule of type p. Thus, to initialize
the lattice for the LLPS simulation, for each site-i the state o; is chosen
randomly from the set 4 € {0...,L} with a probability p, = ¢,. Due to
Eq. 9.1 these probabilities follow the the corresponding discrete probability

distribution:

L
P(o;=p) =pu » Zpu =1 (9.3)
pn=0

The volume fractions ¢, on the lattice are therefore necessary simulation

to illustrate), all figures within this and the following chapter show 2D lattices.

2The amount of molecules of a realistic solution is typically much bigger than the
amount of sites on a standard lattice, so it would be more adequate to say that a lattice
site represents a patch of compounds rather than a single molecule.



9.1. SIMULATION OF LLPS 123

parameters that are needed to initialize the lattice (however, in practice
only the volume fractions of the solutes are needed, since the solvent volume

fraction remains deducible from Eq. 9.2).

(b)

Figure 9.1: Examples for the discretization of a solution as a two dimensional d xd
square lattice. (a) Mixture containing one solute and a solvent (binary mixture),
i.e. 0; = 0,1. Black squares represent the solute and white squares represent the
solvent. (b) Mixture containing two solutes and a solvent (ternary mixture), i.e.
o; = 0,1,2. Blue squares represent solute-1 and red squares represent solute-2
(white squares again represent the solvent).

9.1.2 Equilibrating the lattice

Once the lattice is initialized, one can proceed to model the phase separation
behaviour of the solutes that are represented on the lattice. As outlined in
the previous chapter, the occurrence of LLPS in a solution is due to attractive
or repulsive interactions among the components of the system, which leads
to a change in the energy of the system. Within this microscopic model, the

energy for a certain lattice configuration & is then given by the hamiltonian:

H(@G) ==Y J(0oi,0) (9.4)
(i.3)

where brackets in the sum stand for neighbouring lattice sites (i.e. only
nearest neighbour interactions are considered) and the function J(u,v) de-
termines the strength of interaction between type p and v compounds. At-
traction or repulsion forces are assumed to be symmetric and constant (i.e.,
no variation in interaction strengths), so J(u, ) can be represented by the
entries J,,, of a symmetric matrix J, i.e. J,, = J,,. Given the sign conven-
tion in Eq. 9.4, J,,, > 0 corresponds to attraction, while .J,,, < 0 corresponds
to repulsion. For the examples of a binary lattice (shown in Fig. 9.1a) or a

ternary lattice (shown in Fig. 9.1b), the respective interaction matrices take
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the forms:

Joo Jo1 Jo2
Ji J,
Jbin = < 00 01) , Jiern = Jo1 Ji1 Ji2

Ji J
o i Jo2  Ji2 Jo2o

Thus, in general, if there are L solutes on the lattice, this means that J is
a (L +1) x (L+ 1) matrix. The entries J,,, are then additional simulation

parameters that need to be set.

N RN

Figure 9.2: Depiction of the Metropolis Monte Carlo algorithm utilised to simulate
LLPS: the state of two lattice sites is swapped and the swap accepted if it leads to
an energetically more favourable lattice configuration. Subsequent swap moves will
eventually lead to an equilibrium configuration.

If it is not disturbed, the system of solvent and solutes will tend towards
an equilibrium configuration o4, which is also the configuration of minimal
energy, as it was explained in the previous chapter. Therefore, depending on
the strength of interactions among the compounds (and if they are attractive
or repulsive), together with other factors like temperature, pH, etc., the
equilibrium configuration of the system is either a well-mixed system (WM)
or a phase-separated one (PS). This equilibrium configuration can be reached
on the lattice, by implementing a Metropolis Monte Carlo algorithm that
uses Kawasaki dynamics [Kawasaki 1966] (see Fig. 9.2), which ensures that
the number of compounds of each type stays constant. The steps of this

algorithm are then:

(i) Given the current lattice configuration &, select two random sites 1, j

in the respective states o, 0;.

(i) Swap the states of the two lattice sites: 0; > 0} = 0j and 0; > 0} = 03,

creating a new lattice configuration &”.

(iii) Compute the energy difference between the new and the old configu-
rations: AH = H(5') — H(5)
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(iv) Accept new configuration with probability Psyap = min(1, e #AH)

The definition of the acceptance probability P, makes sure that con-
figurations that lead to a lower energy are always accepted, while configura-
tions that lead to a higher energy are only accepted with a probability that
follows a Boltzmann-Gibbs distribution (where the parameter 5 = 1/T rep-
resents the inverse of the temperature 1" of the system, a common parameter
choice in statistical mechanics models). In other words, Psyqp represents
the thermal fluctuations within the system: choosing a small value for S,
which corresponds to a higher temperature, will lead to a greater probability
of accepting energetically unfavourable configurations (i.e. more statistical
noise in the system). By contrast, choosing a high value for 3, which cor-
responds to a smaller temperature, will cause the system to “freeze”. Thus,
B is the final simulation parameter that is needed to run the LLPS lattice

model simulation (all simulation parameters are collected in Tab. 9.1).

Parameter Name Function
b Volume fraction determines the amount of
4 molecules on the lattice

Ju Interaction matrix entries | determines the strength
and type of interaction
between compounds p, v

I} Inverse temperature determines the
temperature of the
system

Table 9.1: Collection of the lattice model parameters.

As shown in Fig. 9.3 for the example of a binary system (as well as in
Fig. 77 for the example of a ternary system), the equilibrium configurations
obtained through microscopic numerical simulation are in good agreement
with the phase separating behaviour predicted by the corresponding phase
diagrams of the systems (which were obtained through the mean field model
defined in |Lauber et al. 2023a|, where these results were also tested and
proven more thoroughly). Comparison between Fig. 9.3 and Fig. 7?7 also
shows that going from a binary to a ternary system leads to a more complex
phase separating behaviour. A binary system generally separates into two
phases (a solvent phase and a solute phase). Instead, in a ternary system,
depending on the interactions between the components (i.e. the entries of

matrix J) there can be various combinations of phases (well characterised
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in [Lauber et al. 2023a]). For instance, one can find a two-phase system
with a solvent phase and a phase containing both solutes (associative phase
separation), a three-phase system with a solvent phase and two separate
solute phases (segregative phase separation) or a two-phase system with one
separate solute phase and the other one mixed with the solvent (counter-ionic

de-mixing).

Figure 9.3: Phase diagram for a binary mixture: blue area indicates regions
of phase separation (i.e. two phases), grey area indicates regions of mixing (i.e.
one phase). Phase diagram obtained with the mean-field method of [Lauber et al.
2023a). Insets show the corresponding equilibrium configurations obtained with the
microscopic lattice model simulation for the corresponding parameter choices.

In general, having multiple solutes in the system leads to more complex
phase separating behaviour (see Fig.9.5) because there are more possible
combinations of phases (this has also been discussed in the literature [Har-
mon et al. 2017; Dignon et al. 2020; Fare et al. 2021]). Nevertheless, the
microscopic lattice model defined here is in general able to capture, some-
times even quantitatively, the phase separating behaviour of more complex
and heterogeneous mixtures. It is therefore a valid choice in simulating the
LLPS of biomolecular condensates and the potential effect that these have

on a simple reaction system.
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(c) (d) Phase

diagrams for a ternary mixture depicting: (a) associative de-mixing (b)
associative de-mixing (c),(d) counter-ionic de-mixing. Blue areas indicates
regions of phase separation (i.e. two or three phases), grey areas indicates

regions of mixing (i.e. one phase). Phase diagrams obtained with the
mean-field method of [Lauber et al. 2023a]. Insets show the corresponding

equilibrium configurations obtained with the microscopic lattice model

simulation for the corresponding parameter choices.

9.2 Reaction-diffusion model

The lattice model presented above will be extended by including different
types of smaller substrates, with the aim of modelling the effect of LLPS
on a simple reaction system. As such, these substrates will be allowed to
diffuse through the system and undergo reactions that transform one type of
substrate into another type. The catalysts of these reactions are, precisely,
the phase separating solutes which are assumed to be more complex molecu-
lar structures (e.g., oligopetides). Within the simulation this is achieved, as
shown in Fig. 9.6, by extending the initial lattice containing the solutes (or
catalysts in this context) with a second layer that contains the substrates.
These two layers will be referred to as ‘substrate lattice’ and ‘catalyst lat-
tice’. As also shown in Fig. 9.6, while each site on the catalyst lattice is
occupied by one type of compound, each site on the substrate lattice can be

occupied by multiple compounds of various types. This is to reflect that the
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(a) (b)

Figure 9.5: Two examples for a more complex phase separation behaviour. (a)
A system containing three solutes and a solvent (i.e., four components in total)
forming a three-phase system: two phases, each containing a single type of solute
(red and blue droplets) and a solvent phase mixed with the remaining solute (green).
(b) A system containing five solutes and a solvent (i.e., six components in total)
forming a four-phase system: three phases, each containing two types of solutes
(red-orange, green-yellow and blue-purple droplets) and a solvent phase.

0——1
0252
OR
0——1
1252

(a) (b)

Figure 9.6: Examples for the extension of the lattice model with a reaction-
diffusion model for simple, catalysed reactions. (a) Binary mixture and the cor-
responding substrate lattice as well as the reaction happening in the system. (b)
Ternary mixture and the corresponding substrate lattice as well as the two possible
reaction systems that can occur in this system.

catalysts are much bigger than the substrates and thus take up more space,
while the substrates will “percolate” the lattice.
Each type of substrate is denoted® as & € N and can undergo a reaction

of the form: @ —£— 3. In other words, the solute of type p catalyses the

3 As within the simulation the different types of substrates, like the solvents, are repre-
sented by a natural number, an overline is added in the text to distinguish them.
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reaction that transforms a substrate of type & to a substrate of type 3. Each
catalysed reaction is assumed to be unique, thus each solute catalyses one
specific transformation (see the example for a ternary system in Fig. 9.6b).
Effectively this means that if there are L solutes/catalysts, there are L re-
actions and therefore L + 1 substrates, i.e. @ = 0,...,L. To initialize this
reaction-diffusion model, for each substrate a, Cg copies are placed at ran-
dom sites of the substrate lattice, with Cg becoming an additional set of
parameter values for the simulation.

The model also includes the possibility of attraction or repulsion forces
occurring between the substrates, on the one hand, and the catalysts or the
solvent, on the other hand. Like in the previous section (describing phase
separation), this interaction causes a change in the energy of the system.
More precisely, the energy contribution for a substrate a being above a

lattice site occupied by a compound p is defined as:
E(a, p) = —lay (9.5)

where I5,, are the entries of a second interaction matrix, I that determines
the interaction strength between a substrate & and a compound u. Given
the sign convention of Eq. 9.5 (similar to Eq. 9.4), I5, > 0 corresponds to
attraction, while Iz, < 0 corresponds to repulsion. For the examples of
a binary or a ternary lattice (see Fig. 9.6a or Fig. 9.6b respectively), the

corresponding interaction matrices take the forms:

I~ I Iio Ion Ige
Ibz’n:(OO 01) ) Licrn = Iio Iy I

Ly I
10 H Iéo Iél 122

Thus, if there are L catalysts on the respective lattice layer, this means that
Iisa (L+1)x (L + 1) matrix. However, in contrast to J, matrix I is not
symmetric?. The entries I, are again additional simulation parameters that
need to be taken into account in any simulation.

On quite realistic, physico-chemical grounds, the reaction and diffusion

of the substrates are assumed to happen on a faster time scale compared

‘Even tough attraction and repulsion are in general symmetric interactions, E(&, i)
explicitly captures the energy contribution of a substrate being “on top of” a certain
compound. In other words, matrix I is not symmetric due to the way the simulations
(and the corresponding code) are implemented.
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Figure 9.7: Depiction of the random walk algorithm utilised to simulate the
reaction-diffusion of the substrates: a randomly selected substrate is moved to a
neighbouring lattice site (also randomly selected). If the substrates lands on a
catalysts, it gets transformed according to the corresponding reaction (if existent).

to the LLPS of the catalysts. Thus the simulation of those faster processes
will be conducted on an equilibrium configuration &, of the catalyst lattice,
obtained through the LLPS simulation, which runs separately. The diffu-
sive dynamics of the substrates will be modelled as a standard ‘Brownian
motion’ phenomenon: namely, as a simple lattice random walk on the re-
spective layer. In practice, the interaction between the substrates and the
catalyst (or the solvent) amounts to a bias in the random walk across the
lattice. A Metropolis Monte Carlo type algorithm (similar to the one used
for simulating LLPS, described in the previous section) is used, as depicted

in Fig. 9.7. The steps of this algorithm are then:

(i) Given an equilibrium configuration of the catalyst lattice 7, and a
distribution of substrates on the substrate lattice, select a random site
i in the state 0; = p with non-zero amount of compounds on the

substrate lattice.

(ii) Select a random compound & from the substrate lattice and from the
lattice sites neighbouring site ¢, select a random site j in the state

g =V.
(iii) Move a to lattice site j and compute the energy difference between &
being above site j or above site i: AE = E(a,v) — E(a, 1)

(iv) Accept the move with probability: Pope = min(1, e #4F)

(v) If the move is accepted and v catalyses a reaction & —~ 3, change

compound @ to 5.
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The last step models the reaction process and assumes that reactions are irre-
versible and there is perfect catalysis, i.e. every time a substrate encounters
an adequate catalyst it gets immediately transformed to the corresponding
product substrate, which starts its random walk from the position of the
catalyst that has led to it. As with the LLPS simulation, P,,se represents
the thermal fluctuations within the system due to its temperature (which is
again set by the inverse temperature 3, a key parameter to run the reaction-
diffusion simulation, too). All the parameters for this model are collected in
Tab. 9.2

Parameter Name Function
Ca Substrate concentration | determines the amount of
& substrates on the
lattice
I, Interaction matrix entries | determines the strength

and type of interaction

between substrate & and
compound p

I} Inverse temperature determines the

temperature of the
System

Table 9.2: Collection of the reaction-diffusion model parameters.
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Chapter 10

Modelling Phase Separation of
Catalysts

As outlined in the previous chapters, the main focus of this part of the
thesis project is to investigate the influence that the formation of conden-
sates through liquid-liquid phase separation (LLPS) can have on a reaction
system. More specifically, given recently collected evidences in cell physiol-
ogy concerning the phase separating behaviour of various types of proteins
and the key role that this may play in their corresponding functions [Boey-
naems et al. 2018], the work here is going to be focused on the formation
of biomolecular condensate among a group of catalysts and the influence
that this could have on the underlying reaction kinetics. The molecules
with potential to aggregate (typically, due to weak attractive interactions
among them) can be thought to be enzymes/proteins, as it is usually the
case in extant metabolic pathways, but also some other organocatalyst, like
an oligopeptide or an RNA-oligonucleotide, which would be more relevant
in the context of a proto-cell or under prebiotic conditions. The LLPS of
these biomolecules is simulated with a lattice model and then extended with
a reaction diffusion model to explore the effects on their catalytic action on
a linear pathway. The influence of the LLPS of the catalysts on this reaction
sequence is analysed in depth, both considering the key parameters of the
simulation model and the corresponding effects, in particular, on the global

reaction time (i.e., the pathway kinetics).
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10.1 Cascade reaction

The reaction system that is going to be studied is a linear pathway where an
initial substrate Sy is transformed through consecutive steps and intermedi-
ary substrates S, into a final product P. Each reaction step is catalysed by
a specific biomolecule E,,, i.e. S,_1 E—“> S, The overall reaction pathway

is then:
Eq Eo E1
S() —)Sl —)SQ ...SL_1 — P (10.1)

where L denotes the number of catalysts, effectively corresponding to the
length of the reaction pathway. It is assumed that these L catalysts have
a mild attraction to each other (typically, through multivalent interactions)
and therefore they can undergo phase-separation. For the sake of simplicity,
the model and simulations reported below will be 2-dimensional, but without
losing generality (see the discussion part). In fact, some metabolic processes,
like the final steps in the production of lipids (e.g., the Kennedy pathway)
take place on the cytoplasmic membrane (a 2D environment). Likewise,
this could also be the case for prebiotic systems with simpler proto-cellular

bilayers.

Figure 10.1: Overview of the implemented lattice model. Biomolecules E; oc-
cupy single squares on the bottom grid (the catalyst-lattice), where different colours
stand for different catalysts (white squares represent the solvent). Multiple sub-
strates S, can occupy a single square on the top grid (the substrate-lattice).

As depicted in Fig. 10.1, the LLPS of these catalysts is simulated us-

ing the general lattice model described in the previous chapter, with some
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modifications. The system is discretized into a 2-dimensional, d X d regular
lattice, where each site-¢ is in a state o; = 0,1... L, representing the type
of catalyst occupying it, with 0 representing the solvent. The volume or,
rather, the surface fraction for each compound present on the lattice is given
by ¢,. All catalysts E,, are assumed to be present in equal proportion: i.e.

w = ¢z’t, Y # 0, with ¢y = Zﬁ:l ¢, being the total surface fraction of
catalysts on the lattice. The energy of a certain configuration of catalysts on

the lattice is given by Eq. 9.4, with the interactions among the compounds
captured by the symmetric matrix J. For simplicity neither solvent-solvent
nor solvent-catalyst interactions are taken into account: i.e., Jog = Jy0 = 0.
As stated above, all interactions among the catalysts are assumed to be
attractive and, for further simplicity, of the same strength (homogeneous at-
traction), i.e. J,, = J >0, Vu,v # 0 (given the sign convention defined in
Eq. 9.4). This general assumption will only be slightly modified below when

discussing the problem of the homogeneity of the condensate.

(b)

Figure 10.2: Typical equilibrium configurations from simulations with lattice size
d = 100, pathway length L = 20, surface fraction ¢;,; = 0.3, interaction strength
J = 1.0 and inverse temperature of: (a) 5 = 0.01 leading to a well-mixed (WM)
system and (b) 8 = 5.0 leading to a phase separated (PS) system.

It is further assumed that there is a mild affinity between the substrates
and the catalysts. Therefore, as further shown in Fig. 10.1, the diffusion of
the substrates (including their interaction with the catalysts) is simulated
using the reaction diffusion model described in the previous chapter, again
with some modifications. The lattice containing the catalysts £, is extended
through a layer containing the corresponding substrates S,, with the reac-
tion diffusion process modelled as a random walk on this substrate lattice.
This random walk is biased due to the substrate-catalyst interaction, cap-

tured by matrix I (compare again Eq. 9.5). Possible interactions between
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the substrates and the solvent will be disregarded: i.el ¢ =0. Only attrac-
tive interactions between the substrates and the catalysts will be considered
and, again for further simplicity, it is assumed that this attraction is ho-
mogeneous, i.e.l =1> 0;8 8 6 0 (again given the sign convention
de ned in Eqg. 9.5). The relevant simulation parameters for both the LLPS
simulation and the reaction di usion are collected in Tab. 10.1 (this is ac-
tually a combination of the parameters of Tab. 9.1 and Tab. 9.2, with some
additional parameters, given the speci cities of the system under analysis
here).

Parameter Name Function
d System size determines the size of the
square lattice
L Path length determines the length of

the reaction path (i.e. nr.
of catalysts)

tot Total surface fraction determines the overall
amount of catalysts
J Catalyst-catalyst interaction determines the strength of
attraction among catalysts
C Substrate concentration determines the amount of

S substrates on the lattice
I Substrate catalyst interaction | determines the strength of

attraction between
substrates and catalysts
Inverse temperature determines the temperature
of the system

Table 10.1: Collection of the overall model parameters.

In the following sections the main ndings of the investigation carried
out are outlined, comparing the situation when the catalysts are well-mixed
(WM-system, shown in Fig. 10.2a), which is, in general, a deeply rooted,
classical assumption in biochemistry studies, and when they phase separate
into a surface droplet (PS-system, shown in Fig. 10.2b).

10.2 Inuence of LLPS on reaction time

One way to quantify the behaviour of the reaction pathway is to compute the
mean reaction-timetgr, which is the average time for an initial substrate Sy
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(ii) a more comprehensive account of the spatial constraints involved (not
only LLPS-related ones).
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Chapter 11

Discussion

To recapitulate, the central idea of this thesis was to investigate how the
formation of a system with a minimal metabolism (MM) could have been a
major stepping stone on the transition from complex chemistries to simple
biology, i.e. how metabolism, in its most elementary expression, might have
played a central role in the origin of life (OL). In order to do this, first a
tentative scheme was given in Ch. 3 that establishes MM as a functional
coupling between complex chemical reaction networks (CRNs) an complex
boundary conditions (BCs), where the former synthesise the latter, while
at the same time the latter control and regulate the former. Then the aim
was to model such a system. However, as it is rather challenging to capture
the full complexity of MM, two complementary approaches were pursued:
on the one hand, complex CRNs under simple BCs, and on the other hand
simple CRNs under complex BCs were studied. Both approaches involved
implementing computer models that yielded interesting results which are
going to be further analysed, together with their limitations, in the following

sections.

11.1 rTCA space exploration

As outlined in Ch. 5, the particular case study chosen to explore complex
CRNSs under simple BCs was the a pre-biotic carbon fixation scenario, sup-
porting the hypothesis of an autotrophic OL. More precisely, the idea was
to study the rTCA cycle using a rule based modelling approach (through

the graph grammar formalism of the software package M@D) in order to
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expand and investigate the chemical reaction space (CRS) of the chemistry
associated with the rTCA. The overall goal was then to search for reaction
pathways within this CRS which are functionally similar to the extant rTCA
cycle, i.e. autocatalytic (AC) cycles that bind inorganic carbon molecules,
but could be more plausible, prebiotically speaking. To this aim, several
CRS were expanded using different reaction grammars, which yielded differ-

ent results.

11.1.1 Analysis of results

Globally speaking, the results show that it is in fact possible to find “al-
ternative” chemical reaction pathways that are similar to the rTCA cycle.
However, the identified AC-cycles and their relationship with the rTCA, de-
pend heavily on the graph grammar that is used to expand the CRS, i.e. on
how the the reaction rules and constraints are implemented.

For instance, a rather strict reaction grammar yielded 138 AC pathways
that are not just similar to the rTCA cycle, but they are basically “variations”
of it. More precisely, they all involve the same reactions as the ones occur-
ring within the rTCA cycle, although the order in which they happen varies.
Therefore, all these cycles have the same type of topology (in principle they
are type II AC-cycles, following the classification of Fig. 5.8), with the same
number of reactions and the same focal species or cycle catalyst: oxaloac-
etate. Furthermore, all the cycles obtained in this way consume the same
amount of energy (which was also observed across all environmental param-
eter settings). As it was illustrated in Fig. 7.8, all these pathways basically
follow the extant r'TCA but at some point take a different path, i.e. diverge
from the “main cycle”. Interestingly, when these different rTCA-alternatives
are compared, several key molecules seem to appear in all of them as common
reaction intermediaries: namely, succinate, acetate or the aforementioned
oxaloacetate. This basically reflects the importance of these compounds in
extant metabolism. In addition the question of why life “chose” the rTCA
cycle naturally comes to ones mind: was it the most effective pathway, or
was it pure chance? This apparent variability also suggests the possibility
that the rTCA initially did not run as a single pathway, but as a collection
of all these pathways operating concurrently. Only later, with the advent of
specific enzymes favouring the catalysis of certain reaction steps over some

others, did the extant pathway become eventually established.
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Modifying and relaxing the reaction grammar a bit leads to a more diverse
suite of rTCA-alternatives. Despite the large overlap (see Fig. 7.10), several
of the AC-cycles that were found within the resulting CRS present different
topologies, total number of reactions and focal species. The variation in
the total amount of energy each cycle consumes is also more prominent
(with further changes in the energy distributions observed upon changing
the environmental parameters). Nevertheless, a majority of the obtained
AC-cycles follow a similar pattern, where the chain of carbon atoms is grown
through a consecutive application of the following reactions: an activator
binding to the chain at the acid group, a reductive carboxylation of this the
activated acid and finally a reduction of the resulting a-keto acid. The last
step enables additional activator-bindings (as it is in general assumed that
the activating compound cannot bind to an alpha-keto acid) and thus the
pattern can repeat. In other words, the molecules within these AC-cycles

are grown like putting beads on a string.

Moreover, the results show that a reaction grammar which contains con-
densation reactions (e.g. aldol-additions) but no activator dependent reac-
tions can yield AC-cycles that, while not functionally equivalent to the rTCA,
do not require any kind of activating compound in order to run. In that
case, the growth of the carbon chains (which is necessary for an AC-cycle)
is primarily achieved through these condensation reactions, rather than car-
boxylation reactions (even redox neutral carboxylations can still occur to
some extent). Thus, the resulting reaction pathways are not necessarily car-
bon fixation pathways, in the sense that they bind small, inorganic carbon
compounds (like CO3). In fact, most of the molecules involved within the
resulting AC-cycles (both those constituting the cycle and the ones incorpo-
rated from the outside) are relatively larger organic molecules, so they would

need to come from some other sources.

In principle, this suggests two possible scenarios. In the first one au-
tocatalysis and the direct binding of inorganic carbon was already feasible
from the very beginning, due to the existence of some compound (like a
simple thioester) serving as an activating species for certain reactions. In
this way, large organic molecules could have been grown directly within AC-
cycles (i.e. from the bottom up) and the rTCA cycle was probably just
a very effective way of achieving this. The other possibility is that auto-

catalysis and direct carbon fixation was more of a late stage development,
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with the formation of intermediate-size molecules occurring probably over a
longer period of time in some non autocatalytic processes (e.g. some geo-
logical processes). These molecules would have begun, then, to constitute
AC-cycles through condensation reactions, which were not carbon fixating
yet but contributed to produce themselves in high copy numbers, increasing
their overall concentrations. This process would have led to the build-up of
some more complex molecules functioning as activator compounds for ad-
ditional AC-cycles through the direct binding of COs, etc., leading to the
emergence of the rTCA.

Regarding the global cycle energies involved, the results show that all
activator dependent chemistries (strict and relaxed) are endergonic. Only
under more acidic conditions (pH=4) and /or with a high reduction potential
(Ey = —0.3mV) would these cycles run exergonically. However, this is not
so far off from the assumed conditions for pre-biotic carbon fixation, where a
high COx level in the atmosphere is proposed, which would probably lead to
rather acidic conditions within the archaean oceans. Furthermore, the reduc-
tive TCA cycle, as the name suggests, involves mostly redox reactions that
occur in the reductive direction. Thus it makes sense that variations of this
pathway need a more reducing redox potential, in order to run. Nevertheless,
for the activator independent chemistry one can find several AC-cycles that
would also run spontaneously under neutral or basic conditions and/or more

oxidative redox potential (as shown in Fig. 7.15 and Fig. 7.16).

11.1.2 Limitations

Despite the potential interest of these results (particularly to open new re-
search lines in the future — see section 11.1.3 below), it is convenient to reflect
on some limitations that they may present. For starters, the M@D software
package that was used to do the CRS expansions, even if it is a powerful,
rule-based tool, depends quite a lot on a priori choices, i.e.: the choice of
a graph grammar (including the selection of the initial molecules and the
reaction rules), or the choice of an expansion strategy (e.g., the choice of
a size or a mass ‘cut-off”, etc.). While these selections or constraints are
intended to prevent a combinatorial explosion during the CRS expansion,
they can also lead to the problem that one will only observe the molecules
and reactions that were “chosen to be observed”. In other words, the rules,

initial conditions, etc. are formulated to obtain the desired results (like the
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above discussed activator dependency, which one can argue to be, to a cer-
tain extent, explicitly written into the reaction rules). Furthermore, if the
constraints are too strictly formulated, the risk is that no interesting results
are obtained (in the most extreme case, no CRS can be expanded). There-
fore, as with basically all types of modelling approaches, one must reach a
compromise: on the one hand it is necessary to constrain the model to pre-
vent things from becoming too complex, but at the same time one should
be careful not to “suffocate” it, so it still shows some complex and therefore

interesting behaviour!.

A similar argument can be made for the search of autocatalytic (AC)
cycles. Here the a priori choices that need to be made are the maximum
cycle length as well as the set of molecules that are prohibited from being
on-cycle compounds. Again, the main motivation behind these choices is
to prevent a combinatorial explosion of potential AC-cycles, most of which
might be trivial cycles (e.g. cycles that autocatalytically produce water), or
cycles that involve too many reactions to be considered feasible (since they
would be “destroyed” by parasitic reactions before the cycle closes). However,
these constraints can again considerably bias the AC-cycle search, leading to
solutions that are similar to a desired reaction path (for instance, when the
maximum length of the cycle is limited to 11 reactions — which is the amount
of reactions that the main branch of rTCA cycle actually has). As with the
CRS expansion, a compromise must be reached here: if the AC-search is too
constrained, no interesting cycles (or no cycles at all) will appear. At the
same time, if the search constraints are set too loose, too many cycles will
probably be found and the results will need to be post-processed in order to
filter out unrealistic or uninteresting cycles.

Finally, there are also certain limitations concerning the calculations of
the thermochemical properties of the AC-cycles. Although the eQuilibrator
software is a good tool to get quick results for energies of formation, A ;G°,
or energies of reactions, A, G°, these are often only “rough” estimations. The
group contribution method (which is the main method implemented in the
eQuilibrator software) is based on a linear regression assumption, i.e. the
idea that the energy of formation of a molecule is essentially the sum of

the energies of the groups that constitute it. But this is not necessarily

!There is a common saying (often attributed to Albert Einstein) that any model should
be as complex as necessary, but as simple as possible.
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true, in particular for more complex molecules where functional groups can
interact in non-linear ways (e.g. due to the de-localisation of electrons, etc.).
This linear assumption may also lead to the problem that the same type of
reaction, even if it takes place on molecules that are significantly different,
could still lead to the same values of A, G°. This is due to the fact that
the group contribution method only accounts for the difference in the energy
contribution of the functional groups that change during the reaction while,
the remaining functional groups of the molecules remain unchanged?. Even
if the eQuilibrator software tries to avoid this, to some extent, by using
energy values from databases rather than decomposing a molecule, whenever
those values are not available the problem is bound to persist. Furthermore,
the decomposition into functional groups is not always obvious, which is
again typically the case for more complex organic molecules (e.g., molecules
that display different functional groups around their C-atoms). Last, the
thermochemical properties also depend on the choice of parameters (pH,

redox potential, etc.) which again could lead to a certain bias in the results.

11.1.3 Outlook

There is no doubt that the results of the modelling approach pursued in this
part of the dissertation leave plenty of room for future projects. First of all,
one could continue to explore other chemistries, in combination with other
types of expansion strategies. The focus within this project was put on the
r'TCA cycle because, as argued in Ch. 5, it generally seems like a plausible
candidate for prebiotic carbon fixation. Nevertheless, one could still continue
to implement and explore the chemistries of the other autocatalytic carbon
fixation pathways (e.g., the 3HB- or the 4HP-cycle, which were mentioned
in the same chapter). However, the study of prebiotic carbon fixation should
not necessarily be limited to autocatalytic cycles. While they do have some
important properties (like the exponential increase of reaction products), one
should also consider studying chemistries that could lead to the combination
of autocatalytic cycles with other types of pathway topologies: e.g., linear
pathways that feed into the cycle (a scenario like this was, for example, sug-

gested by Eric Smith when speaking about the importance of coupling the

2An example would be the reduction of a carbonyl group that involves the change of a
C=0 group to a COH group while all the other functional groups that might exist in the
reacting molecule remain unchanged.
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Wood-Ljungdahl pathway with the rTCA cycle [Braakman and Smith 2012,
2013|). Additionally, the possibility of a precursor carbon fixation pathway
that was significantly different from extant pathways should be further ex-
plored too. Although this was already tried here, to a certain extent, through
the activator independent grammar, other options are available.

Another possibility for future projects could also be the exploration of
different activator compounds and how the thermochemical properties might
change. Within this project the focus was put on thioesters, because they
are plausible prebiotic compounds and their presence as coenzymes in ex-
tant biochemistry indicates their potential as precursor energy currencies
[de Duve 1991]. Since energy calculations were carried out via group the
contribution method, only one type of thioester (i.e. methanethiol) was ac-
tually studied (other thioesters would have led to similar or even the same
results). Nevertheless, one could still look into activator compounds based
on different types of molecules, like phosphorous or nitrogen, etc.

Moreover, in combination with the exploration of other activator com-
pounds, one could also try to do more precise energy calculations. This
should include a denser variation of environmental parameters (i.e. the pH
and the redox potential Fy) together with studying how the viability of the
AC-cycles identified through the search might change for different types of
activators under different conditions (in line with the approach of [Goldford
et al. 2019], for instance). The implementation of more relaxed grammars
should also be helpful, in parallel with this (e.g., one could explore the ques-
tion: would a grammar that allows for more oxidation reactions also lead
to additional AC-cycles that are viable under a more oxidative redox poten-
tial?).

11.2 Lattice model

As outlined in Ch. 8, the complementary “facilitated approach” to investigate
the emergence of a minimal metabolism was the study of relatively simple
CRNs under more complex BCs. Among the different types of constraints
(i.e., control mechanisms operating on basic transformation processes) that
could be chosen, the attention was turned to proto-cellular compartments
capable of housing reactions associated with a proto-metabolism. More pre-

cisely, the idea was to investigate the formation of heterogeneous droplets
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through liquid-liquid phase separation (LLPS) and their potential influence
on a linear reaction pathway, testing in this way the potential prebiotic rel-
evance of membrane-less comparments (MLC). In order to analyse such a
linear pathway of catalysed reactions, where the catalysts of the individual
reaction steps can undergo LLPS, a lattice model simulation was imple-
mented. The aim was to study how the behaviour of the reaction pathway
is affected when the catalysts phase separate into a droplet (PS-system) or

when they stay well-mixed (WM-system).

11.2.1 Analysis of results

In general, the outcome of the simulations and modelling work performed
shows that the phase separation of the catalysts into a droplet can have a
positive effect on the reaction pathway. This is in particular reflected as a
reduction of the time it takes a precursor substrate Sz to complete the full re-
action pathway (i.e. to be converted to the final product P): in other words,
the phase separation of the catalysts can “speed up” the overall reaction time
tr>. However, this effect depends on several factors. First of all, there needs
to be a minimal chemical affinity between the substrates and the catalysts.
In this way the substrates, once once encapsulated within the droplet, are
prevented from leaving: i.e., their affinity to the catalyst, even if this is rela-
tively mild, makes it energetically more favourable that they stay inside the
droplet (i.e. the catalyst droplet effectively “entraps” the substrates). One
can describe the situation as if the LLPS of the catalysts provides a “micro
environment” of higher catalyst concentration for the substrates to proceed
the chemical transformation.

Second, the reaction cascade needs to be sufficiently long. This is due
to the fact that it takes some time for the initial substrate Sj to reach
the catalyst droplet, which causes a delay of the first reaction step. This
“hitting time” ty needs to be compensated. As a result, there is a critical
path length Lo above which the phase separation of the catalysts leads to a
decrease in tp compared to a WM-system (i.e. the formation of a catalyst
droplet “pays off”), which is perfectly illustrated by the crossover point of
the two parabolas in Fig. 10.4. However, this critical length is not scale

invariant. The critical length depends on the overall size of the system,

3In practice, tr is measured as the time it takes substrate Sg encounter all the catalysts
E,, in the corresponding order of the reaction pathway.
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where a larger system leads to a larger value of L¢ and vice versa (assuming
a fixed volume/surface fraction of catalysts in the system — see Fig. 10.4).
That is to say, the LLPS of the catalysts tends to be more beneficial for the
reaction in a smaller system. This means that, even for a reaction cascade
with only a few steps, if the system size is kept small (without increasing the
volume/surface fraction of the catalysts) phase separation can still have an

effect of speeding up the reaction time.

Last but not least, the degree of homogeneity of the catalyst droplet also
plays a role: if there are patches of similar catalysts inside the condensate
counter effects or, perhaps, further scale effects may occur. This is because
a substrate might “get stuck” within a patch of catalysts, taking some extra
time to diffuse to the next patch. As shown in Fig. 10.5a, if the attraction
among the catalysts varies, allowing for the formation of a patchy droplet,
one can observe an optimal temperature at which the reaction time reaches
a minimum. Below that critical temperature g increases again. Therefore,
the temperature should be low enough for the catalysts, in general, to start
phase separating into a droplet, but at the same time not too low, to prevent
the formation of patches of specific catalysts (depending on the strength of
their corresponding attractive interactions) within the droplet. When the
temperature is further decreased, those patches or inhomogeneities start to
form and become a source of time delays for the chemical pathway to be

completed.

These main results were all obtained by averaging the reaction times of
a single substrate, diffusing on the lattice, but further simulations showed
that the concurrent reaction diffusion of multiple substrate particles across
the lattice keeps in good agreement with the predictions from a mean-field
mass action kinetics model (compare Fig. 10.6 and Fig. 10.7). The same ap-
proach can be extended to simulate an open system (i.e., a system including
inflow and outflow of initial substrates and products, respectively) with a
mechanism of feedback inhibition where products can hinder the inflow of
substrates (as it is often the case in enzymatic reactions). In such a system
oscillations in the concentration of the substrate species are expected [Hund-
ing 1974| as a result of the interplay between in-/out-flow of products and
the feedback inhibition mechanism. However, this only happens in a WM-
system. When phase separation comes to play it perturbs the oscillatory

behaviour, even suppressing it, as confirmed by the microscopic simulations
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(see Fig. 10.8). The absence of this type of behaviour in most metabolic
pathways (despite the presence of the feedback mechanism) could, therefore,
be explained in terms of the dynamics of biomolecular condensates.

In summary, the results of this modelling approach show that LLPS phe-
nomena can have a beneficial effect on a simple, linear network of chemical
reactions. From this interesting finding, and taking into consideration that
aggregative processes of this kind could have taken place under many dif-
ferent conditions (and involving a wide range of organic compounds) on the
early Earth, one can move a step further and suggest the hypothesis that
multicomponent MLCs are plausible proto-cellular system. This is not a
totally novel idea, but most other theories that propose MLCs as proto-cell
models (i.e. theories of coacervates) only involve droplets of one or two
components. Although sooner or later a more dynamic and multifunctional
spatial boundary (probably in the form of a cellular membrane) will be nec-
essary, it is still fair to assume that MLCs could have played a crucial role in
that transition. In fact, as it has been already suggested by other research
groups, the formation of MLCs through LLPS in a heterogeneous mixture,
together with the self organization of amphiphiles into vesicles are not in-
compatible. They could have occurred concurrently, with the first proto-cells
developing through the enclosure of such a droplet inside a large unilamellar
vesicle (an idea that has been experimentally explored, too [Tang et al. 2014;
Love et al. 2020]).

11.2.2 Limitations

Like with any other modelling approach, the way of accounting, in this thesis
work, for the interplay between spatial constraints (linked to phase separa-
tion phenomena) and chemical transformations presents a set of limitations.
Despite its advantages over classical mean-field approximations to the prob-
lem, the lattice model implemented here is still a course grained model. As
such, the molecules within the system, which are generally considered to be
polymer-like macromolecules that are often not symmetric and have differ-
ent local charge densities, are strongly simplified, reducing them to occupied
lattice sites with fixed interaction parameters. Therefore, the model cannot
simulate how individual molecules may take different spatial configurations
or reorient themselves (due to rotations etc.), which might be important

to capture their dynamic behaviour (e.g., potential changes in molecule-
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molecule interactions due to the asymmetric distribution of charges, or sim-
ilar molecular specificities that could be relevant). Furthermore, space is
modelled as a regular grid, so all movements of the molecules in the system
can only happen in integer steps within the neighbourhood of a lattice site,

i.e. the diffusive dynamics is also strongly constricted.

Several additional assumptions and simplification about the properties of
the molecules within the system, as well as about their interactions and their
reaction dynamics, were made. For instance, the reactions within the path-
way were assumed to be irreversible and occurring immediately, without any
delay, once a substrate encounters the corresponding catalyst (i.e., perfect
catalysis). Besides, all interactions, catalyst-catalyst and substrate-catalyst,
were taken to be attractive and symmetric. On top of that, no interac-
tions with the solvent were considered, neither for the catalysts nor for the
substrates. Lastly, even though the homogeneity of the attraction between
the catalysts was eventually removed, the attraction between substrates and
catalysts remained constant for all simulations reported. In any case, the
motivation behind these simplifications was again to avoid implementing a
system that becomes too complex to handle while still enough complexity is

retained to observe interesting and meaningful results.

11.2.3 Outlook

The results obtained with the lattice model also open up new avenues for fu-
ture research projects. First and foremost, the actual model implementation
used a 2-dimensional lattice, without loss of generality in the main results
obtained. In a first approximation, the focus was to study phase separation
occurring on organic surfaces, like lipid membranes, or involving organic
compounds aggregating in bidimensional configurations. Nevertheless, one
could expand the results and generalize the model to three dimensions. This
would allow to directly model LLPS phenomena taking place in an open
solution environment, including the formation of spherical droplets. In any
case, one should keep in mind that such a transition from a 2D- to a 3D-
system will increase the amount of computational resources requested to run
simulations. Furthermore, a diffusion process modelled as a random walk in

three dimensions does not cover, in general, the whole space (while this is
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guaranteed in two dimensions) [Polya 1921]*.

Another aspect that can be expanded and much more carefully explored
in future research work has to do with non-equilibrium conditions and the
openness that the last version of the model encompassed. Situations where
substrates and reaction products can freely diffuse in and out of the system
allow to try other types of mechanisms beyond the feedback inhibition case
that was implemented here. For instance, feed-forward loops, promotion in-
stead of inhibition, or extending these mechanisms again to other substrates
of the reaction pathway, or combinations of both, with various other sub-
strates of the pathway getting involved. Alternatively, the product of the
reaction pathway could be a compound that becomes part of the actual en-
vironment where the reactions take place (e.g., a lipid, like in the Kennedy
pathway), changing its properties (like its fluidity or permeability). All these
options would typically lead to a richer reaction diffusion dynamics that can
be studied under different conditions in which phase separation can occur.

Additionally, the type of reaction network to be studied can be modified,
of course, beyond the linear reaction cascade that was implemented here.
Although the overall size of the network is limited to some extent (i.e. L
catalysts imply a reaction pathway with L reactions), one could neverthe-
less study different types of pathway topologies. A particular case of interest
could be a linear reaction cascade (similar to the one that was originally stud-
ied) that involves a forking point, where it splits into two parallel pathways.
This new situation could then be combined with a modified catalyst interac-
tion matrix J, where only the catalysts related to one branch would attract
each other leading, to a phase separation and the formation of a droplet.
The idea here would be to analyse whether the LLPS of the catalysts of this
branch and, in turn, the expected speeding up of the corresponding reac-
tions can enhance the flux of material through it and effectively take away
material from the other branch. Another option would be to investigate
cyclic topologies (autocatalytic or not). The kinetic effect of speeding up
the reaction dynamics due to the formation of a catalyst droplet, as it was
demonstrated here, could be especially interesting when AC-cycles are under
examination. In that case the exponential growth of the reaction product

could be increased even further (which would be of particular interest, for

4This was also summarized in a more comical way by the mathematician Shizuo Kaku-
tani: “A drunk man will find his way home, but a drunk bird may get lost forever”.
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example, in a prebiotic carbon fixation setting, see Ch. 5). Along these lines,
it would also be interesting to investigate whether it is possible to create an
autocatalytic cycle from two initially linear pathways, where one occurs out-
side a condensate while the other occurs inside, by coupling them through a
diffusion process across the interface of the droplet (as a concrete example
of the general mechanism suggested in [Blokhuis et al. 2020]).

Last but not least, one could also simply revert some of the simplifica-
tions introduced in the lattice model and study how this might influence the
initially observed behaviour (in particular, the effects on the reaction time
tr). This could include: inhomogeneous substrate-catalyst interactions or
interactions among the different substrates; interactions of the solvent with
the catalysts and /or the substrates; or, more widely, asymmetric interactions

or even repulsion (for either the substrates or the catalysts).

11.3 General outlook & perspective

The main idea behind all the modelling and simulation work carried out
in this PhD was to investigate a system where a chemical reaction network
produces one or various boundary conditions (more precisely, ‘constraints’)
that take control of the reaction network itself, given that this functional
coupling between synthesis and control is a central part of the proposed
scheme for minimal metabolism. However, in the end only the latter (control)
aspect of this coupling was implemented: the expansion of chemical reaction
spaces was regulated by an activator compound that was externally supplied,
while within the lattice model simulation the reaction was simulated in a
system that was already at equilibrium and not endogenously synthesized,
either. A difficulty underlying this choice has to do with the fact that the
transformation processes of chemical reactions as well as the formation of
boundary conditions (like the phase separation of droplets) do not usually
occur on the same time scales and, therefore, they are not easy to implement
in a computer model. Accordingly, those two aspects of the problem were
either decoupled (like in the lattice model simulation), or only the control
dynamics of a boundary condition/constraint was studied (like in the CRS
expansion).

In consequence, future investigations should aim at implementing a proper

coupling between a chemical reaction network and a set of boundary con-
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ditions of its own making, i.e. at properly modelling the coupling between
synthesis and control. On these lines, the expansion of chemical reaction
spaces, for example, could be modified in such a way that the activator com-
pound is a direct product of the reaction rules within the graph grammar
(instead of assuming that it is available a priori — e.g., being externally sup-
plied). In this way one could simulate a CRS expansion that is initially
limited, but once the activator gets produced (or “discovered” by the ex-
pansion algorithm) it retroactively enables recombinations of molecules that
were previously not possible, thus leading to a richer network expansion,
i.e. the activator compound directly acts as an enabling constraint [Ruiz-
Mirazo 2020| that gets produced from within the system. The lattice model,
in turn, could be improved by considering liquid-liquid phase separation of
the catalysts as a process that happens concurrently with the reaction dif-
fusion dynamics that they constrain, i.e. trying to model the unfolding of
both processes on the same time scale. In this way one could, for example,
model a system where the formation of a condensate (or its disaggregation)
influences a simple reaction pathway, while at the same time, the products
of this pathway are the building blocks that form the condensate®. This
could be combined with the opening of the system to the inflow and outflow
of substrates and products, as well as with the implementation of different

mechanisms of feedback inhibition.

The threshold of complexity that must be reached (with regard to the
underlying transformation processes, or to the endogenously produced con-
straints — or to both since they must be deeply correlated) for observing the
emergence of a minimal metabolism is a big open question that cannot be
solved just with theoretical work. The decomposition of the problem that
has been proposed here is rather tentative, and should be taken in relative
terms. One could simplify further and still try to capture some sort of ‘func-
tional bootstrapping’ between synthesis and control. However, there is a risk
of oversimplification in this context. Although the strategy should remain
‘bottom-up’ (from physics and chemistry towards biology), getting started
from slightly higher levels of complexity could pay back. A possible way to

achieve this would be a continuation of what has been here: i.e., maintaining

5To some extend this has been explored in the form of dissipative self-assembly, both
theoretically [Das et al. 2021] and experimentally [van Rossum et al. 2017; Donau et al.
2020].
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a relatively complex CRN under simple BCs (or the other way around), then
include a proper coupling between synthesis and control, as suggested above,
and proceed to gradually increase the complexity of the part of the system

that was initially kept simple.

In any case, these theoretical approximations, including the potential re-
finements to the work presented here, should definitely be combined with
attempts to materialize minimal metabolic systems in vitro. Trying all these
ideas in a test tube (a ‘one-pot’ reactor where all these different components
and interactions must be realized) will surely modify the assumptions and
conceptual premises from which this work started. However, as it was dis-
cussed in Ch. 4, there are several methodological challenges that need to
be overcome for such a task: capturing the non-equilibrium nature of MM,
dealing with the compositional diversity of the mixture and the heterogene-
ity of the reaction medium, etc. Some steps in that direction have already
been made in recent years. For instance, in [Muchowska et al. 2017, 2019]
or [Springsteen et al. 2018; Stubbs et al. 2020| reactions that are associated
with the TCA /rTCA cycle or plausible precursor pathways were run with-
out enzymes; or in [Ralser 2018| a proper screening of the reactions of the
TCA cycle under different possible prebiotic conditions was made. However,
even if these works did lead to interesting results, they also involved strong
simplifications: like, observing the system at equilibrium (or as it is relaxing
towards it); conducting reactions in multiple independent steps, rather than
doing a one-pot type of chemistry; avoiding rich organic interfaces or lipid

suspensions in aqueous solution; etc.

In fact, as argued in Ch. 4, closer collaboration between in silico and
in vitro approaches would be highly beneficial, where experimental strate-
gies are developed hand-in-hand with theoretical, computational models and
vice versa. This workflow (which was visualized in Fig. 4.1) should promote
rich and fruitful exchanges between different groups of investigators, coming
from diverse backgrounds, sharing ideas and projected intuitions, but also
pushing each other out of their respective comfort zones. Some research
groups can even afford to do that by themselves, with remarkable results
(e.g.: [Wolos et al. 2020]). Transdisciplinary collaborations should be pur-
sued to investigate, as well, how minimal metabolisms could evolve towards
genetically instructed metabolisms as they are realized in living organisms.

This would require a better understanding of the origin of regulation and in-
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formation mechanisms (i.e., constraints operating on other constraints — i.e.,
higher-order controls) in biological systems, which would contribute, in turn,
to elaborate a more encompassing account of the full process of abiogene-
sis. For such a challenging task insights coming from ‘protocell physiology’
and ‘protocell evolution’ should be adequately integrated. In the words of
Markus Ralser: “understanding the origins of metabolism is not only im-
portant to gain insights into how the first biomolecules formed but also to
understand how cells obtained the properties which shape cellular evolution,
in which conditions of life could persist, and how biological systems function
and develop” [Ralser 2018].



Chapter 12

Conclusion

e A prebiotic systems chemistry approach to the problem of the origin
of life (OL) is much more promising than classical approximations,
which focus on single types of molecules and their synthesis under
prebiotic conditions. However, this approach requires that material
and thermodynamic aspects involved in the system construction (i.e.,

metabolic aspects) are adequately addressed.

e Extant living organisms can be viewed as a ‘genetically-instructed
metabolisms’ (GIMs) where a deep functional coupling between com-
plex transformation processes and multiple, hierarchically organized
layers of boundary conditions and material constraints is realized. As
such, these boundary conditions are the result of those transformation

processes and, at the same time, control them.

e From that conception, ‘minimal metabolism’ (MM) is proposed as a
tentative and relatively simplified theoretical scheme to approach the
emergence of living cells. The core idea behind it is that a metabolism
not only involves a complex network of physical and chemical transfor-
mations, but also a set of boundary conditions/constraints, where the
former synthesizes the latter while, at the same time, the latter con-
trols and regulates the former. Furthermore, this functional coupling
between the material components and dynamics belonging to those two
levels cannot be reduced to a one-to-one relation because both must

be intrinsically diverse.

e The proposed scheme also aims at contributing to the development of a
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more systems theoretical research program about the OL by providing
a set of criteria through which the most elementary form of metabolism

can be distinguished from a chemical reaction network.

Two strategies were pursued in order to model and computationally
simulate MM, trying to establish what could be that minimal diversity
in the processes/constraints involved. The first focused on implement-
ing a relatively complex reaction network under simple boundary con-
ditions, while the second focused on implementing a simple reaction
network under relatively complex boundary conditions. Both yielded

interesting results that may foster future experimental research.

The results of the first approach showed that potential pathways for
prebiotic carbon fixation depend on the existence of a certain activator
compound, which enables certain key reaction processes, and therefore

should be the target of endogenous synthesis by those pathways.

The results of the second approach showed how the formation of a
heterogeneous condensate of catalysts (which results in a new spatial
arrangement of them) can, under certain circumstances, speed up the
time required to finish a simple cascade reaction, therefore changing the
traditional principle of ‘mass action kinetics’ (which is only applicable

to well-mixed systems).

Future research of minimal metabolisms should go beyond the simpli-
fying assumptions made in this PhD, which mainly focused on control
aspects, and try to address the functional coupling between synthesis
and control mechanisms. For that task, nevertheless, a stronger inter-
breeding between in silico methods (the main contribution here) and in
vitro approaches should be pursued. Ultimately, this transdisciplinary
effort should contribute to a better understanding of the transition
from physics and chemistry towards “proto-biology” (through MMs)
and, later on, when evolution comes to stage, towards full-fledged bi-
ology (i.e., GIMs).
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Appendix A

Graph Rewrite Rules

For the expansion of chemical reaction spaces, done within Ch. 7 of the
main text, a general overview of the reaction types that where implemented
as graph rewrite rules for the various graph grammars as well as the cor-
responding reaction classes was given (compare again Fig. 7.3 or Fig. 7.6).
Here a more in detailed explanation of the mechanisms that exist within
M®@D to constrain the application of the reaction rules is given as well as a

more detailed description of the rewrite rules for the different reaction types.

A.1 Constraints on rewrite rules

In general there are two types of constraints that are used to limit and
control the application of rewrite rules to the corresponding molecule graphs.
First, there are so called ‘adjacency constraints’. As the name suggests, they
constrain for a certain vertex (i.e. atom) the labels of the vertices it is
connected to (i.e. the types of the neighbouring atoms) and/or the labels of
the connecting edges (i.e. the bond types). For example, one can define for

a reaction of the form:
RlC(:O)Rg +Hy — R1C(OH)R2

that the “C” labelled vertex can only be connected to one vertex with an
“0” label (i.e. there is only one O-atom bound to this C-atom). Another

example would be to define for a reaction of the form:
RiCCRys — R1C=CRs + Hy
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that one of the “C” labelled vertices can only have one connecting edge with
a “=" label (i.e. there is only one double bond at this C-atom). In practice,
this type of constraint can be used to prevent a rule application to certain
types of functional groups or to prevent rule products that are energetically
unfavourable. The former example can prevent that the reaction rule is

applied to an acid group, which would result in:
R;COOH + Hy — R;C(OH)OH

which is not really a realistic reaction that can occur. The latter example
can prevent that the application of the reaction rule results in a molecule

with two double bonds, e.g.:
R;CC=CRy — R;C=C=CR» + Hj
which would, in general, not be a stable compound.

Furthermore, there are so called ‘label constraints’. As outlined in the
main text, it is possible to use custom atom labels, like “A” for the activator
compound. As with standard atom labels, they can only be mapped to
vertices with the same label. It is also possible to define vertex labels as
variables that can only take a certain label-value from a predefined set. An

example would be to define for a reaction of the form:
RlC(:O)Rg + Hy — Rlc(OH)RQ

that Rj,Re€ {“C”,“H”}. This ensures that the reaction rule is only applied to
an aldehyde or a ketone. Therefore, similar to adjacency constraints, label
constraints can be used to prevent rule applications to specific functional
groups or to prevent energetically unfavourable reaction products. However,
in some situations they allow for more flexibility when trying to control a
DG expansion (but in practice a combination of both types of constraints is
used). Additionally, one can also use a special vertex label, denoted as “*”.
These ‘wildcard’ labels can be matched by a vertex with any kind of label
(i.e. they are placeholders for an arbitrary atom type). For example, one

can define for a reaction of the form:

*—C(OH)—x — x—C(=0)—x* + Hy
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While it does not specify the labels of the vertices connected to the “C”
labelled vertex (i.e. what other atoms are bound to the C-atom), it does
specify that the edge labels are “-” (i.e. there are no further double bonds
on the C-atom). Therefore, the usage of wildcard labels allows for a further

method of constraining the bond types that are allowed in a reaction rule.

A.2 TImplemented rewrite rules

In the following, the implementations of the graph rewrite rules for the differ-
ent reactions of the corresponding reaction classes are given (compare again
Tab. 7.1 in the main text). By contrast to the main text, the reaction rules
are visualized here as double-pushout (DPO) diagrams (as this is the actual
way they are implemented in M@D [Andersen 2015|). The DPO diagrams
in each figure only depict the transformation made to the matching molecule
graph (i.e. the addition, deletion or relabelling of edges), as well as the con-
text etc. Further constraints that were implemented for a rewrite rule are

explained in the respective figure captions.

Class 0
Activator addition

The binding of an activator compound is implemented by the following

rewrite rule:

L K R
gg ) X@ A X®© A®
C) (0) O® %)\ ) O ©C—_
% \Qo - \\ O |» =0
H *(6) H * (6)
e wo—*" Slol el
« %) %(7) *(5) *(7) % (5)

It is assumed that the reaction can only occur on acids that are not a-keto
acids, which is achieved through the usage of wildcard labels on node 1,
fixing all bond types at that node to single bonds (i.e. there could be no
C=0 group). Additionally, the rule is prevented to prevent the appearance
of highly branched (and therefore unnecessarily complex) molecules, the rule
is prevented form being applied to acid groups that are on a side branch of a

carbon chain. This is achieved by an adjacency constraint on node 1: there
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can be at max two neighbouring nodes with label “C”.

Class 1
Reductive carboxylation

The reductive carboxylation of an activated acid is implemented by the fol-

lowing rewrite rule:

L K R
lhl H« N H®
0w Ha 0@  He 6w
C A I ) Cw A - C A®
57 g | |67 P
O% \*<8> O</4> % (8) Oé % (8)

The wildcard label at node 0 is four is used to ensure that the valency of

this C-atom is four.

Carboxylation

The redox neutral carboxylation is implemented by the following rewrite

rule:
L K R
O@ Hu O® Hu O e

* (6) (0) * (6)
cCwmoC— oo o— Cm— (8/*@

// /\8/*<9> ] K()/ /\<C">/*<9> ™ - % /\(é)/*w

H // H‘O//’h 0 Ho /

0®

It is assumed that the reaction can only occur a-to a ketone (or aldehyde),
resulting in the formation of a S-keto acid This is achieved by an adjacency
constraint on node 7: there can be only one neighbouring node with label
“O”. The wildcard label at node 0 and node 7 is used to ensure that the

valency of these C-atoms is four.

Aldol addition

The aldol addition is implemented by the following rewrite rule:
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L K R
Ow® He O® H O— 1
© Cw o0C— H © Caw 0__—~H C<4> o H
_— — (6)

_R2 / / \ l«—]| _R2 / \ —» Ro \
HoCo " HooCw * [ L e
-0 D — B (7 C(l)
o0— 0= "\ =

R1ao Rluo "R 0

It is assumed that the reaction only occurs between two aldehydes or ke-
tones (or an aldehyde and a ketone). This is achieved by the following
label constraints: R1, R2 € {“C”,“H”}. Additionally, the condensation of
molecules with more than two C-atoms to a carbon chain is prevented (again
to avoid a combinatorial explosion of too large and complex molecules). This
is achieved by an adjacency constraint on node 6: there can be only one
neighbouring node with label “C”. The wildcard label at node 0 is used to

ensure that the valency of this C-atom is four.

Class 2
Carbonyl reduction (strict)

The strict version of the carbonyl reduction is implemented by the following

rewrite rule:

L K R

1 —Ho He  He Ho He

H H . (7 ‘ 0

N ’ (0) 0]

(I):b’)\ //*<s) o C\C/*<e> "w()fCH\C//*W
\ oS il ®) \ —> ® \
R2 @ \ (9 _R2® C<°> R2®w \ @
7 C\ — R1 o / \7R,1(1o>
/ ‘O// _R1ao . O/ - ©0 74

It is assumed that the reaction only occurs on a carbonyl group that is f—to
an acid (or activated f-keto acid). This is achieved by the following label
constraints: R1 € {“C”,“H”} and R2 € {“C”,“H”} . The wildcard labels at

node 5 are used to ensure that the valency of this C-atom is four.

Carbonyl oxidation (strict)

The strict version of the carbonyl oxidation is implemented by the following

rewrite rule:
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R
L K
He He He o He {—He
| R
(0) / , () / ay (0) /
’“()*C\C/*W Om  C—_ | % O=—C—_ | _x®
(5) \ [ \ (5) \ > \ <j>C
Rz CM Rz C<9> R2@ \ )
— -
R1a0 ~ Riao C—
»,()/ . ()// R1 ’ \()/ R1ao

This rewrite rule is basically the inverse of the rule for the strict carbonyl

reduction and therefore the same constraints apply to it.

Carbonyl reduction (relaxed)

The relaxed version of the carbonyl reduction is implemented by the following

rewrite rule:

L
1o K n
H—H® He  H® o Ho
<1>7<0> «— O W <8 N <'>OC<0>
0 C\\ _R1 \\ R1® \\ Ri®
R2w@ R2® _R2w

It is assumed that the reaction occurs on any aldehyde or ketone. This is
achieved by the following label constraints: R1, R2 € {“C”,“H"},

Dehydration

The dehydration reaction is implemented by the following rewrite rule:

L K R
R3® N R3© N R3® ;
® / ® / ) ® /
R o0 R2—bw 0b R2— b 0b
(0,
\\é>//C ' H \\(<j'»>//C<“> H \éw/C(m H
/ * (9) / * (9) / *(9)
R1ao _R10o _R10o

It is assumed that the reaction only occurs on a hydroxyl group that is S—to
an acid (or activated f-keto acid). This is achieved by the following label
constraints: R1 € {“O”,“A”} and R2, R3 € {“C”,“H”}. The wildcard label

at node 0 is used to ensure that the valency of this C-atom is four.
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Hydration
The hydration reaction is implemented by the following rewrite rule:
L K R
R3® R3® R3®
He He He
F{)Z <I8{>2 ﬁ)Q (E) /
TTTecm o® T Co 0w ST C—0w
N S
\ém/cw Ha \8/0@ Ha \ém/c Ha
* (9) / *(9) / *(9)
Rl _R1ao _R1a0

This rewrite rule is basically the inverse of the rule for dehydration reaction

and therefore the same constraints apply to it.

Alkene reduction

The alkene reduction is implemented by the following rewrite rule:

L K R
H—He He He He  He
(1) (0) C<1> @ C<1> C<O>

(7 % (@) *(7) * (4) *(7) * (4)

The wildcard labels are used to ensure that the valency of node 0 and node

1 is four.

Alkene oxidation

The alkene oxidation is implemented by the following rewrite rule:

L K R
He He He He H He
G o . co 8 N o o
*(7) * (4) *(7) * (4) (7 % (4)

This rewrite rule is basically the inverse of the rule for alkene reduction and

therefore the same constraints apply to it.

Class 3
Aldol cleavage

The aldol cleavage is implemented by the following rewrite rule:
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L K R
871] 5 O® He O® He
@ o H® o Cw <8/[[ 8 o G <0>C/I] 8
_§>3/C C\ <—_R3// / A _,_Rg// / N
| ] O Rw_ Cw R2w_Cw
_%Q%Cm -O% _O%
\_R1<10> _R1ao) _R1ao

It is assumed that the reaction only occurs on a hydroxyl group that is (-
to an aldehyde or ketone (or an activated acid). This is achieved by the
following label constraints: R1 € {“A”,“C”,“H”} and R2, R3 € {“C”,“H"}.

The wildcard label is used to ensure that the valency of node 0 is four.



Appendix B

Lattice Model Calculations

For the study how the liquid-liquid phase separation (LLPS) of a mixture
of catalysts may influence a linear cascade reaction, done within Ch. 10
of the main text, several formulas where used to compare the results from
the microscopic lattice model with mean-field calculations. More precisely,
formulas for the reaction time tg (i.e. the time it takes to finish the reaction-
cascade) as well as the change of the substrate concentration C), that were
used. Within this part of the appendix a more detailed description how these

formulas were derived is going to be given.

B.1 Estimating the reaction time

As outline in the main text, a two dimensional lattice that contains L dif-
ferent catalysts, is assumed. As such, L also corresponds to the length of
the reaction-cascade (compare Eq. 10.1 of the main text). The total surface
fraction of all catalysts is given as ¢, and it is further assumed that each
type of catalyst occupies the same surface fraction, thus the surface fraction
¢, of a certain catalyst type E,, can be obtained as: ¢, = ¢sor/L. To make
an estimation for the reaction time tg, which in the context of the micro-
scopic simulation this corresponds to the time it takes for a random walk
on the lattice to encounter all L catalysts in the correct order, two cases
need to be compared: the case of the catalysts remaining well mixed system
(WM-system) and the case of the catalysts phase-separating into a droplet
(PS-system).
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B.1.1 Well-mixed system

In a WM-system the catalysts are homogeneously distributed across the lat-
tice. Therefore, the probability p,, for a substrate particle S,—1 to randomly
jump to a lattice site, occupied by a catalyst E, is proportional to its con-
centration and, thus, to its surface fraction ¢, i.e. p, ~ x,. The mean time
t,, for a single particle to reach a catalyst E, is then:
_ 1 1 L
t

e Pu ¢u B Gtot

which is in principle the mean time for an individual reaction of the pathway
to finish. One can assume that the mean reaction-time ¢g is proportional to

the sum of all the individual reaction times, i.e.

The mean reaction-time £z in a WM-system can thus be expressed as:

L2

¢tot

%me —q

(B.1)

with a being a proportionality constant.

B.1.2 Phase-separated system

In a PS-system, the catalysts will eventually start forming a droplet. Thus
the mean-reaction time (i.e. the time to find the catalysts in the correct
order) is delayed by the time it takes an initial substrate Sy to encounter the

droplet. One can thus assume that:
th=1p+1tn (B.2)

with tlg as the reaction time within the droplet and ¢y the time to reach,
or hit the droplet (i.e the “hitting-time”). In other words, the problem is
effectively split into two parts.

For the reaction time inside the droplet a simple assumption can be made:
as the particles stay inside the droplet (it is assumed that there is an attrac-

tion between substrates and catalysts) and the catalysts are homogeneously
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Figure B.1: To get the hitting-time #;, a spherical system is assumed with a
reflective boundary-condition at Ro and absorbing boundary-condition at R;.

distributed inside the droplet this situation can be regarded as a well-mixed
system with a total concentration of ¢}, ~ 1, thus Eq. B.1 can be used to
obtain:

tn = al? (B.3)

with a being the same proportionality constant.

To get an estimation for the hitting time a more involved calculation has
to be made. Moving from a discrete lattice to a continuos space, the mean
time for single particle to reach the droplet T'(Z) is a function of the position

Z and it verifies the Poisson Equation:

VT(%) = —% (B.4)

which is the equation for the mean first exit time from a region, that
can be obtained from the backward Fokker-Planck (FP) equation (a detailed
explanation can be found in Chapter 6 of [Gardiner 2009|, Eq. 6.6.8). The
term D is the diffusion constant. In the case of the lattice model, one can
in principle set D = 1, but it is retained here for the sake of clarity. In
spherical coordinates (as shown in Fig. B.1) and with 7'(r) only depending

on the radial-coordinate, Eq.B.4 reduces to a second-order inhomogeneous



202 APPENDIX B. LATTICE MODEL CALCULATIONS

10 0 1
-2 _T [
r Or (rﬁr >+2D 0
1 1 / 1
T +-T + — =
+r +2D 0

In general, the solution for an inhomogeneous ODE is the sum of the solution

ODE:

for the homogeneous ODE and particular solution, i.e.
T'=1T,+1T,
with the homogeneous ODE being:
11 1 /
Th "‘ ;Th — 0

Using a substitution method (T,; = u) to reduce this to a first order ODE,

the homogeneous solution can be obtained as:
T, =Alogr + B

Through a polynomial ansatz one can obtain the particular solution as:

1
Tp = —@T2+C

Thus collecting T}, and T}, results in:

2

,
T(r)= Al -—+8B
(r) = Alogr - > +

with A, B being constant factors. To obtain values for A and B the boundary
conditions (BC) at Rj, Rg, outlined in Fig. B.1, can be used: T'(R;) = 0
(absorbing BC) and VT'(R2) = 0 (reflecting BC). This way T'(r) can finally

be obtained as:

R2 7“2 R2 R2
T(r) = —2 1 T S |
(N=3pler—gptgp ~aplosh (B.5)
R% r 1 9 9 ’
R Y A R
1D %R, 8D (r* + R1)

As this is the mean time to reach the droplet starting at point r, one has to
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further integrate over the whole volume to get the overall mean hitting-time:

_ 1
I 1 [
:W—R% ; T(r)27rrdr—|—rR% . T(r)2mrdr
—_—
=0

where the first integral, which corresponds to the portion of particles that
are already inside the droplet, vanishes as the hitting-time is essentially
zero for them (they already are inside the droplet). The second integral
then corresponds to the particles that are outside the droplet. Solving this
integral yields:

R2

7— 16% [4¢tot — 3 —2log dror — gb%ot)]

In the case of a regular lattice one can assume that Ro ~ d. This finally
gives the hitting-time as:
dQ

fH(¢tot, d) = ﬁ(4¢t0t — 3 —2log ¢rot — (Zs?ot) (B.6)

Finally, putting Eq. B.3 and Eq. B.6 together results in fé) *  the mean reac-

tion time in a phase-separated system:

. &
tlg = aL2 + ﬁ(4¢tot -3 - 2log ¢t0t - (;S?Ot) (B 7)

= aL2 + bd29(¢tot)

Comparing Eq. B.1 and Eq. B.7 shows that ¢2” is basically 5 " but with a
different slope and an offset that is proportional to d and ¢;. In the main
text the dependence of the mean reaction time ¢z on the pathway-length L,
predicted by Eq. B.1 and Eq. B.7, was tested (see Fig. 10.4 in the main text).
In Fig. B.2 the dependence of tg on the surface fraction ¢y, as predicted

by the same equations, is furthermore tested.

B.1.3 Distribution of reaction times

In the main text as well as in the preceding sections, only the average reaction

time was discussed. However, the complete distribution of reaction times for
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1250
1000 |
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Figure B.2: Average reaction time tg as a function of the total surface fraction
é1ot (J =1.0,d =50). Simulations were carried out for (a) L =5 and (b) L = 10,
comparing WM-systems (blue dots, 8 = 0.0 and I = 0.0) with PS-systems (red
dots, 8 = 5.0 and I = 1.0). Solid lines: fit of the simulation data using Eq. B.1 and
Eq. B.7 for the WM- and the PS-systems, respectively.

all the substrate molecules is, in fact, significantly different across the two

types of systems examined.
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Figure B.3: Distribution of total reaction times (J = 1.0,d = 50). Simulations
were carried out for (a) L =5 and (b) L = 10 for both WM-system (blue, 8 = 0.0
and I = 0.0) and PS-system (red, 8 = 5.0 and I = 1.0). Dashed lines show the
average reaction time fr for both cases.

As it is shown in Fig. B.3, the distribution of reaction times in the PS-
system exhibits a sharp initial peak and a long exponential tail, unlike the
WDM-system. Substrate molecules are initiated at random locations in the
system during the simulations, and in case of the PS-system, some of them
start from within the condensate (¢, = 0 in Eq. B.2) causing them to quickly
complete all the reaction steps. This is the reason for the initial spike in the
distribution of reaction times in the PS-system. The long exponential tail,

on the other hand, comes from the distribution of hitting times ¢ .
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B.2 Mean-field model for the change of concentra-
tion

In principle the enzymatic cascade-reaction, given by Eq. 10.1 in the main

text, can be formulated as an L-step sequential chemical reaction:
k k kp,_
So—0>81 —1>S2 ...SL_1 L>P

with &, being the reaction rate constants of the corresponding reaction steps.
Using mass action kinetics, these chemical reaction equations can be con-
verted to a set of coupled ODEs:

Co = —koCy
Co =ka1[Ca-1] —kalCal , Va>1 (B.8)
Cp=kr1Cr1

With C, being the concentration of the substrate S, (i.e. the amount of S,
particles on the lattice). Assuming the following initial conditions: Cy(0) =
const, Co(0) = 0 Yo > 1 and Cp(0) = 0, these ODEs can be solved in order
to obtained trajectories for Cy,(t), the change of concentration of substrate

S, over time. In the following this is done for two special cases.

B.2.1 Homogeneous reaction rate constants

For the first case, homogeneous reaction rate constants are assumed, i.e.
ko = k,Ya. In general, this corresponds to a well-mixed system in the
lattice model as all the catalysts are homogeneously distributed across the
lattice and, as argued above, the probabilities of encountering the catalyst
necessary for a certain reaction are all equal. Therefore, Eq. B.8 can be

reformulated as:

Co = —kCj
Co=k(Co1 —Cy), Ya>1 (B.9)
Cp = kCL_l

The homogeneous ODE for Cy(t) can be easily solved with the above estab-
lished initial conditions:
C[)(t) = Co(O)G_kt



206 APPENDIX B. LATTICE MODEL CALCULATIONS

Turning now to the inhomogeneous ODEs for C,,(t), one can use the method

of the integrating-factor to get a recursive formula:
Co(t) =e ™ [ / kCo1(t)ed dt + K

This results in the following general expression:

Cu(t) = kaco(o%e—’ft

This formula can be used together with the mass conservation law: Ei;(l) Co(0)+
Cp(0) = Zé;é Co(t)+Cp(t), and the initial conditions in order to solve the
last ODE for Cp(t). This way one finally obtains:

Cu(t) = kaco(())ge—’“

L-1 /) na (B.10)
Cp(t) = Cy(0) <1 — ekt Z (kz') )

a=0 ’

B.2.2 Homogeneous reaction rate constants with a different

rate in first reaction

A slight variation of the above system would be to leave the reaction rate
constants the same for all reactions except the first one, i.e. kg, ko = k,Va >
1. In general, this corresponds to a phase-separated system in the lattice
model as all the catalysts are forming a droplet and, as argued above, the
first reaction step is “delayed” by the time it takes to encounter this droplet.

Therefore, Eq. B.8 can be reformulated as:

Co = —koCo

Ch = koCo — kCh
(B.11)

Co = k(Caey — Ca) , Yo > 2

Cp=kCr

with the above established initial conditions. As before, the solution of the
homogeneous ODE for Cy(t) is:

Co(t) = Co (O)G_kot
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and the results for the inhomogeneous ODEs for Cy(t) (o > 1) can be

obtained using the method of the integrating factor:

e elk—ko)t _ Zafl [(k—Fko)t]™

m=0 m!

(k — k())o‘

:?a

Ca (t) = koka_lco((])e

Again, the last ODE for Cp(t) can be solved using the mass conservation

law. Therefore one obtains:
Co(t) = Co(0)e ™!
Co(t) = kok®1Co(0)e™™ - fo,, a>1

L—-1
Cp(t) = Co(0) (1 — koe F Y kT fa> (B.12)

a=0

olE—ko)t _ azl [(k — ko)™

|
;= = m!
=

(k — ko)~
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