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Abstract 22 

The climate changes projected for the 21st century will have consequences on 23 

the hydrological response of catchments. These changes, and their consequences, are 24 

most uncertain in the transition zones. The study area, in the Bay of Biscay, is located 25 

in the transition zone of the European Atlantic region where hydrological impact of 26 

climate change has been scarcely studied. To assess the hydrological effects of 27 

climate change, 16 climate scenarios including 5 General Circulation Models (GCM) 28 

from the 5º report of the Coupled Model Intercomparison Project (CMIP5), 2 statistical 29 

downscaling methods and 2 Representative Concentration Pathways were considered 30 

in a hydrological model (SWAT). Projections for future discharge (2011-2100) were 31 

divided into three 30-year horizons (2030s, 2060s and 2090s) and a comparison was 32 

made between these horizons and the baseline (1961-2000). The results show that the 33 

downscaling method used resulted in a higher source of uncertainty than GCM itself. In 34 

addition, the uncertainties inherent to the methods used at all the levels do not affect 35 

the results equally along the year. In spite of those uncertainties, general trends for the 36 

2090s predict seasonal discharge decreases by around -17% in autumn, -16% in 37 

spring, -11% in winter and -7% in summer. These results are in line with those 38 

predicted for France and the Iberian Peninsula in the Atlantic region. Trends for 39 

extreme flows were also analysed: the most significant trend shows an increase in the 40 

duration (days) of low flows. From an environmental point of view, and considering the 41 

need to meet the objectives established by the European Water Framework Directive 42 

(WFD), this would be a drawback for the future planning on water management. 43 

Keywords: CMIP5, hydrological trend, high flow and low flow, SWAT model, 44 

Atlantic region, transition zone. 45 

Highlights: 46 
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Hydrological impact studies scarcity in transition zone of Atlantic region addressed 47 

Downscaling method used resulted in a higher source of uncertainty than GCM itself 48 

Results in line with those predicted for Atlantic region (France, Iberian Peninsula) 49 

Uncertainties inherent to methods used do not affect results equally along the year 50 

Highest decrease in low flows is a drawback for future planning on water management 51 

1. Introduction 52 

Climate change will have effects on hydrological systems, which in turn will 53 

impact ecological, social and economic systems (Bender et al., 1984; Dibike and 54 

Coulibaly, 2005; Brauman et al., 2007; Vörösmarty et al., 2010). These effects can be 55 

studied both at local and regional levels, providing important information for territorial 56 

and sectoral planning (Lahmer et al., 2001). In some areas where water scarcity is not 57 

a key aspect of the territorial management, as it is the case of the Basque Country 58 

(Bay of Biscay, Cantabrian Sea), few studies have been carried out to evaluate the 59 

possible effects of the climate change on catchment hydrology. 60 

The most commonly used method for evaluating climate change impact on 61 

hydrological systems is to introduce General Circulation Models (GCMs) into 62 

hydrological models (Gosling et al., 2011). This provides a good tool for studying the 63 

relationship between climate and water resources, considering also the effect of human 64 

activities (Jothityangkoon et al., 2001; Leavesley, 1994). However, GCMs usually have 65 

little spatial resolution and if they are introduced directly into hydrological models, the 66 

performance is poor (Fowler et al., 2007). This is the reason for the need of performing 67 

a statistical or dynamical downscaling of general circulation models.  68 

Uncertainties related to the impact of climate change appear at the four levels of 69 

the sequence: GCMs, Representative Concentration Pathway (RCP) or emission 70 
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scenario, downscaling and hydrologic projections. For example, Chen et al. (2011) 71 

assessed the uncertainty of downscaling methods and the results showed that impact 72 

studies based on only one downscaling method should be interpreted with caution. 73 

Wilby (2005) found that the uncertainty related to hydrological model calibration is 74 

comparable with that involved in greenhouse and other pollutant emissions. Wilby and 75 

Harris (2006) determined that the greatest uncertainties derive more from the choice of 76 

GCM and downscaling methods and less from the hydrological models and emission 77 

scenarios. Some research supports the argument that the choice of hydrological model 78 

has a relatively minor impact on the results of hydrological simulations based on 79 

climate projections (Boyer et al., 2010; Bates et al., 2008; Kay et al., 2006) and major 80 

uncertainties come from the GCM structure (Arnell, 1999; Bergstrom et al., 2011; 81 

Nijssen et al., 2001; Kay et al., 2009; Chen et al., 2011; Arnell et al., 2011; Teng et al., 82 

2012). For this reason, the use of an ensemble of climate models gives a better 83 

estimate of uncertainty (e.g. IPCC, 2007, 2013; Johnson and Sharma, 2009; Stahl et 84 

al., 2011). Therefore, the inherent uncertainties of the methods used at each of these 85 

levels propagate the uncertainties of the previous levels of the sequence, with the 86 

result that all single uncertainties are then propagated in the hydrological models 87 

(Wilby et al., 2006).  88 

Europe is a representative region of global changes due to climate warming 89 

(Shorthouse and Arnell, 1999). There is a clear contrast between the north and the 90 

south of the continent, hence, an increase in precipitation and, therefore, an increase in 91 

water discharge, has been pointed out in the north (e.g. Arnell, 1998; Kiely, 1999; Xu 92 

and Halldin, 1997; IPCC, 2007, 2014). By contrast, in the south the trend is reversed: a 93 

decrease of precipitation is predicted and, consequently, a decrease in discharge (e.g. 94 

Mimikou et al., 2000; Ayala-Carcedo and Iglesias, 2000; Ribalaygua et al., 2013; 95 

Lespinas et al., 2014; Touhami et al., 2015; Valverde et al., 2015; IPCC, 2014). Due to 96 

its location in the Bay of Biscay (Fig. 1), the arid climatological conditions projected for 97 
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southern Europe do not seem to be representative for the Basque Country. However, 98 

neither is it clear that the hydrological changes projected in this area will follow the 99 

discharge increasing trend projected for northern Europe. In this sense, Coch and 100 

Mediero (2015) analyzed low flows to identify different areas of hydrologic trends of the 101 

Iberian Peninsula and Mediero et al. (2015) investigated the flood-prone regions in 102 

Europe. Both studies reached the same conclusion: The Basque Country area would 103 

be located in the Atlantic region. This area is characterized by Atlantic frontal systems 104 

coming from the west, usually from autumn to spring, being summer the dry season. 105 

Furthermore, the 4th report of the International Panel on Climate Change (IPCC, 2007) 106 

provides a vulnerability map of Europe for the XXI century, where the Atlantic region 107 

encompasses the northern Iberian Peninsula, western France, the Netherlands, 108 

Belgium, northern part of Germany, western Denmark and the UK. As a general trend, 109 

the report predicts an increase in the future winter storms and flooding for this region.  110 

Research works conducted since 2000 in the Atlantic region to evaluate the 111 

impacts of climate change in the water resources are summarized in Table 1. This 112 

table was done to identify possible future hydrological trends in this region, thus, 113 

research works that were published in high impact journals and some reports were 114 

collected. In addition, to have a homogeneous view, the selection was made only with 115 

works that presented their results in mean discharge difference (%) with respect to their 116 

baseline. When necessary, mean difference values and ranges were calculated (for 117 

example to obtain seasonal values from monthly ones). Despite some seasonal trends 118 

in Table 1 are difficult to interpret, general trends of mean discharge evolution can be 119 

derived considering those more clearly observed. A significant decrease of discharge is 120 

observed in all the studies for summer and spring seasons. This decrease is even 121 

more important towards the end of the century. In winter trends are not so clear. In the 122 

UK (b, in Table 1) and in the Iberian Peninsula (d, Table 1), both increase and 123 

decrease discharge can be expected depending on the study, whereas in France (c, 124 
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Table 1) the observed trend is decreasing. Trends in spring are similar to those in 125 

winter though decrease of discharge prevails. Annual trends are determined by trends 126 

in winter and spring. 127 

From the aforementioned research works (Table 1), it can be deduced the 128 

general idea that a transition zone exists between northern and southern Atlantic 129 

region, where expected trends in discharge (in winter and spring) change from 130 

increasing in the north to decreasing in the south. It is not an easy task to locate this 131 

zone, due to the low spatial resolution of climate models; according to Habets et al. 132 

(2013) this zone is located in northern France and following IPCC (2007) and 133 

Goubanova and Li (2007) it would be in the north of the Iberian Peninsula, that includes 134 

the study region. The uncertainties involved, precisely, in the climate predictions for 135 

that transition zone are large and difficult to identify. Therefore, it should be an in-depth 136 

studied area. However, compared with other European regions, the number of 137 

research works in this zone is low (Table 1); this evidences the strength of the current 138 

work. 139 

In this context, the aim of this study is to assess the possible future effects of 140 

climate change on the hydrology of a catchment located in the Atlantic region of the 141 

Iberian Peninsula. For this purpose, five GCMs of the 5º report of the Coupled Model 142 

Intercomparison Project (CMIP5), two downscaling methods and two RCPs were 143 

considered, using a total of 16 climate projections (Table 2). 144 

 The projected climate variables were introduced in the Soil and Water 145 

Assessment Tool or SWAT model (Arnold et al., 1998) to evaluate the hydrological 146 

impact of climate change, focusing on the following partial objectives:  147 

1) To evaluate the baselines of considered downscaled projections of climate 148 

variables with respect to the observed data (1961-2000). 149 
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2) To study the average hydrological impact of future climate projections in three 150 

horizons: 2030s for 2011-2040, 2060s for 2041-2070, 2090s for 2071-2100 151 

(annual, seasonal and monthly). 152 

3) To assess possible trends in extreme daily discharges (2011-2100) and 153 

compare the observed figures for the reference period (1961-2000).  154 

4) To identify the differences between climate projections and identify the greatest 155 

uncertainties in the different steps of the followed methodology.  156 

2. Methodology 157 

2.1. Description of the study area 158 

The study area is the catchment of the Upper Nerbioi River (185 km2), which is 159 

located in the centre-west of the Basque Country (Bay of Biscay), at an average 160 

latitude of 43º and longitude of 3º (Fig. 1). Its direction South-North, is very common in 161 

catchments of the Basque Country, as well as its geology and land use. The catchment 162 

is located at the interface between the Atlantic climate in the north and the 163 

Mediterranean climate in the south. In addition, this is one of the catchments with 164 

longest records of discharge series in this zone. 165 

Average annual rainfall is about 1,000 mm and it is distributed quite evenly 166 

throughout the year: close to 300 mm in winter and autumn; 230 mm in spring and 30 167 

mm in summer, as an average (1961-2014). The mean annual temperature is around 168 

12 °C, being the seasonal averages for winter and summer 8 ºC and 20 ºC (1961-169 

2014), respectively.  170 

The mean elevation of the catchment is around 200 m above sea level (m.a.s.l.) 171 

(Fig. 1). The lithology is dominated by siltstones, clays and sandstones with medium-172 

low permeability (Geographical Database of the Basque Government, 173 

www.geoeuskadi.net). In the southeast part, at an average altitude of 1,100 m.a.s.l., 174 
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there is a highly permeable late Cretaceous limestone platform. The main soil types are 175 

Cambisols, Rankers and Gleysols (FAO, 1977), which are characterized by high clay 176 

and silt contents. Land use in the catchment is divided into native forests, exotic 177 

plantations and pasturelands. The areas with the highest slopes (>35%) are covered 178 

by forest and tree plantations, while the flatter areas (7-15%) host pasturelands. The 179 

average slope in the catchment is around 17%. It should be noted that possible future 180 

changes in land use have not been taken into consideration in this work. 181 

Mean annual discharge at the outlet of the catchment is 3 m3 s-1. The mean in 182 

spring and autumn is around 3.5 m3 s-1; in winter 5 m3 s-1 and in summer 0.8 m3 s-1 183 

(1996-2013). Discharge data from a gauging station (Gardea; http://www.bizkaia.eus) 184 

located at the outlet of the catchment (Fig. 1) were used in this work to calibrate and 185 

validate the hydrological model. Discharge data have been recorded at this gauging 186 

station since 1995. This station was designed to precisely measure mean and high 187 

flows. 188 

2.2. Description of the hydrological model: SWAT 189 

The SWAT model is a basin-scale continuous in time and semi-distributed 190 

model operating on a daily time step. It was developed to evaluate the impact of 191 

management practices on water, sediment and agricultural chemical yields in 192 

ungauged basins (Arnold et al., 1998). It can be used in a broad range of conditions 193 

and it has already been widely used to study the impacts of environmental and climate 194 

change (e.g. Bouraoui et al., 2002; Li et al., 2009; Abbaspour et al., 2009; Bekele and 195 

Knapp, 2010; Zhang et al., 2014). 196 

 SWAT divides the catchment into sub-basins which are subdivided into 197 

Hydrological Response Units (HRUs) with homogeneous land use, soil characteristics 198 

and slope gradient. Two methods are used to simulate surface runoff in the SWAT 199 

http://www.bizkaia.eus/
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model: the modified SCS curve number (USDA Soil Conservation Service, 1972) and 200 

the Green-Ampt infiltration method (Green and Ampt, 1911), which requires a sub-daily 201 

precipitation time step. In this case the observed meteorological data used to calibrate 202 

and validate the model were daily and therefore the SCS method was used. The model 203 

calculates the peak runoff rate with a modified rational method (Chow et al., 1988). The 204 

lateral subsurface flow in the soil profile is determined for each soil layer, using the 205 

kinematic storage routing model (Sloan and Moore, 1984), which is calculated 206 

simultaneously with percolation. The groundwater flow contribution to the total 207 

streamflow is simulated by creating shallow aquifer storage (Arnold and Allen, 1996) 208 

where percolation from the bottom of the root zone is considered as recharge to the 209 

shallow aquifer. The potential evapotranspiration can be estimated using the 210 

Hargreaves (Hargreaves and Samani, 1985), Priestley-Taylor (Priestley and Taylor, 211 

1972) and Penman-Monteith (Monteith, 1965) methods. This study uses Hargreaves, 212 

which only requires precipitation and maximum and minimum temperature, since these 213 

were the only meteorological data available. The flow is routed through the channel 214 

using either the variable storage coefficient method (Williams, 1969) or the Muskingum 215 

routing method (Overton, 1966). In this study the former method was used because it 216 

better suited the observed discharge. 217 

2.3. Hydrological model input and data source. 218 

SWAT requires topographic, land use/cover, soil and meteorological data. The 219 

source for the Digital Elevation Model (LIDAR 2008, 5x5m), land use classification 220 

(2005, 1: 10,000) and part of the soil map (1: 25,000) is the Basque Government’s 221 

Geographical Database (www.geoeuskadi.net). The remainder of the soil map was 222 

obtained from the soil map of Araba province (1:200,000) (Iñiguez et al., 1980). Soil 223 

properties were obtained from these two sources and the plant growth properties for 224 

each land cover were directly obtained from the SWAT database.  225 

http://www.geoeuskadi.net/
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For the calibration and the validation of the model, daily maximum and minimum 226 

temperature and precipitation (1996-2013) for the Gardea (G067), Saratxo (G040) and 227 

Amurrio (AEMET 1060) meteorological stations were used (Fig. 1). The meteorological 228 

data for the Gardea and Saratxo stations and the daily observed discharge for the 229 

Gardea G067 gauging station (Fig. 1) were obtained from the Basque Meteorological 230 

Agency (www.euskalmet.euskadi.eus) and Bizkaia Provincial Council 231 

(http://www.bizkaia.eus), while the meteorological data for Amurrio were provided by 232 

the Spanish Meteorological Agency (AEMET). The climate variables of the daily 233 

maximum and minimum temperature and precipitation used to model the climate 234 

scenarios were downloaded from the AEMET website (http://escenarios.aemet.es/). 235 

These climate variables were given for Amurrio meteorological station (AEMET 1060) 236 

(Fig. 1) for baseline periods (1961-2000 for each GCM) and future scenarios (2006-237 

2100). For the baseline period there is a small number of years with available 238 

discharge data (1995-2000). However, for Amurrio station (AEMET 1060), previous 239 

observed meteorological data (1961-2000) are available. We used them to generate 240 

(using SWAT) discharge series from 1961-2000. The modeled series was termed 241 

OBS_SIM. 242 

2.4. SWAT calibration, validation and evaluation 243 

Daily river flow (m3 s-1) observed at the Gardea G067 gauging station was used 244 

for the model calibration and validation. The model was run daily; the period from 1996 245 

to 2006 was used for calibration and the period from 2007 to 2013 for validation. The 246 

purpose of this selection of the calibration and validation years was to consider similar 247 

hydro-meteorological conditions for both periods (Fig. 2). The 18 years of simulation 248 

ensures that wet, dry and average years are all included. 249 

The first step in calibration was to identify the most sensitive parameters for the 250 

catchment. To achieve this, a “one-at-a-time” sensitivity analysis (van Griensven et al., 251 

http://www.bizkaia.eus/
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2006) was conducted with 22 flow-related parameters. The most sensitive parameters 252 

are listed in Table 3. Later, a realistic value-range was introduced for the most sensitive 253 

parameters in the SWAT CUP program (Abbaspour et al., 2007a) to make an 254 

autocalibration using the SUFI2 algorithm (Abbaspour et al., 2004, 2007a) (Table 3). 255 

The program calculates a p-factor to quantify the degree of uncertainty of each 256 

iteration. The p-factor is the percentage of measured data bracketed by the 95% 257 

prediction uncertainty (95PPU). A value of 1 indicates 100% bracketing of the 258 

measured data. The r-factor is the average thickness of the 95PPU band divided by the 259 

standard deviation of the measured data. The r-factor seeks to bracket most of the 260 

measured data with the smallest possible value (Abbaspour et al., 2007b). A working 261 

value of >0.7 for p-factor and <1.5 for r-factor is recommended (Abbaspour et al., 262 

2015). In this way, besides achieving good results for the calibration, the uncertainty of 263 

the simulation is also quantified. Finally, the validation process was performed using 264 

the parameter set for the calibration period and comparing the observed and simulated 265 

discharge (2007-2013). 266 

To evaluate the performance of the model (for calibration and validation), 267 

several evaluation criteria were used: Nash-Sutcliffe efficiency (NSE) (Nash and 268 

Sutcliffe, 1970), the coefficient of determination (r2) and its slope, the percent bias 269 

(PBIAS) (Gupta et al., 1999) and the ratio of the root mean square error to the standard 270 

deviation of measured data (RSR) (Moriasi et al., 2007). According to these authors, 271 

the discharge simulation is satisfactory in a monthly time step when NSE>0.5, r2>0.5 272 

and the slope and intercept of the linear regression between simulated and observed 273 

discharges are close to 1 and 0 respectively (Arnold et al., 2012), RSR≤0.7, and 274 

PBIAS<25%. In addition to this and in order to ensure the goodness of the modeling 275 

process and determine its uncertainty for future hydrological projections, these 276 

statistical indices were also used in differentiated climate conditions. Considering that 277 

future climate scenarios often project a more extreme climate than that observed in 278 
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recent decades for the North of the Iberian Peninsula (e.g. Brunet et al, 2009; CEDEX, 279 

2010; IPCC, 2013), as proposed by Brigode et al. (2012), the 3 consecutive driest and 280 

wettest years were chosen to analyze whether the calibrated model is able to correctly 281 

simulate extreme conditions. The driest and wettest years were selected by calculating 282 

an “Aridity Index” (hereafter AI) for all the available data (1996-2013), where this index 283 

is deemed to be the ratio between potential evapotranspiration and precipitation 284 

(Görgen et al., 2010; Brigode et al., 2012). The three consecutive calendar years with 285 

the lowest AI are 2003, 2004 and 2005 while the years with the highest AI value are 286 

2010, 2011 and 2012. Thus, using the model evaluation methods for daily discharge in 287 

different time periods (annually and seasonally) and in years with low and high AI, it is 288 

possible to evaluate whether the performance of the model is good enough to simulate 289 

the future climate projections and also to identify where the largest uncertainties are.  290 

2.5. Selection and evaluation of climate scenarios 291 

To deal with the problem of spatial resolution of climate models, AEMET has 292 

downscaled some GCMs for the Coupled Model Intercomparison Project Phase 5 293 

(CMIP5). The statistical downscaling methods links the results of GCMs or RCMs 294 

(predictors) with simultaneous historical data (predictands) observed on a much 295 

smaller scale (Brands et al., 2011; Hewitson and Crame, 1996; Wilby and Wigley, 296 

1997; Zorita and von Storch, 1999; Maraun et al., 2010). The main drawback of these 297 

downscaling methods is the assumption that future climate variability will be the same 298 

as in the past (Brunet et al., 2009). The statistical downscaling methods applied in the 299 

GCMs are the AEMET analogues (AN) (Petisco and Martín, 2006) and the Statistical 300 

Downscaling Method (SDSM) (Wilby et al., 2002).  301 

From all the GCMs downscaled by AEMET (Table 2), a selection of 5 was made 302 

for this paper. For that purpose, firstly, the results of research works such as that by 303 

Perez et al. (2014) were taken into consideration -there, the CMIP5 models 304 
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performance is evaluated for the north-east Atlantic region-. Secondly, the 305 

meteorological data for the climate projection baselines (1961-2000) of 9 GCMs 306 

(downscaled with AN and SDSM methods) were compared to the data observed at the 307 

Amurrio (AEMET 1060) station (Fig.1), selecting those that best fitted.  308 

In order to provide some patterns of changes in the composition of the 309 

atmosphere, a set of known scenarios or paths called “Representative Concentration 310 

Pathways” (RCPs) were defined by the research community (Meinshausen et al., 2011; 311 

van Vuuren et al., 2011; IPCC, 2013). These are based on the future radiative forcing 312 

of the atmosphere. Two of the most widely used RCPs downscaled by AEMET are the 313 

mitigation scenario (RCP 4.5) and the high emission scenario (RCP 8.5). In the RCP 314 

4.5 scenario, radiative forcing is stabilized before 2100 at 4.5 W m-2 through the use of 315 

a range of technologies and strategies to reduce greenhouse gas emissions. The RCP 316 

8.5 scenario, on the other hand, is characterized by increasing greenhouse gas 317 

emissions with radiative forcing in 2100 of 8.5 W m-2 (Moss et al., 2010; Taylor et al., 318 

2012).  319 

AEMET supplies daily climate variables for the Amurrio (AEMET 1060) 320 

meteorological station (Fig. 1), for each downscaled GCM for the baseline period 321 

(1961-2000) and for future climate projections (2006-2100). In order to consider the 322 

uncertainty inherent to climate projections in the resulting hydrologic projections, this 323 

paper draws on 5 GCMs (ACCESS1-0, BNU-ESM, MPI-ESM-RL, MPI-ESM-MR, 324 

CMCC-CESM), 2 RCPs (8.5 and 4.5) and 2 downscaling methods (AN and SDSM). As 325 

it has been widely recognized, an ensemble of different scenarios gives more reliable 326 

results than single-model simulations (Boorman and Sefton, 1997; Giorgi and Mearns, 327 

2002; Murphy et al., 2004; IPCC, 2007, 2013). With these combinations, 16 climate 328 

projections were implemented, as shown in Table 2.  329 
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As mentioned above, in order to select the downscaled GCMs their climate 330 

projection baselines (1961-2000) were compared to the meteorological data observed 331 

in the catchment. The seasonal and annual differences between each baseline 332 

projection and the observed data were calculated for both, precipitation (%) and mean 333 

temperature (%) (Fig. 3). For the mean temperature, BNU-ESM_AN scenario shows 334 

the highest difference compared to the observed values as it simulates 1.2% higher 335 

temperatures in an annual basis. MPI-ESM-MR_AN fits very well and the results of the 336 

other models baseline projections do not differ greatly from the observed data (0.55% 337 

as an average). In general, at annual and seasonal scale, the models tend to simulate 338 

higher temperatures than those observed, with the exception of summer and especially 339 

spring, when some climate projection baselines show lower temperatures than 340 

observed ones. Focusing on precipitation, annual projections baselines of CMCC-341 

CESM_SDSM, MPI-ESM-LR_SDSM and MPI-ESM-MR_SDSM are closer to observed 342 

precipitation levels (-29%) than other projections, while BNU-ESM_AN and CMCC-343 

CESM_AN show the largest differences with observed (around -50% less 344 

precipitation). It is clear that at both annual and seasonal scales the baselines 345 

downscaled with the SDSM method fit the observed precipitation better than those 346 

downscaled with AN method (Fig. 3). Although the downscaled GCMs chosen were the 347 

ones that a priori best fitted the observed data provided by AEMET, there are still 348 

important differences between the climate projections baselines and the observed 349 

meteorological data (especially when precipitation is considered). In order to correct 350 

these differences, a linear-scaling approach following the methodology explained by 351 

Lenderink et al. (2007) was performed. This approach was selected with a view to 352 

altering the downscaled GCMs as little as possible (Graham et al., 2007) without 353 

affecting possible trends in future climate projections and derived hydrological 354 

projections. Nevertheless, it is important to bear in mind that when the bias correction 355 

method is chosen, the selected method will also have associated uncertainties. The 356 
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approach was applied for all climate projection baselines and future projections in 357 

precipitation and maximum and minimum temperature. The bias-corrected values were 358 

introduced as meteorological input in SWAT. 359 

2.6. Methodology to evaluate the hydrological impact of the climate projections 360 

For the purpose of studying their hydrological impact, the projections have been 361 

divided into three future horizons: 2011-2040, 2041-2070 and 2071-2100, hereafter 362 

referred to as the 2030s, 2060s and 2090s, respectively. All future hydrological 363 

projections (average discharges) were compared with their baselines at annual and 364 

seasonal scales.  365 

Besides that, a study of trends for high and low flow discharge series was made 366 

following the methodology described in Zabaleta et al. (2012). To make this analysis, 367 

the duration of high and low flows and the severity of low flows were calculated (Hisdal 368 

et al., 2001; Wilson et al., 2010) and their trends analyzed. The duration is considered 369 

as the period of time (in days) with a discharge value lower than the 0.2 percentile 370 

(Q20) for low flows and higher than the 0.8 percentile (Q80) for high flows. Annual and 371 

seasonal durations were taken into consideration. The use of Q20 and Q80 percentiles 372 

diminishes the weight of extreme maximum and minimum values, which may be 373 

subject to measurement error, and provides robustness to the results obtained in the 374 

statistical analysis. Severity defines the discharge deficit (volume) below Q20 for low 375 

flow and is considered annually. Quantiles, duration, or deficit, have been used by 376 

several authors to assess low flows (Smakhtin, 2001; Ouarda et al., 2008). 377 

The Mann-Kendall nonparametric trend test (Mann, 1945; Kendall, 1975) was 378 

applied to the series calculated for these two variables. However, the series may show 379 

a significant serial correlation; when the serial correlation is positive the Mann-Kendall 380 

test tends to overestimate the significance of the trend, whereas when it is negative, 381 
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the test underestimates the probability of detecting trends. This serial correlation may 382 

therefore influence the results of the test (Douglas et al., 2000). To avoid these 383 

possible effects, before using the Mann-Kendal test the trend free pre-whitening 384 

approach developed by Yue et al. (2002) was applied to the serial data. With the Mann-385 

Kendall test it is possible to identify increasing and decreasing trends and the 386 

probability of occurrence (P) of those trends. The value of P can vary between 0 and 1, 387 

where 0 indicates that there is no probability of occurrence in the trend and 1 indicates 388 

maximum probability. The criteria suggested by the IPCC (Mastrandrea et al., 2010) in 389 

its 5th report were used to evaluate P. In this document, likelihood refers to a 390 

probabilistic assessment of some well-defined past or future outcomes. The categories 391 

defined and used in this research are: P>0.99, virtually certain trend; P>0.95, extremely 392 

probable trend; P>0.90, very probable trend and P>0.66, probable trends. Values of P 393 

below 0.66 are considered to represent non-probable trends in this work. 394 

3. Results and discussion 395 

3.1. SWAT calibration (1996-2006), validation (2007-2013) and simulation 396 

uncertainty 397 

The parameters changed in the calibration process of SWAT for the Upper 398 

Nerbioi, their value-range used in the autocalibration and the final values are shown in 399 

Table 3. These are some of the most common parameter changes usually performed in 400 

SWAT to calibrate the model (Arnold et al., 2012) and all of them were changed taking 401 

into account the catchment characteristics. The results of the calibration (1996-2006) 402 

and the validation (2007-2013) are displayed in a daily hydrograph with the observed 403 

and simulated discharge (Fig. 2). The calibration can be seen to fit the observed data 404 

well, although the peak magnitude is underestimated in some high flows. In previous 405 

works carried out with the SWAT model (daily time step) in the Basque Country, the 406 

underestimation of the peak magnitude is usual (Zabaleta et al., 2014; Peraza et al., 407 
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2015; Epelde et al., 2015; Meaurio et al., 2015). This inaccuracy may be related to the 408 

inability of the model to properly consider precipitation intensity and spatial-temporal 409 

distribution when simulating rapid hydrological responses at the daily time step (Qiu et 410 

al., 2012). 411 

In general, simulated discharge peaks fit observed data better during the 412 

validation (Fig. 2). The set of statistical indices calculated for daily discharge (Table 4) 413 

shows that the model performs satisfactorily during both, calibration and validation 414 

(Moriasi et al., 2007).  415 

Analyzing years with a low and high aridity index (AI), it is possible to assess 416 

whether the simulation is good enough to make long-term hydrologic projections and 417 

evaluate when the greatest uncertainties are found (low or high AI). The set of 418 

statistical indices (Table 4) shows that simulation performance for years with high and 419 

low AI is at least “good”, although some parameters are slightly poorer for years with 420 

high AI (more uncertainty). In addition, the set of statistical indices were also applied for 421 

the entire period (1996-2013) on a seasonal scale. It is thus possible to evaluate the 422 

model performance considering low (summer), intermediate (spring and autumn) and 423 

high (winter) flows and determining where the largest uncertainties are. Winter and 424 

spring present "good" statistical results, autumn is "at least satisfactory" and the 425 

statistical indices show that although the hydrograph seems not to fit properly in 426 

summer (low r2, NSE and RSR), the water yield is simulated correctly (low PBIAS). 427 

Note that summer discharges, being the lowest, are more vulnerable to measurement 428 

errors. Therefore, although the simulation does perform well, summer is the season 429 

associated to the highest modeling uncertainty. However, according to Moriasi et al. 430 

(2007) the values of most of the statistical indices shown in Table 4 were "good" or 431 

"very good" at monthly time step. Since these analyses were made with daily values 432 

they are considered to be at least "good". Additionally, the p-factor and r-factor 433 



18 

 

obtained with the SWAT-CUP program (the range of the parameters is shown in Table 434 

3) for calibration and validation are 0.81 and 0.41 respectively, which is considered 435 

"good" (Abbaspour et al., 2015). As a consequence, it can be said that the 436 

performance of the model is good enough for carrying out future hydrological 437 

projections with a certain degree of confidence. 438 

3.2. Assessment of the baseline hydrological projections 439 

The bias-corrected precipitation and maximum and minimum temperature for 440 

the baseline of each downscaled GCM was introduced in the calibrated and validated 441 

SWAT project. The first step was to assess how the hydrological simulations obtained 442 

for baseline (1961-2000) adjust to the ones performed using observed meteorological 443 

data (OBS_SIM) for the same period. The mean monthly discharges (m3 s-1) obtained 444 

are shown in Fig. 4. This figure shows that as in the case of precipitation, hydrological 445 

simulations obtained using the baseline climate projections downscaled with the SDSM 446 

method fit much better to OBS-SIM than those downscaled with the AN method. In fact, 447 

the adjustment for discharge series obtained using SDSM downscaling to OBS_SIM is 448 

really good in autumn (-9%) and winter (-2%) whereas in spring and summer the 449 

discharge is underestimated by about -22% and -71%, respectively. However, those 450 

differences are higher in all seasons for the discharge series obtained using the AN 451 

method; around -22% in autumn, -11% in winter, -46% in spring and -83% in summer. 452 

Therefore, it is clear that, in this case, the choice of the downscaling method is 453 

the cause of a higher uncertainty source in the obtained discharge series than the 454 

choice of the GCM itself. 455 

3.3. Hydrological impact of future climate scenarios: annual and seasonal scales 456 

(2011-2100) 457 
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 To evaluate the impact of climate change on the hydrology of the Upper Nerbioi 458 

catchment area, future hydrological projections divided into three time horizons (2030s, 459 

2060s, and 2090s) were compared with their baseline average discharge (1961-2000). 460 

The difference in average discharge (in %) is shown in Fig. 5. Focusing on the 461 

downscaling method (AN or SDSM), the hydrological projections derived from climate 462 

projections that use the AN method always show a smaller discharge decrease than 463 

those downscaled with SDSM (with the exception of CMCC_CESM_AN_R85). 464 

Considering that climate projections obtained with the SDSM downscaling method fit 465 

better to OBS_SIM series data for the baseline period, it seems more reasonable to 466 

consider those hydrological projections derived from SDSM downscaled series. 467 

It is also important to compare the two different RCPs because, one would 468 

expect that the difference between the 2060s and 2090s for the projections with RCP 469 

4.5 would be minimal, while for 8.5 the difference would continue to increase. Indeed, if 470 

the projections of CMCC-CESM are not considered, the difference in discharge at 471 

annual scale between the baseline and the projections with RCP 4.5 is -6% for the 472 

2030s, -8% for the 2060s and -9% for the 2090s, while for RCP 8.5 it is -13% for the 473 

2030s; -15% for the 2060s and -20% for the 2090s. In the RCP 4.5 scenario, the 474 

seasonal decrease of discharge throughout the century is lower. In some seasons, as 475 

in summer, a stabilization of the discharge can be observed, and in others (e.g. 476 

autumn) the increase in the average flow in the 2090s almost compensates for the 477 

decreases observed during the 2060s. This is not the case for the RCP 8.5 scenario 478 

where discharge continues to decrease until the end of the century. 479 

Undeniably CMCC_CESM_AN_R85 is most noteworthy because it projects 480 

higher discharge than the baseline. CMCC_CESM_SDSM_R85 decreases respect to 481 

the baseline, but as it happens with CMCC_CESM_AN_R85 the discharge increases 482 

throughout the century. The results for this GCM were analysed separately due to 483 
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those different trends shown. Fig. 6 shows the difference (%) between CMCC-484 

CESM_AN_R85 and CMCC-CESM_SDSM_R85 future discharges with regard to their 485 

baseline on a seasonal and annual scale. In order to compare not only the trends but 486 

also the discharge, in terms of illustrative average flow for each period, the average 487 

discharge for each time horizon considered is also displayed in Fig. 6. These are the 488 

two projections that simulate highest discharge at annual scale as well as at seasonal 489 

scale.  490 

As discussed above, the downscaling method and the selection of RCP have a strong 491 

influence on the results. The projections were therefore classified taking into 492 

consideration the downscaling method (AN or SDSM) and the scenarios (RCP 4.5 or 493 

RCP 8.5) (Fig. 7), analysed in four different groups (with the exception of the CMCC-494 

CESM projections). Thus, the results are an ensemble of projections but it is possible 495 

to analyse differences between these factors (downscaling method and RCP). At 496 

annual scale, and for the end of the century (2090s), discharge decreases by -9% and -497 

20% for RCP 4.5 and RCP 8.5 scenarios, respectively, with little differences between 498 

downscaling methods. These results are consistent with most of the studies carried out 499 

in the Atlantic region of France and in the North of the Iberian Peninsula (Table 1). 500 

However, focusing on the seasonal changes, significant differences can be found 501 

depending on the use of the downscaling method. Summer is the season when the 502 

greatest differences can be observed; slightly increasing (<5% for 2090s) for climate 503 

projections derived from AN downscaling, and clearly decreasing (-15 to -25% for 504 

2090s) for SDSM-derived ones. The AN downscaling method simulated considerably 505 

less discharge than the SDSM downscaling method. Hence, the difference decreases 506 

between baseline and future projections are bigger for the SDSM method, although the 507 

projections downscaled with SDSM (independent of RCP) always projected more 508 

discharge than those downscaled with the AN method (Fig. 7). In other seasons 509 

(autumn, winter and spring), discharge decreased regardless of the method chosen, 510 
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with higher changes when using the AN method in autumn and smaller changes in 511 

spring. The results obtained using different downscaling methods are most similar in 512 

winter. This is the season that has most weight in the annual discharge, hence its effect 513 

can be observed at annual scale. Considering all the models, autumn is the season 514 

with the most significant discharge decrease (-17%) followed by spring (-16%), winter (-515 

11%), and summer (-7%) for 2090s. These results are slightly different from previous 516 

studies undertaken in the Atlantic region of France and the north of the Iberian 517 

Peninsula (Table 1). In most of the research works carried out in these areas the 518 

highest discharge decreases occur in summer, and depending on the study are 519 

followed by autumn or spring (Table 1). In the present study, considering the average 520 

value, summer is not the most affected season in percentage. This could be explained 521 

by the influence of the projections downscaled with the AN method (Fig. 7).  522 

Fig. 8 is an ensemble showing a combination of the 16 hydrological projections 523 

analysed (average of the mean monthly discharge (m3 s-1) represented in a 524 

hydrological year) and their evolution over time measured at the 3 time horizons 525 

(2030s, 2060s and 2090s). In order to consider all the discharge predictions obtained, 526 

the projections were not divided based on the downscaling method or the RCP. The 527 

highest discharge values represent the maximum value of the mean monthly discharge 528 

of all of the projections, while the lowest values represent the minimum ones. The 529 

possible discharge range is the highest in winter and autumn. In these seasons the 530 

possible mean discharge may vary by 4 m3 s-1. In spring the discharge may range 531 

between 1 and 2.1 m3 s-1, while the range in summer may be the lowest: between 0.1 532 

and 0.3 m3 s-1. In spring, summer and the beginning of autumn, the projected discharge 533 

is always lower than the OBS_SIM. However, the results for spring and summer have 534 

to be considered with special care because, as discussed previously, the baseline of 535 

the hydrological projections are underestimated and it is therefore probable that a 536 

similar phenomenon happens in the case of future projections. With regard to the 537 
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evolution of the discharge over the century, the projected lowest discharge decreases 538 

from the 2030s to the 2090s. The projected highest discharges show the same trend in 539 

spring and summer, whereas they may even increase in autumn and winter. 540 

3.4. Evaluation of trends in duration and severity of extreme flows  541 

The results obtained from trend analysis carried out for the duration of extreme 542 

flows are shown in Table 5 and Fig. 9. This analysis has been made for the reference 543 

period 1961-2000 (Table 5) and the future periods 2011-2040, 2011-2070 and 2011-544 

2100 (Fig. 9). However, the most significant trends appear in the longest period (2011-545 

2100) and hence, these are the results considered in this study. 546 

Analysing the duration (in days) of low flows (<Q20) from 1961 to 2000 (Table 547 

5), the discharge simulated for the reference period (OBS_SIM) does not show any 548 

significant annual trend. At seasonal scale, a significant trend is only detected in spring 549 

when the low flow duration shows a "probable" upward trend. However, some of the 550 

discharge series simulated using the nine climate baselines, show significant trends; an 551 

increase at annual scale and, depending on the GCM considered, an increase or 552 

decrease in spring, summer and autumn (Table 5).  553 

In the evaluation of future low flow duration (2011-2100; Fig. 9), a general 554 

increasing trend can be observed, although, there are a few decreasing trends. In 555 

spring and autumn upward trends predominate. In spring the number of projections 556 

with significant increasing trends is higher under RCP 8.5 than in RCP 4.5. On the 557 

contrary, in autumn this number is lower. Summer present random significant trends 558 

mostly under RCP 8.5, that in general tend to be positive. There are few projections 559 

with significant trends in winter, therefore, is not possible to obtain clear conclusions for 560 

this season. 561 
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OBS_SIM displays decreasing annual and seasonal trends for high flow 562 

duration (above Q80). Annually, the decreasing trend is "extremely probable", on 563 

summer is “very probable” and in autumn, winter and spring is “probable” (Table 5). 564 

The high flow durations obtained using climate baselines, in general do not show 565 

significant trends. However, the most significant trends are for the model BNU-ESM 566 

showing “very probable” to “virtually certain” decreasing trends annually and for 567 

autumn.  568 

The high flow duration (Q80) for future projections (2011-2100) show significant 569 

trends annually and in autumn, however, there are as many increasing as decreasing 570 

trends (Fig. 9). In spring there are few projections with significant trends being most of 571 

them increasing. In winter under RCP 8.5 a general decreasing trend predominates. In 572 

summer a change in general trend can be observed form RCP 4.5 to RCP 8.5: under 573 

RCP 4.5 decreasing trends prevail, while under RCP 8.5 are mostly increasing.  574 

Zabaleta et al. (2012) identified hydrological signs in the catchments of the 575 

Basque Country. They used observed daily discharge values in different periods and 576 

catchments (regional context). The longest analysed period in their research is 34 577 

years (1973-2007). Although this period does not coincide in time with the reference 578 

period used in this work (1961-2000), similarity in the increasing trends of duration of 579 

low flows (Q20) can be observed. The authors attributed these trends to hydrological 580 

signs of climate change. 581 

Understanding the lower part of the projected hydrographs is essential for an 582 

assessment of impact on freshwater ecosystems. Therefore, besides knowing the trend 583 

of the number of days with high (above Q80) and low (below Q20) flows, it is also 584 

important to know the volumetric deficit (severity) trend, especially for low flows. The 585 

OBS_SIM (1961-2000) low flow deficit does not display any significant trend. Most of 586 
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the baselines do not show significant trends, nevertheless, the few of them where trend 587 

is detected, predict an increase in severity. 588 

For 2011-2100 there are significant trends in most of the projected simulations 589 

for severity. However, these trends are opposite from each other and cannot be related 590 

to the use of given GCMs, downscaling methods or RCP scenarios. As a consequence, 591 

severity showed very high uncertainty in future hydrologic projection in the Upper 592 

Nerbioi catchment. 593 

4. Conclusions 594 

In this study, to assess future climate change effects (up to year 2100) on the 595 

hydrological response of the Upper Nerbioi catchment,16 climate projections combining 596 

five GCMs (ACCESS1-0, BNU-ESM, MPI-ESM-RL, MPI-ESM-MR, CMCC-CESM), two 597 

downscaling methods (AEMET analogues -AN- and Statistical Downscaling Method -598 

SDSM-) and two Representative Concentration Pathways (RCP 4.5 and RCP 8.5) were 599 

considered. Hydrological simulation was performed using the SWAT model achieving 600 

satisfactory results for the calibration and validation periods (1996-2013).  601 

Different sources of uncertainties are involved in the hydrologic projections (GCM, 602 

downscaling method, RCP, hydrological model). Some conclusions can be drawn from 603 

the obtained results even if the quantification of the uncertainties lies outside the scope 604 

of this study. The considerable difference between the baselines of the climate models 605 

(1961-2000) and the observed meteorological data (the models generally simulate less 606 

rainfall, especially in spring and summer) evidences the uncertainty involved for the 607 

studied area in the results of the GCMs. 608 

However, downscaling method used resulted in a higher source of uncertainty than 609 

GCM itself. When simulated discharges for the baselines of all climate projections were 610 

compared with the discharge obtained from a simulation made with the observed 611 
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meteorological data (OBS_SIM; 1961-2000), the comparison shows that the GCMs 612 

downscaled with the SDSM method achieve a much better adjustment than those 613 

downscaled with the AEMET analogues (AN). Nevertheless, they all underestimate the 614 

discharge amount. Those uncertainties inherent to the methods used at all the levels 615 

do not affect the results equally along the year. The seasons with most variable results, 616 

and so, the ones for which it is the most difficult to draw a clear conclusion, are spring 617 

and especially summer, for which future discharges could either increase or decrease 618 

depending on the downscaling method.  619 

From results obtained from four of the analysed GCMs, ACCESS1-0, BNU-ESM, 620 

MPI-ESM-RL and MPI-ESM-MR, it can be said that discharge would decrease with 621 

respect to the baseline at annual scale. This conclusion is consistent with the trends 622 

obtained in the Atlantic region, mostly in France and the Iberian Peninsula (c, d; Table 623 

1). The spatially most homogeneous result from Table 1 is the decrease in summer 624 

projections for the entire Atlantic region. However, summer is the season that most 625 

discrepancies show in the study area; the projections downscaled with the AN method 626 

projected around 5% more discharge for the 2090s than for the baseline whereas 627 

SDSM projects -15 to -25% less discharge (Fig 7). In fact, the seasons that predict the 628 

largest decrease in discharge in the study area are autumn and spring (around -16 % 629 

for 2090s). These downwards trends are also detected in the Atlantic region of France 630 

and the Iberian Peninsula, although, they are not so strong. The lowest decrease as it 631 

happens in other zones of the Atlantic region, is projected for winter.  632 

For the ensemble of the 16 hydrological projections analysed in the three horizons, 633 

the widest range between the monthly highest and lowest discharge values would 634 

occur in winter and autumn (around 3-5 m3 s-1) followed by spring (between 0.1-2 m3 s-635 

1) while the narrowest one would be in summer (between 0.1-0.3 m3 s-1). For spring, 636 

summer and the beginning of autumn, simulated discharge is always below the 637 
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OBS_SIM. In addition, a general decrease on the duration of Q20 is predicted which is 638 

a drawback for the achievement of the environmental objectives of the European Water 639 

Framework Directive (WFD).  640 

This study was focused in the transition area of the Atlantic region, where climate 641 

projections have a high associated uncertainty and the number of research works on 642 

hydrological impacts of climate change is scarce (Table 1). The results obtained show 643 

the need to consider a wide range of climate projections focusing not only on annual 644 

values but also on seasonal variation of discharge. This enables a better approximation 645 

of future distribution of freshwater resources. This approximation, together with the 646 

consideration of the extremes of the hydrograph in the analysis, highlighted the need to 647 

better understand the lower part of the hydrograph, where the related uncertainties are 648 

high. This would allow for better planning of future measures in terms of water quantity 649 

and quality in catchments of the Atlantic region (Bay of Biscay).  650 
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Table 1. Summary of research works carried out in the Atlantic region (IPCC, 2007) on 1060 

the hydrological impact of climate change considering the following information: Work 1061 

reference (Ref.), location, climatic model, hydrological model (Hydro. Model), 1062 

Downscaling method (Down.) and Scenario (Scen.). “D” stands for Dynamic, “S” Static, 1063 

“pf” peak flow and “lf” low flow. Results are given in % of the discharge variation with 1064 

regard to the discharge simulated for the baseline in annual and seasonal basis for the 1065 

decades of the 40s, 70s and 100s. References: (a) Belgium and Netherlands; (b) 1066 

United Kingdom; (c) France; (d) Iberian Peninsula; 1: Szêpszô et al., 2014; 2: Tavakoli 1067 

et al., 2014; 3: Arnell, 2004; 4: Diaz-Nieto and Wilby, 2005; 5: Fowler and Kilsby, 2007; 1068 

6: Steele-Dunne et al., 2008; 7: Cloke et al., 2010; 8: Arnell, 2011; 9: Bastola et al., 1069 

2011; 10: Prudhomme et al., 2012; 11: Charlton and Arnell., 2014; 12: Caballero et al., 1070 

2007; 13: Boé et al., 2009; 14: Ducharne et al., 2010; 15: Chauveau et al., 2013; 16: 1071 

Habets et al., 2013; 17: Da Cunha et al., 2007; 18: CEDEX 2010; 19: Arias, 2013; 20: 1072 

Carvalho-Santos et al., 2015. 1073 
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1083 

REF. LOCATION CLIMATIC 
MODEL 

HYDRO. 
MODEL DOWN. SCEN. ANNUAL AUTUMN WINTER SPRING SUMMER 

40 70 100 40 70 100 40 70 100 40 70 100 40 70 100 

1 (a) Rhine and Upper 
Danube  

ECCONET EU 
FP7, CMIP3 HBV134, COSERO D A1B    ↑   ↑10- 

↓10      0-↓20   

2 (a) Grote Nete 
Belgium CCI-HYDR WetSpa S 

High, 
med. & 

low 
 ↑75pf 

↓4.7lf              

3 (b) Britain UKCIP02. - - A2 ↑10      ↑      ↓30   

4 (b) Thames, England UKCIP02. 
HadRM3H CATCHMOD S 

A2 ↓7 ↓8 ↓3 ↓8 ↓22 ↓14 ↓1 ↓5 ↑21 ↓12 ↓1 ↓11 ↓6 ↓6 ↓7 
B2 ↑21 ↓6 ↓3 ↑10 ↓22 ↓20 ↑11 ↑12 ↑12 ↑3 ↓7 - ↑11 ↓7 ↓3 

5 (b) 8 in NW England UKCIP02. 
HadRM3H ADM D A2 ↓4 ↓10 ↓16 ↓2 ↓1 ↓1 ↑6 ↑11 ↑15 ↓7 ↓15 ↓25 ↓15 ↓34 ↓54 

6 (b) 9 Irish 
catchments ECHAM5 HBV-Light D A1B  ↑20-

↓20   ↑20-
↓5   ↑10-

↓40   ↑10-
↓50   ↓20-

↓65  

7 (b) Medway, 
England 

UKCP09 
HadRM3 CATCHMOD D A1B    ↓5-

↓15 
↑10-
↓20 

↑10-
↓30 

↓10-
↓20 

↓20-
↓30 

↓38-
↓50 

↓5-
↓20 

↓20-
↓35 

↓40-
↓50 

↓5-
↓15 

↓20-
↓30 

↓50-
↓55 

8(b) 6 in UK QUEST-GSI 
CMIP3 Cat-PDM S ↑2°C              ↑20-

↓40  

9(b) 4 Irish  CMIP3 TOPMODEL, NAM, 
HYMOD - A2 

B2 ↓3 ↓9 ↓8 ↓1 ↑1 ↑3 ↑1 ↓3 ↓3 - ↓15 ↓13 ↓14 ↓20 ↓19 

10(b) UK UKCP09 
HadRM3 CERF D A1B     ↑60-

↓80   ↑40-
↓20   ↓40   ↑20-

↓80  

11(b) 6 in England UKCP09 Cat-PDM S & D 
B1 

A1B 
A1FI 

↑15-
↓25 

↑15-
↓38 

↑20-
↓40             

12(c) Adour-Garonne  CMIP2 SAFRAN-ISBA-
MODCOU (SIM) D B2     ↓   ↑   ↓   ↓11  

13(c) W France CMIP3 SAFRAN-ISBA-
MODCOU (SIM) S   ↓20   ↓30   ↓20   ↓30   ↓30  

14(c) Seine and 
Somme, France 

RExHySS 
SAFRAN 

MODCOU, SIM, 
CLSM, EROS / 

GARDENIA, GR4J 
S & D   ↓28              

15(c) NW France RExHySS 
CMIP3 Isba-Modcou, GR4J S A1B  ↓10-

↓60   ↓   ↓   ↓   ↓  

16(c) Seine and 
Somme, France 

RExHySS 
CMIP3 

CLSM, EROS, 
GARDENIA, GR4, 

MARTHE, 
MODCOU, SIM 

S & D A1B 
A2  ↓20 ↓30     0 ↓15     ↓30 ↓40 

17 (d) North Douro,  HadCM3 TEMEZ - 323 ppmv 
CO2 

↓10 ↓20  ↓10 ↓35  ↑20   ↓17 ↓22  ↓30   
HadRM2 D   ↑20   ↓35   ↑37      ↓65 

18(d) Cantabrian 
region IPCC, AR3 SIMPA S & D 

A2 ↓13 ↓16 ↓29 ↓10   ↓10   ↓12   ↓34   
B2 ↓10 ↓16 ↓17 ↓8   ↓4   ↓11   ↓35   

19 (d) NW Iberian 
Peninsula ENSEMBLES SWAT - A1B     ↓10-

↓25 
↓10-
↓25  ↓10-

↓30 
↓5-
↓20  ↓10-

↓30 
↓15-
↓35  ↓18-

↓35 
↓15-
↓38 

20 (d) Vez (Portugal) CMIP5 SWAT S RCP 4.5 ↓6 ↓13  0 ↓6  ↑2 ↑3  ↓9 ↓614  ↓17 ↓35  
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Table 2. Overview of the General Circulation Models (GCMs) used in the present 1084 

study, the institution in which they were developed, the country, the downscaling 1085 

methods used for each GCM, the Representative Concentration Pathway (RCP) and 1086 

the name given to each climate projection (2011-2100). Note that the name of the 1087 

baseline projections (1961-2000) follows the same system but without an RCP. 1088 

GCM name Institution Country Downscaling method RCP Climatic projection name 

ACCESS1-0 CSIRO-BOM Australia AEMET analog 
4.5 ACCESS1-0_AN_R45 
8.5 ACCESS1-0_AN_R85 

BNU-ESM College of Global Change and Earth 
System Science China 

AEMET analog 
4.5 BNU-ESM_AN_R45 
8.5 BNU-ESM_AN_R85 

SDSM 
4.5 BNU-ESM_SDSM_R45 
8.5 BNU-ESM_SDSM_R85 

CMCC-CESM Centro Euro-Mediterraneo per I 
Cambiamenti Climatici Italy 

AEMET analog 8.5 CMCC-CESM_AN_R85 
SDSM 8.5 CMCC-CESM_SDSM_R85 

MPI-ESM-LR Max-Planck-Institut für Meteorologie Germany 
AEMET analog 

4.5 MPI-ESM-LR_AN_R45 
8.5 MPI-ESM-LR_AN_R85 

SDSM 
4.5 MPI-ESM-LR_SDSM_R45 
8.5 MPI-ESM-LR_SDSM_R85 

MPI-ESM-MR Max-Planck-Institut für Meteorologie Germany 
AEMET analog 

4.5 MPI-ESM-MR_AN_R45 
8.5 MPI-ESM-MR_AN_R85 

SDSM 
4.5 MPI-ESM-MR_SDSM_R45 
8.5 MPI-ESM-MR_SDSM_R85 

 1089 

  1090 
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Table 3. Most sensitive parameters (ranked from 1 the most sensitive and 13 the less 1091 

sensitive) in the Upper Nerbioi River catchment, their description, the range used for 1092 

the autocalibration (p-factor 0.81 and r-factor 0.41) and the best value. 1093 

Change 
type 

Variable 
name 

Description Range Best value 

r CN2 Curve number -0.2-+0.2 -0.07 

v ESCO Soil evaporation compensation factor 0.77-0.86 0.83 

v GWQMN Depth of water in the shallow aquifer required for return flow to occur 614-655 625.36 

r SOL_AWC Available water capacity 0.1-0.5 0.48 

v EPCO Plant uptake compensation factor 0.8-0.95 0.87 

v REVAPMN Threshold water in shallow aquifer 768-900 892.21 

v CH_K2 Main channel conductivity 10-44 38.66 

v ALPHA_BF Base flow alpha factor 0.6-0.9 0.77 

v SURLAG Surface runnoff lag coefficient 0.5-2.5 1.32 

v SMTMP Snow melt base temperature (ºC) 3-9 4.77 

v GW_DELAY Delay time for aquifer recharge 1-20 1.4 

v SFTMP Snowfall temperature (ºC) 0.39-1.5 0.62 

v GW_REVAP Groundwater “revap” coefficient 0.017-0.04 0.026 
“v” means the default parameter is replaced by a given value; “r” means the existing parameter value is changed 1094 

relatively 1095 

  1096 
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Table 4. Values obtained for the statistical indices used in the evaluation of the SWAT 1097 

model performance at daily time-step. Seasonal statistical values are calculated for the 1098 

1996-2013 period.  1099 

  DISCHARGE 

 Scale NSE r2 slope/int. PBIAS RSR 

CALIBRATION 1996-2006 0.63 0.68 0.85/0.35 -1.00 0.61 

VALIDATION 2007-2013 0.75 0.77 0.91/0.24 0.17 0.50 

HIGH AI 2010-2012 0.67 0.76 1.02/0.16 -10.51 0.58 

LOW AI 2003-2005 0.74 0.76 1.01/0.16 -5.16 0.51 

ALL 1996-2013 1996-2013 0.69 0.72 0.89/0.3 -0.51 0.56 

WINTER 0.66 0.68 0.81/0.62 6.26 0.58 

SPRING 0.74 0.76 0.87/0.1 17.74 0.51 

SUMMER 0.29 0.40 0.61/0.06 12.23 0.84 

AUTUMN 0.61 0.72 0.98/0.77 -26.78 0.63 

* According to Moriasi et al., (2007) the discharge simulation is satisfactory at monthly time step when the 1100 
NSE > 0.5, r2 > 0.5, RSR ≤ 0.7, and PBIAS < 25%. The best value for slope is 1 and 0 for intercept (Arnold 1101 
et al., 2012).  1102 
 1103 

  1104 
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Table 5. Sign (+ or -) and probability of occurrence (P) of the annual and seasonal 1105 

trends detected for the duration (days) of the period below Q20 and above Q80 1106 

between 1961 and 2000. Trends with a P higher than 0.66 are represented in bold; 1107 

positive values are italicised. 1108 

  

OBS_SIM 
ACCESS1-

0_AN 
BNU-

ESM_AN 
BNU-

ESM_SDSM 
MPI-ESM-

RL_AN 
MPI-ESM-
RL_SDSM 

MPI-ESM-
MR_AN 

MPI-ESM-
MR_SDSM 

CMCC-
CESM_AN 

CMCC-
CESM_SDSM 

Q
20

 

YEAR 0.39 0.58 0.34 0.91 -0.45 0.73 -0.45 0.50 0.93 0.34 

AUTUMN -0.52 0.26 -0.08 0.37 -0.06 0.47 -0.99 0.04 0.65 0.96 

WINTER 0.61 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

SPRING 0.86 0.08 0.68 0.16 0.47 0.73 -0.40 -0.81 -0.64 -0.05 

SUMMER 0.32 -0.21 0.52 0.85 -0.78 0.45 0.41 0.81 -0.64 -0.41 

Q
80

 

YEAR -0.99 -0.17 -0.91 -0.90 0.02 0.02 0.32 0.47 0.37 0.34 

AUTUMN -0.75 0.50 -0.98 -1.00 -0.75 -0.50 0.25 0.71 -0.62 -0.52 

WINTER -0.68 -0.76 0.49 0.63 0.76 0.62 -0.28 -0.49 -0.62 0.53 

SPRING -0.74 -0.64 0.00 -0.48 -0.42 0.37 0.65 0.37 0.77 0.39 

SUMMER -0.91 0.00 -0.84 -0.85 0.00 0.09 0.00 0.00 -0.35 0.00 

 1109 

  1110 
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 1111 

Fig. 1. Atlantic region area as described by the IPCC (2007). The location of the 1112 

research works summarized in Table 1 is represented in by numbers. The italicised 1113 

numbers in bold refer to works carried out in more than two catchments. Location of the 1114 

Upper Nerbioi in this context and a map of river catchment with hydro-meteorological 1115 

stations settings are also included. 1116 

 1117 

Fig. 2. Daily observed (OBS) and simulated (SIM) discharge for both the calibration 1118 

(1996-2006) and the validation (2007-2013) periods, and the precipitation (PCP) 1119 

observed in Amurrio station (AEMET 1060). 1120 
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 1121 

Fig. 3. Difference between observed meteorological parameters; precipitation (PCP) 1122 

and average temperature (TMEAN) and climate baselines (1961-2000) before applying 1123 

bias correction at annual and seasonal scales.  1124 

 1125 

Fig. 4. Monthly mean discharge (m3 s-1) from 1961 to 2000 obtained from the 1126 

hydrological simulation with observed meteorological data (OBS_SIM) and from the 1127 

hydrological simulation with the downscaled GCMs baselines.  1128 
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 1129 

Fig. 5. Annual discharge difference (%) between the 16 hydrological projections and its 1130 

respective baseline simulations, divided into three 30-year horizons (2030s, 2060s, 1131 

2090s). 1132 

 1133 

Fig. 6. Seasonal discharge difference (%) between CMCC_CESM_AN_R85 and 1134 

CMCC_CESM_SDSM_R85 hydrological projections and their respective baselines 1135 

divided into three 30-year horizons (2030s, 2060s, 2090s). In addition, the mean 1136 

annual and seasonal discharge (m3s-1) is indicated in each bar. 1137 
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 1138 

Fig. 7. Annual and seasonal discharge difference (%) between hydrological projections 1139 

and their respective baselines grouped by downscaling method and RCP. The figure 1140 

shows the mean difference between: 1141 

- ACCES1-0_AN_R45, BNU-ESM_AN_R45, MPI-ESM-MR_AN_R45 and MPI-1142 

ESM-RL_AN_R45, represented as AN_R45. 1143 

- BNU-ESM_SDSM_R45, MPI-ESM-MR_SDSM_R45 and MPI-ESM-1144 

RL_SDSM_R45, represented as SDSM_R45. 1145 

- ACCES1-0_AN_R85, BNU-ESM_AN_R85, MPI-ESM-MR_AN_R85 and MPI-1146 

ESM-RL_AN_R85, represented as AN_R85. 1147 

- BNU-ESM_SDSM_R85, MPI-ESM-MR_SDSM_R85 and MPI-ESM-1148 

RL_SDSM_R85, represented as SDSM_R85. 1149 

The results are divided into 3 horizons (2030s, 2060s, 2090s). In addition, the mean 1150 

annual and seasonal discharge (m3 s-1) is indicated in each bar. 1151 
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 1152 

Fig. 8. Mean monthly discharge (m3 s-1) simulated with 16 climate projections. The 1153 

highest discharge values represent the maximum value of the mean monthly discharge 1154 

of all the projections by month, while the lowest values represent the minimum. The 1155 

results are divided into three 30-year horizons (2030s, 2060s, 2090s). The grey colour 1156 

represents the range of possible discharge values and the observed mean monthly 1157 

discharge (1961-2000) is shown (OBS_SIM).  1158 

 1159 

 1160 

Fig. 9. Trends for low flow (Q20) duration and high flow (Q80) duration displayed at 1161 

annual and seasonal scales for the 2011-2100 period. The projections under 1162 

Representative Concentration Pathway 4.5 (RCP 4.5) and 8.5 (RCP 8.5) are displayed 1163 

separately. Only values with a probability of occurrence higher than 0.66 are shown.  1164 
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