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Batch-level GANs to promote dialogue
response variety

Asier Lopez Zorrilla, Alain Vazquez and M. Inés Torres

Abstract Exploiting large pretrained transformers has become one of the most
popular approaches for dialogue modelling. Nonetheless, due to their lack of ro-
bustness and explainability, we believe it is necessary to keep exploring alternative
methodologies. In this work, we focus on Generative Adversarial Networks (GANs)
for open-domain dialogue generation. In particular, we extend the idea of conven-
tional GAN discriminators, which operate at a single response level, to the batch
level. Our proposed discriminator evaluates how human a set of responses are for
the corresponding dialogue contexts. We show that batch-level GANs outperform
response-level GANs and a MLE baseline in terms of variability, without hurting
the semantic coherence, according to our metrics. We believe that our proposal
could benefit future work in GAN-related research, as well as other Al systems
that employ discriminators.

1 Introduction

Large pretrained language models such as GPT-2 [5], BERT [8], and more recently
GPT-3 [4] or PaLM [7], have surely supposed an important milestone in Natu-
ral Language Processing (NLP). They allow to achieve state-of-the-art (SOTA) re-
sults (or close to them) in many NLP tasks, including dialogue generation [20],
by only fine-tuning the models with domain-specific data [39, 1], or even without
re-training them at all [29]. This approach is very attractive for researchers and
developers, because it allows building fully operational systems without having
to worry too much about hyper-parameter or architectural choices. Furthermore,
similar pretrained models have also proven successful in other Artificial Intelli-
gence areas, such as Audio or Image Processing [6, 46]. Nonetheless, there is an in-
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creasing concern in the research community regarding the overuse of such models,
since the decisions they make are hardly explainable and not always robust [53, 12].
Thus, we believe it is necessary to keep exploring alternative NLP methodologies
which could potentially avoid such issues and/or complement current SOTA mod-
els.

In this work, we focus on Generative Adversarial Networks (GANs) [11] for
open-domain dialogue generation. The learning methodology for GANs involves
training two neural networks, a generator and a discriminator, in an adversarial
fashion. The generator tries to learn a data distribution while the discriminator
learns whether a given sample corresponds to the training data or has been gener-
ated by the generator. In the context of dialogue systems, the generator produces
a response given the dialogue context, whereas the discriminator acts as a kind of
automatic Turing Test. It is noteworthy that more modern approaches to NLP, such
as BERT, also include a discriminator as part of their neural network, which has
proven to be very beneficial to both Question Answering and Natural Language
Inference tasks. GPT-2-based dialogue models often make use of such a feature too
[50, 14, 37]. Thus, we believe that systems based on these transformers should also
benefit from novel GAN/discriminator ideas such as the ones we propose next.

GANs were initially employed in this area in order to alleviate the lack of gen-
eration variability of sequence-to-sequence neural network models [49, 43, 42, 21].
Such neural models have usually been learnt from corpora composed of dialogue
context-response pairs, via Supervised Learning minimising the token-level cross-
entropy loss, a method often called MLE [49]. In this framework, the neural net-
work is trained to minimise a distance between the generated response and the
desired one. One reason why this methodology frequently yields models that tend
to generate dull and safe responses is that it does not take into account the one-to-
many property of conversational input-output pairs [47]. Conversely, GANs allow
many correct outputs for the same input, which is very convenient for dialogue
generation [22, 44, 47]. In this case, the discriminator may judge many responses
as valid given the same context.

However, there are still limitations in the way such discriminators operate. To
the best of our knowledge, almost every discriminator in related works operates
at the response-level [52, 26, 15, 38, 32, 31]. This is, they evaluate how appropriate
a single response is given a dialogue context. We propose to provide the discrim-
inators with a wider view of the generator’s behaviour. We name our proposal
batch-level discriminators. They evaluate a set of responses given a set of dialogue
contexts. Thus, they are less likely to be fooled by complex yet repetitive or not
very informative responses.

The rest of the paper is organised as follows. Section 2 presents related works.
We provide details about the GAN framework in Section 3. We present our batch-
level GAN in Section 4, and we show that they outperform both the MLE baseline
and the response-level GAN in our experiments, in Sections 5 and 6. Last, we end
with some concluding remarks in Section 7.
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2 Related work

Increasing the variety of neural dialogue models. The lack of variety and the
non-informativeness of neural dialogue models have been tackled in several ways,
apart from GANs and the aforementioned systems based on pretrained transform-
ers. One family of solutions propose modifying the training objective to avoid the
limitations of MLE. Among others, MMI-based objective functions [21], bag-of-
words losses [55], frequency-aware losses [16], negative training [23], and back-
ward reasoning [25] have been explored.

Another hypothesis of why sequence-to-sequence models end up producing
generic and dull responses holds that the dialogue history alone might not be suf-
ficient for producing informative responses. To alleviate this, additional informa-
tion about the topic of the conversation can be included in the models [51, 45],
Wikipedia or similar sources can be read to condition the response generation [10],
and Internet search queries can be learnt and responses generated based on the
search results [18].

Dialogue-generating GANs. The first works on dialogue-generating GANs
were motivated by [52], which proposed a Reinforcement Learning-based ap-
proach to train text-based GANSs. Specifically, [22] were one of the first to use
GANs to develop dialogue models. Then, many others tried to improve on this
baseline. [26] propose to use discriminators that rank input-output pairs, instead
of solely performing a real/fake binary classification. [44] extend the generator to
allow multi-turn dialogue generation, using a hierarchical Recurrent Neural Net-
work (RNN). [15] propose an extension of the REINFORCE-based objective func-
tion to regularise the generative model. [38] show how to leverage the novel Cas-
cade GANs to model the relations between sentences with Graph Convolutional
Networks. Last, [47] present step-GANs, which allow different rewards for each
generated token. Similarly, [32] presented a non-RL-based approach to train dia-
logue GANSs, which also produces different gradients for each token.

Batch-level GANSs. Batch or minibatch discrimination was first proposed by
[40], even if in a very different form than our proposal. They compute/learn a set
of handcrafted batch-level statistics and include it in a layer at the end of the dis-
criminator. [17] propose a similar strategy; to compute the standard deviation of
input features and feed it to the last discriminator layer. However, these two dis-
criminators still work over single samples, rather than batches. Closer to our GAN
architecture, [35] present a permutation-invariant discriminator architecture that
processes sets of instances. They propose to train their discriminator with mixed
batches of real and fake samples, and to predict the ratio of real instances. These
works show the potential of batch-level discrimination in the image generation
task. Nonetheless, we are not aware of any similar work for dialogue-related tasks.
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3 The GAN framework

The methodology to train a dialogue system in the GAN framework involves iter-
atively updating the generator and the discriminator. The generator is trained to
fool the discriminator and make it predict that its responses are human-like, and
in contrast the discriminator is trained to distinguish between human and bot re-
sponses. In most Al areas, this is done with two optimisation procedures: 1) the
discriminator is trained to discriminate between samples generated by the gener-
ator and sampled from a corpus; and 2) the generator is trained to minimise the
output of the discriminator. This process is illustrated in Figure 1.

Discriminator loss ___ Discriminator output ----.___

T 4 update T

! discriminator

Discriminator < Discriminatora
or update
Random input + Random input + Random input + generator
Real response Generated response Generated response
Corpus Generator 6 Corpus ‘ Generator ‘ (
Random input Random input
(a) Optimisation of the discriminator. (b) Optimisation of the generator.

Fig. 1: Main two steps for the GAN optimisation procedure. The lock indicates when
the parameters of the networks are frozen.

Additionally and specifically for the dialogue task, a third optimisation step is
usually introduced in order to make the whole optimisation process more stable
[22, 15]. It consists in performing a MLE of the parameters of the generator to
predict the response in the corpus, as represented in Figure 2.

Fig. 2 MLE of the parameters Generator MLE loss
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Baseline Discriminator. We compare the proposed batch-level discriminator
(see Section 4) with a baseline discriminator. The typical task attributed to discrim-
inators is to judge how natural or human a response is given the dialogue history.
Our baseline discriminator is composed of two deep bidirectional LSTM. One is
devoted to processing the dialogue history x, and the other one, is the response



Batch-level GANSs to promote dialogue response variety 5

r. Both x and r integer sequences are converted to word vector sequences via a
word vector matrix W. Then, encoder outputs are concatenated and processed by
a standard MLP. This outputs a scalar between 0 and 1 (using a sigmoid activa-
tion function), which indicates the probability of r being produced by a bot. In
other words, it should output values closer to 0 if 7 was present in the corpus, and
closer to 1 otherwise. During training, the discriminator’s parameters are updated
to minimise a binary cross-entropy loss:

1

Lp= —
|%p

Y —ll-loga+(1—1)-log(l—a), (1)
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where %p is a batch composed of tuples of input utterances x, responses r and
boolean labels / indicating if r was sampled from the corpus (/ = 0) or generated
by the generator (/ = 1), and a the output of the network given x and r.

Generator: MLE training. In the GAN framework for dialogue, the generator
is in charge of generating the system or bot’s response given the dialogue history.
In our experiments, we restrict the dialogue history to the last turn, because we
found it challenging enough to make the GAN converge this way. Our generator is
a RNN sequence-to-sequence network with attention [2]. A MLE of the parameters
of the generator is carried out by minimising the token level cross-entropy loss
Ly (Figure 2):
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where Py £ is a batch composed of pairs of inputs x and desired outputs s sampled
from the training data, s; each of the words in s, and p; [s;] the output of the network
in the #-th time step corresponding to the token ;.

Adversarial training of the generator. The adversarial loss for the generator
is the output of the discriminator (Figure 1b), after the latter is fed with a batch of
input utterances and the responses of the generator to those same input utterances:
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where % is a batch composed of inputs x and a is the output of the discriminator.
Mind that it is not possible to directly differentiate the output of the discrimina-
tor a with respect to the parameters of the generator, if the sequence of token prob-
ability distributions of the generator is transformed into discrete—and therefore not
differentiable— tokens. Among the various options to circumvent this differentia-
bility issue [19, 54, 52, 34, 13], we adopt the top-K softmax approach [32, 30, 31]. In
short, instead of using the word vector of the most probable token at each gener-
ation step as input to the discriminator, this methodology produces approximated
word vectors as a weighted average of the most likely tokens. The nearest neigh-
bour of the approximated word vector is the most likely one as often as 98% of
times (with k = 2), which suggests that the approximation should be good enough.
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4 Batch-level GANs

Our baseline discriminator and most of the discriminators found in the literature
work at the response level. While this approach has been demonstrated to be valid
and useful to build more diverse open-domain dialogue models, it still presents
some drawbacks. We have noticed that, sometimes, generators are able to min-
imise the discriminator’s output by generating only a handful of relatively long
and complex sentences, almost regardless of the input. One such response (more
examples in Section 6.4) we have found in our experiments is: you have no choice
but to leave him, and you will never forgive him for that, and you will never for-
give me. This effect only lasts a few iterations, until the discriminator is trained to
recognise those sentences as not human. However, it often happens again in other
stages of the training, with different responses, which results in a more unstable
and less effective learning process than desired, as we show in Section 6.

This issue cannot be easily avoided by evaluating only one response at a time,
because the discriminator has no way to recognise whether the generator is gen-
erating some sentence many times (in the same training stage). It can only analyse
if a response makes sense or not given the dialogue history.

We propose to extend the idea of response-level discriminators to the batch
level. Our proposed batch-level discriminators combine the response-level predic-
tions of the previously explained baseline discriminator with batch-level predic-
tions that provide a bigger picture of the behaviour of the generator (or the nature
of the real data distribution). In other words, while response-level discriminators
only aim at answering the question of “how good is this response given this previous
turn?”, batch-level discriminators also tackle the question of “how does this set of
context/response pairs look like?”. This way, the generator should have more diffi-
culties in fooling the discriminator with long and complex but similar responses.
Intuitively, the batch-level discriminator could easily see that many responses in
the input batch are complex but similar, and should identify that batch as generated
or non-human. We show that using such discriminators improves the variability
in the responses of the generator and stabilises the training.

Figure 3 shows a diagram of the proposed architecture for the batch-level dis-
criminator. All the response-level discriminators (the Discriminative RNN Net-
work in the figure) are the same network, i.e. they share the same parameters.
The response-level contribution to the output (denoted as alespom in the diagram)
is computed in the same way as in the baseline discriminator (Section 3). Regarding
the batch-level contribution apg.p, it is computed from the representations of a set
of n dialogue context-response pairs. In our experiments, we found that n = 8 is
a good enough value to produce interesting results. For simplicity and efficiency,
these representations are obtained with the response-level discriminator; they are
the output of the penultimate layer of the MLP in the discriminator. The sentence-
level representations are processed by a standard Transformer encoder [48] with-
out position embeddings so that its output is not affected by the order of the se-
quence of representations. The Transformer encoder produces n output vectors,
one per input, which are averaged out. Last, a linear layer is employed to compute
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Fig. 3: Diagram of the proposed batch-level discriminator.

Apatch, Which is added to the response-level contribution; and the sigmoid function
is applied to this sum to provide the discriminator’s output.

5 Experimental setup and training details

We compare the MLE baseline and the two GAN architectures (response-level and
batch-level) in terms of: the variability of the generated responses, the similarity
with (multiple) ground truth references (explained next in Section 5.3), and also
regarding the accuracy of the discriminators. Before analysing the results, let us
provide information about the training details and hyperparameters.

5.1 Corpus and preprocessing

The experiments were carried out with the English version of OpenSubtitles2018
corpus [27, 28]. As in [49], we treat each utterance as the desired output for the
previous one. However, we do not consider that an utterance follows the previous
one when the time difference between them is higher than three seconds. After
this process, 241M input-output pairs were formed.

As for the text preprocessing, we removed uncommon and non-informative
symbols and characters. We employed a BPE tokeniser [41] to tokenise the clean
text. The selected size for the vocabulary was 30000. We pretrained 300-dimensional
word vectors of these tokens (subwords) in the corpus, with FastText [3], and kept
optimising them throughout the training.
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Last, we would like to note that we did not split the corpus into any train/test
partition, because the amount of training examples we process during training is
significantly lower than examples in the corpus (~241M examples in the corpus
vs. ~77M examples sampled once during training). Thus, every example processed
by any component of the GAN is new during training and evaluation; there are no
repeated examples.

5.2 Hyper-parameter choices

The hyper-parameters of the generator and baseline discriminator are the same as

n [32]. The batch-level transformer discriminator is made of two 256-dimensional
layers, with four heads. Regarding the optimisation procedure, we first pretrain the
generator and discriminator and then run the GAN training loop, as in [32].

We pretrained the generator during 200.000 iterations using the AdamW [33]
with a learning rate of 0.001. We sampled 12.800 responses from that generator (256
every 4000 iterations) to pretrain the discriminator during 2000 iterations, with
the same learning rate and optimiser. All the batches fed to the discriminator were
balanced: there was a human example per each generator’s example. The batches
for the batch-level discriminator were split into subsets of 8 samples to compute
the batch-level response evaluations. All the instances in the subsets belong to the
same category (corpus or generated).

The adversarial learning loop was run 250 times. Each iteration consisted of
6 phases: 1) train the generator using adversarial learning (100 sub-iterations), 2)
sample 5000 input-response pairs from the generator, 3) train the discriminator
using previously sampled responses (200 sub-iterations), 4) train the generator via
MLE (200 sub-iterations), 5) sample generation examples, and 6) train the discrimi-
nator (200 sub-iterations). The initial learning rate was 0.001 with a decaying factor
of 0.996 when training the discriminator and the generator with the MLE criteria,
and ten times smaller when training the generator in an adversarial fashion. When
sampling generation examples to train the discriminator, more recently generated
input-response pairs were assigned a bigger sampling probability.

5.3 Response evaluation and filtering

We measure the semantic adequacy of the generated responses via LaBSE sentence
embeddings similarity [9]. We try to take into account the fact that many responses
can be valid given the same dialogue history, even if they are not semantically
similar. In order to find other valid responses, we first search for similar inputs
in the corpus, using LaBSE embeddings too. We consider the responses to these
similar inputs as valid responses to the original input of the generator, and compare
its output to them. We consider the maximum value among all the comparisons
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as the measure of the quality of the generated response. We use a threshold of
0.8 to find similar inputs. We report the percentage of responses whose semantic
similarity with the best reference is higher than the threshold.

Additionally, we take advantage of this metric to develop a heuristic to fur-
ther improve the training process of GAN. In order to train the discriminator, a
set of generator responses are sampled every time it is updated, and these re-
sponses are later fed into the discriminator as non-human-and therefore bad or
non-convenient— responses. However, there are cases, especially after the gener-
ator has been trained for a while, where some of the produced responses might
be completely acceptable. Using these input-output pairs as negative examples can
therefore deteriorate and slow down the training. We propose to filter responses
(i.e. to not use them as negative examples) with high scores in the semantic simi-
larity metric (>0.8) from the corpus of the generator’s responses used to train the
discriminator.

6 Results

6.1 Response variety

The main goal of dialogue GAN is to increase the variety in the responses of
sequence-to-sequence generators. We measure the variety throughout the training
process (both the MLE pretraining and the two GAN optimisation processes) with
the distinct-1 (Dist-1), distinct-2 (Dist-2), distinct-3 (Dist-3) and distinct-sentences
(Dist-S) metrics [21, 36, 24]. Dist-1, Dist-2 and Dist-3 are the numbers of distinct
unigrams, bigrams and three-grams (at the token level) in generated responses. The
values are normalised by the total number of generated tokens to avoid favouring
long sentences. On the other hand, Dist-S is the ratio of different responses. We
computed the metrics with batches of 256 random inputs, and averaged them over
8 independent training runs.

The results are shown in Figure 4. The x-axis of the plots is broken in two. The
first half (iterations from 0 to 200K) corresponds to the MLE pretraining, while
the second half (iterations 200K to 350K) to the adversarial learning. Besides the
average values after 8 training runs, we also illustrate the first and second tertiles as
shaded areas, to provide information about the statistical variability of the results.

The four plots follow a similar pattern. During the first 50K iterations of the MLE
pretraining stage, the variety of the responses increases highly. Then it stabilises
and the improvement is less notorious until iteration 200K, when the pretraining
is complete. The variety sharply drops right after the adversarial learning begins,
with both the sentence and batch-level GANs. But these rapidly stabilise and start
producing more and more variate responses. It is interesting that the improvement
is much higher in the response-level GAN as opposed to the batch-level one. This
is due to the response-level discriminator being much simpler: it can be trained
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Fig. 4: Evolution of variety metrics throughout MLE pretraining and adversarial
learning.

faster, but because of its aforementioned limitations its peak is lower and it even
diverges (the results deteriorate with time). This is, after around 25K iterations its
performance starts to decrease and it ends up with a response variety similar or
lower to the MLE baseline, with greater variance. On the other hand, the batch-
level discriminator processes more information and thus it takes longer to train
the GAN. However, it keeps improving throughout the 150K adversarial learning
iterations, and its peak is higher than the MLE baseline and the response-level
GAN.

To sum up, both GAN models provide more variate responses than the MLE
baseline according to the four implemented metrics. This improvement is higher
and the training is more stable with batch-level GAN than with the response-level
GAN. This validates our proposed batch-level discriminator.
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6.2 Performance — percentage of filtered responses

As aforementioned, we also report the percentage of good responses not included
as negative examples for the discriminator according to the methodology presented
in Section 5.3. The evolution of this metric is shown in Figure 5.
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Fig. 5: Evolution of the percentage of responses not included as negative examples
for the discriminator throughout the MLE pretraining and adversarial learning.

This result further validates our proposal, especially the batch-level GAN. Not
only does it lead to more variate responses than the MLE baseline, but it also does
so without hurting the quality of the responses. In fact, these are also more ad-
equate semantically, even though only slightly, according to this metric. On the
other hand, the response-level GAN performs slightly worse than the MLE base-
line. Once again, this might be due to the intrinsic limitations of such GAN.

6.3 Discriminator accuracy

The last automatic metric we tracked was the discriminators’ accuracy, shown in
Figure 6. The accuracy is already fairly high from the beginning because the dis-
criminators were pretrained with responses of the MLE baseline before computing
the accuracy. The accuracy was calculated with instances unseen during training.

This plot is aligned with the learning curves shown previously. The response-
level discriminator learns faster, i.e. it is able to obtain higher accuracy in the first
50K to 100K iterations (250K to 300K iterations if we start counting from the be-
ginning of the training process, as shown in the plot). Nonetheless, the accuracy
improves only slightly after the pretraining. The batch-level discriminator, as ex-
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pected, takes longer to train, but it ends with a higher accuracy than the response-
level one. This further ratifies that this kind of discriminator has a greater potential.

6.4 Generation examples

Last, we would like to show some responses that showcase the aforementioned
discussed behaviour of the different models. Table 1 contains responses of four in-
stances of the MLE baseline, response-level GAN and batch-level GAN to the same
four input utterances. Each response has been generated by independent models;
we use four of the eight models trained to obtain the automatic metric results to this
end. We pick responses generated after the training is finished for the MLE baseline
and for the batch-level GAN. As for the response-level GAN, the responses corre-
spond to earlier stages of training, before the GAN slightly diverges, according to
the automatic metrics.

The difference in the variability of the responses is quite noticeable in these
examples. The MLE baseline produces generic or dull responses much more often
than both GAN models, which tend to output more complex and informative sen-
tences. Additionally, the MLE responses to the same input are more similar. This
is especially visible in the case of the first input Yesterday I saw you in the moun-
tains, where the four instances produced extremely similar outputs. We would also
like to mention the phenomenon of the occasionally repetitive long and complex
outputs of the response-level GAN. The third instance (third row) responded with
What do you want me to say, huh? to the first and second inputs. We have noticed
that this kind of behaviour occurs at many stages during the training, as previously
discussed. Batch-level GAN reduce this issue significantly.
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Table 1: Responses of four instances of the compared models to the same inputs.

Input utterance: Yesterday I saw you in the mountains.

MLE baseline Response-level GAN Batch-level GAN
I was in the woods. You were in the mountains?  You saw me, didn’t you?
I was in the mountains. You were the one who was You know, you can’t see me.
there.
I was in the woods. What do you want me to say, I was in the woods.
huh?
I saw you in the woods. I saw you in the mountains. ~ You know, I've been trying to
call you all day long.
Input utterance: Could you repeat that, please?
MLE baseline Response-level GAN Batch-level GAN
I'm sorry. I'm sorry I didn’t get a chance You’re a man of respect for the
to say goodbye. truth.
I'm not sure. It’s a good idea. I'm not a doctor anymore, but
I'm a writer.
I'm not going to let you do this. What do you want me to say, And I'm sorry about your
huh? mother’s death.
I'm not sure. I’'m sorry about what happened You can do better than that, sir.
last night.

Input utterance: Tell me, what do you like?
MLE baseline Response-level GAN Batch-level GAN
I like to think you’re a good Ilike the way you look at me. Ilike the way you look at them.
man.

I don’t know. I don’t know what I like about What do you like?
you, but I like it.
I like to eat. Idon’t know, man, I don’t think I like to be alone.
you understand, man, but...
I like the way you look at me. Ilike your hair. Ilike to be a little more comfort-
able.
Input utterance: Could you come with us to that place?
MLE baseline Response-level GAN Batch-level GAN
I'm not sure. I'll see if 'll have a drink with What are we going to do?
you.
I'll be right there. Yes, of course. I'm not going anywhere, dad.
I'm going to go. I don’t think you understand I'll be right here.
how many people you have.
I'm not sure. I don’t want to see that. I don’t want to go.

7 Conclusions

We have presented batch-level discriminators, which address some of the issues
of response-level GANs. Response-level discriminators can sometimes be fooled
(even if only briefly) by generators that produce only a handful of slightly long
and complex sentences. Conversely, batch-level discriminators process a set of sen-
tences, and therefore are less susceptible to misinterpreting such responses. Conse-
quently, batch-level GANs outperform response-level GANs and the MLE baseline
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in terms of variability, without hurting the semantic coherence, according to our
metrics. We believe that our proposal could benefit future works in GAN-related
research as well as Al systems that employ discriminators in one way or another,
such as GPT-2, GPT-3 or BERT-based dialogue models.
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