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The paper investigates whether the growing GDP share of the services sector can
contribute to explain the great moderation in the US. We identify and analyze three
oil price shocks and use a SVAR analysis to measure their economic impact on the
US economy at both the aggregate and the sectoral level. We find mixed support for
the explanation of the great moderation in terms of shrinking oil shock volatilities
and observe that increases (decreases) in oil shock volatilities are contrasted by a
weakening (strengthening) in their transmission mechanism. Across sectors, services
are the least affected by any oil shock. As the contribution of services to the GDP
volatility increases over time, we conclude that a composition effect contributed to
moderate the conditional volatility to oil shocks of the US GDP.

JEL: 43, E32, C32
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1 Introduction

Over the last decades the US economy experienced a smooth change in its
production structure away from good producing industries and towards services
producing industries. In addition to it, business cycle fluctuations in the services
sector have been far less volatile than those of the goods sectors over the period
1957-2011. These facts arise the question of whether the change in the output
composition and the evidence of different cyclical behavior across sectors might

have brought about a modification of the transmission mechanism of the shocks
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to the US economy that (partially) explains the great moderation. In the paper
we address this question by focusing on oil price shocks.

This paper is related to the strand of the literature that analyze the great
moderation, the decrease in macroeconomic volatility observed since the 1980s
in US macroeconomic variables (i.e., Kim and Nelson 1999, Kahn et al. 2002,
Boivin and Giannoni 2006). The debate over the source(s) of the great modera-
tion mainly focuses on two explanations. The first one sees it as the result of a
change in the transmission mechanism of shocks to the economy, which in turn
may be attributed to different causes like the adoption of better technology or
better policies, with a special focus on monetary policy (i.e. Bernanke, Gertler
and Watson 1997, Ahmed et al. 2004, Herrera and Pesavento 2009, Justini-
ano and Primiceri 2008). The second approach, instead, interprets the great
moderation as largely due to the reduction in the size of the shocks hitting the
economy in the last two decades, and is often labeled as the good luck hypoth-
esis (i.e. Sims and Zha 2006, Blanchard and Simon 2001, Stock and Watson
2002). Both possibilities are taken into account in the paper.

The paper is also related to that part of the oil literature that studies the
weakening of the economic impact of oil price shocks to the US economy (i.e.,
Ferderer 1996, Barsky and Kilian 2004, Hooker 2006). The proposed expla-
nations have mainly considered a non-linear relationship between oil and the
macroeconomy (Hamilton 2003, Lee et al. 1995), the adoption of a less oil-
intensive technology and/or improved flexibility in the labor markets (Blanchard
and Gali 2010), the adoption of a better monetary policy (Bernanke, Gertler and
Watson 1997, Bohi 1991), the increased rigidity in the demand for oil (Baumeis-
ter and Peersman 2008), and changes in the composition of the shocks driving
the price of oil (Kilian 2009). Our contribution to this literature is to consider
the growing GDP share of the services sector in the US as an additional factor
for the explanation of the weakening impact of oil price shocks.

There are several reason for choosing oil price shocks to analyze the potential
link between the dynamic of the composition of the US GDP and the great
moderation. First, the evidence collected at the business cycle level tell us little
about changes in the composition and distribution of the shocks hitting the
economy over time. Thus, we need to focus on a specific shocks to disentangle
the changes in the variance of the shocks from modifications of their transmission
mechanism. This is necessary because, potentially, a shrinking (increase) in the
size of a shock (lower variance) might go along with an amplification (weakening)

of its transmission mechanism. Thus, observing either one of the two factors in



isolation might not deliver an accurate picture of the underlying causes of the
great moderation.! Second, the fact that in recent times the impact of oil shocks
on the US economy has decreased makes oil price shocks an ideal candidate to
investigate whether the structural change in the US GDP composition played
any role in it. Third, recent developments in the oil literature provide us with
an accurate identification methodology for oil price shocks (Kilian 2009) that
allows us to distinguish across three different sources: oil supply shocks, global
demand shocks and oil demand shocks. Such a distinction is fundamental as
the economic effect of oil price shocks strictly depend on the underlying source.
Fourth, given the international nature of the oil market, oil price shocks are
common across countries (in the absence of significant country-specific exchange
rate shocks), rendering the present analysis extendable to other countries.

The choice of focusing on a specific shocks to analyze the source of the great
moderation is not new in the literature. Chang-Kim et al. (2008) analyze the
role played by aggregate demand and aggregate supply shocks by adopting a
Blanchard Quah decomposition within a bayesian VAR. Monetary policy shocks
have been the focus of several monetary VARs aimed to evaluate the role played
by the monetary policy in the great moderation, with controversial results (
i.e. Primiceri 2005, Leduc and Sill 2003, Hamilton and Herrera 2004). More
specifically, Herrera and Pesavento (2009) and Pescatori and Novak (2010) both
used oil price shocks in analyses of the great moderation. Herrera and Pesavento
2009 estimate a SVAR with oil price shocks to evaluate the role of changes in
the transmission mechanism of monetary policy in the explanation of the great
moderation. Novak and Pescatori, by estimating a DSGE model, find that
changes in the variance of oil shocks explain a third of the US inflation volatility
reduction but only a small share of that of the GDP.

There is little literature that investigates the link between changes in the
composition of the GDP and the great moderation. McConnell and Perez-
Quiroz (1999), by performing a sectoral analysis on the sources of the great
moderation, dismiss a role for the services sector on the ground that they do not
find a structural break around the mid 1980s in the growth contribution of the
services sector to the GDP. Even if this result would fit well with the evidence of
a smooth rise of the GDP share of services, we actually find evidence of a break

IFor example, Balke et al. 2010, estimating a DSGE model, find that in recent years the
US economy experienced improvements in efficiency together with increases in the demand for
oil. This suggests both a strengthening of the transmission mechanism of oil demand shocks
and a reduction in their size due to energy efficiency



in the output growth of the services sector in the mid 1980s by applying the
multiple structural break by Bai and Perron (1999, 2003). Most importantly, we
consider that in general the lack of a break does not preclude the possibility for
the change in the composition of the GDP to play a role in the great moderation.
To this purpose we adopt a different methodology based on investigating changes
in the transmission mechanism at the sectoral level rather than relying only on
the presence of structural break in the output growth at the sectoral level.
Herrera et al. (2010) also consider the economic impact of oil price shocks at
the sectoral level through an impulse response analysis. However, their scope
is limited to (sectors of) the industrial production and their main interest is to
verify if the response of the industrial production to oil price shocks is nonlinear.

Our methodology is based on Kilian (2009). In a first stage we disentangle
oil price shocks into oil supply shocks, global demand shocks and oil demand
shocks. Next, we apply the multiple break test by Perron and Wada (1999,
2003) to the estimated shocks to check for breaks in their unconditional vari-
ances. Accordingly, for each oil price shock we split the sample into subperiods
of low and high variance. In a second stage we adopt an impulse response anal-
ysis to measure the impact of the three oil price shocks on the output growth
of the services sector, the goods sector and the GDP, considering both the en-
tire sample and the subperiods. The estimation over the entire sample provides
information over cross-sector differences in the propagation mechanism of each
oil price shock. The estimation over the subperiods allows for a counterfactual
analysis which tells us how much of the across-period change in the macroeco-
nomic impact of a oil price shock is due to either the change in the volatility of
the shock (good luck) and/or how much is due to a modification of the trans-
mission mechanism of the shock to the economy. A direct comparison of the
results across sectors and periods allow us to evaluate the contribution of the
change in the GDP composition to the change in the conditional GDP volatility
to oil price shocks. To control for changes in technological changes we follow
Nordhaus (2008) and scale oil shocks for their economic importance.

Our main results are the following. First, we find mixed evidence in favor of
the good luck hypothesis, as long as oil price shocks are concerned. Though the
unconditional variance of oil supply shocks appears to dwindle over time (break
in the mid 1980s), that of oil demand shocks actually increases (break in the late
1990s) while that of global demand shocks shows a mixed behavior: it initially
decreases (break in the mid 1980s) but then reverts to a high level (break in
the mid 2000s). Moreover, over time the volatility of the GDP, conditional to



the three oil price shocks, shows a very different behavior: it increases for oil
demand shocks, is almost stable for oil supply shocks and heavily falls for global
demand shocks. This result reinforces the results in Kilian (2009) as it suggests
that the reduced overall impact of oil price shocks on the volatility of the US
economy ultimately depends on the specific composition of oil shocks. In this
respect, the historical decomposition analysis consistently shows that oil supply
shocks are the least important driver of the price of oil all over the period,
oil demand shocks were the dominant driver in the early 1980s, while global
demand shocks appear to have been dominant in the late 1980s and the 1990s.

Second, at both the aggregate and the sectoral level we find that the change
in the volatility of the economic activity due to a shift in any oil shock volatility
tends to be contrasted by a contemporaneous modification of the underlying
transmission mechanism of the shock to the economy. In the services sector
the two factors tend to cancel out, while in the goods sector one of the two
factors is always prevailing, though which one depends on the specific oil shock
considered. Accordingly, we observe far smaller changes in the output growth
volatility of the services sector than in that of the goods sector.

Third, we find that oil demand shocks and global demand shocks tend to
produce a larger impact on the economic activity of the goods sector than on
that of the services sector. This result, joint with the evidence that the output
growth volatility of the services sector, conditional to any oil price shocks, is
far lower than that of the goods sector, shows that the services sector is far less
sensitive to oil price shocks than the goods sector.

Fourth, the data consistently reports that the implicit contribution of the
services sector to the conditional volatility of the GDP increases over time,
independently of the kind of oil shock considered. As the services sector is less
volatile than the goods sector, we interpret it as an evidence that in the last
decades a composition effect was at work in moderating the volatility of the US
economy with respect to oil price shocks.

The paper is structured as follows. Section 2 presents stylized facts. Sec-
tion 3 identify and analyze the oil price shocks. Section 4 presents the main

methodology. Section 5 presents the results. Section 6 concludes.



2 Stylized facts and preliminary analysis

In this section we present stylized facts on the different economic behavior held
by the services and the goods sector that justify our focus on a GDP composi-
tion effect as (part of the) explanation for the great moderation. To construct
real aggregate measures of the output at the sectoral level we use quarterly
data over the period 1957Q1:2012Q1 (BEA, table 1.5.5, GDP at current level,
expanded detail. CPI, all Items City Average IFS). In particular we consider
private GDP only and divide it into three sectors: the goods sector, the services
sector and the construction sector.? The top right panel in figure 1 shows the
change in the composition of the US GDP over the period 1957Q1-2012Q1. It
is evident the smooth and steady increase in the share of GDP represented by
the services sector at the expense of that of the goods sector. The GDP share
of the construction sector, instead, appears to be fairly stable around the 10%
over all the sample period, but for a decline in the last years, a clear effect of
the recent subprime crisis. As the dynamic of the composition of the GDP is
entirely captured by the goods and the services sector, we next verify whether
the two sectors feature different business cycle properties. To this purpose,
we adopt different trend-cycle decomposition techniques to prove that the re-
sults are robust to the choice of the filtering methodology. More specifically,
we apply to the output growth of the services sector (Ys ;) and the goods sec-
tor (Yg,¢) the Hodrick-Prescott filter (HP), the Band Pass filter (BP) and the
trend-cycle decomposition with a mixed Gaussian model (PW) by Perron and
Wada (2009). The first two filters are hybrid decomposition methods widely
used in macroeconomics (i.e. see Canova 2007, chapter 3). The last method,
instead, works a statistical trend-cycle decomposition through an unobserved
component model that captures potential structural changes in the trend at un-
known date.®> Cyclical fluctuations from the two sectors obtained through the
PW filter (top right panel), BP filter (bottom left panel) and HP filter (bottom
right panel) are presented in figure 1. Clearly, the services sector always tends

2Private GDP is obtained by taken out from the GDP the entry Government consump-
tion expenditures and gross investment. The goods sector is constructed as follows: Per-
sonal consumption expenditure on Goods+ Gross fixed domestic investment-residential fixed
investment-fixed investment in structures+Net exports of goods. The services sector is con-
structed as follows: Personal consumption expenditure on services+Net exports of services.
The construction sector is obtained as sum of two entries: residential fixed investment + fixed
investment in structures.

3Perron and Wada (2009) show that when in the trend of a series a structural break
is present but not taken into account, different filtering methodologies might deliver very
different results.



Figure 1
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The HP filter is computed for A = 1600. The BP filter captures cycles with periodicity
between 6 and 32 quarters. The parameter values used for the PW unobserved component
trend-cycle decomposition are those maximizing the likelihood function. The search was
performed through the MATLAB function fminunc and repeated 100 times for each variable.

to be far less volatile than the goods sector. As a further evidence, for each
trend-cycle decomposition technique we apply to the cyclical components of the
two sectors two two-sample non-parametric tests: the Ansari-Bradley test and
the Kolmogorov-Smirnov test. Both tests strongly reject the null hypothesis of
the equality of the variance of the cyclical component across sectors.

To search for shifts in the unconditional variances of Yg; and Y we apply
the multiple structural break test developed by Bai and Perron to he model
suggested by Sensier and Van Dijk 2004 and McConnel and Perez-Quiroz(2000)
that we adapt to a multi-period setting;:

\/ (7T/2) |}/i,t - ,uz| - Ui,t + u’i,t; t= 17 "'7T17i = {Sa G}7

\V/ (7T/2) D/i,t - /147,| - Ui,t + ui,tu t= TM+17 "'7T7i = {SaG}a

where p; is the sample average of Y;; over the entire sample period and
i = {S,G} is an index that identifies the specific sector (either Services or

Goods). /(7/2)|Y;+ — ;| is an unbiased estimator of the standard deviation
of Y;; if it follows a normal distribution.



Results from the test are reported in table 1. Structural breaks in the un-
conditional variance are detected for both Ys; (1984Q2 and 2005Q2) and Y ¢
(1983Q1).* The evidence of a fall in the variance of the services sector in the
middle 1980s contrasts with McConnel and Perez-Quiroz (2000) who had found
a break in the late 60s. To control for differences in the results due to different
time samples, we repeat the test over the larger period 1957Q2-2011Q4. The
test confirms the presence of a break in the middle 1980s (1983Q3). This re-
sult then casts further doubts on the early dismissal of the hypothesis that the
growing importance of the services sector might play a role in explaining the
great moderation. As to the the goods sector, in line with the literature, we
find that the variance of Y ; fell in the middle 1980s. Moreover, we also find a
second break which points to a resurgence in the volatility in the second half of

the 2000s, a result in accordance with the occurrence of the subprime crisis.®

3 Identification and analysis of oil price shocks

3.1 Econometric Model

We follow Kilian (2009) and decompose oil price shocks into three orthogonal
structural shocks: oil supply shocks, global demand shocks and oil-market spe-

cific demand shocks.® To this purpose we estimate the following SVAR model:

Ao Xy =apg + A (L)Xt_l + ey. (1)

X, is the vector of endogenous variables including the growth rate of the
world oil production, the index of global real economic activity and the log of
the real price of oil. The recursive structure of Ay allows for the identification
of the three structural shocks é;;,j =1,2,3.

Data are monthly and cover the period 1974:1-2009:06. Oil production is

given by the global crude oil production (million barrels per day, source IEA).

4Table 1 reports the results of the test when the sample period is restricted to 1974Q1-
2011Q4 to match the sample period for which oil price shock data are available. Results do
not change when the entire sample period 1957Q1-2011Q4 is considered.

5We also search for the stability of the coefficients of AR(1) models of AlogY,® and AlogY,&
but the tests reports no evidence of structural breaks. Only for low values of the trimming
the sequential procedure reports a break in the parameter of the services sectors toward the
end of the sample (2006:Q3). The break disappear for larger values of the trimming like 0.15.
However, for any value of the trimming parameter the sup and supF(1+1,1) report no evidence.

6Kilian (2009) interprets oil demand shocks as oil-market specific shocks that determine
unpredictable changes in the precautionary demand for oil.



Table 1. Multiple break test of the unconditional variance - output growth at the
sectoral level (1974Q1-2011Q4)

Tests? Number of breaks selected
VDMAX/UDMAX supF(2/1) supF(3]|2) supF(4|3) | Sequential LWZ BIC
13.79%** 5.13 7.98 0 1* 0 2
Estimates
a1 T1 G2
4.5544 1983Q1 2.509
(0.65454)  1978Q4 — 1994Q2  (0.2553)
(a) Services Sector
Tests! Number of breaks selected
VDMAX/UDMAX  supF(2[1) supF(3|2) supF(4|3) | Sequential LWZ BIC
13.0145%** 17.71%%* 2.3065 0.159 0 0 2
Estimates
o1 Ty G2 Ty 03
11.7352 1984Q2 5.831 2005Q2 13.092
(1.3212)  1982Q1-1990Q2  (0.6318)  2000Q1-2007Q2  (2.2061)

(b) Goods Sector

Note: Reported standard errors and confidence intervals are computed allowing for heterogeneity
and serial correlation in the disturbances. The covariance matrix is constructed following Andrews
(1991) and Andrews and Monahan (1992). Below the estimate of the parameter is reported the
standard error; the datebreak estimate reports below the 95% confidence interval. A * indicates
significance at the 90%, ** at the 95% and *** at the 99%.
1 The HO for the VDMAX/UDMAX test is no breaks against the alternative of at least one break.

The HO for the supF(1+1]1) test is 1 breaks against the alternative of 141 breaks.



Figure 2. Historical decomposition
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The global demand for industrial commodities is given by the global real eco-
nomic activity index developed by Kilian (2009).” The price of oil is given by
the US crude oil imported acquisition cost by refiners (dollars per barrel, source
IEA). The price index is the CPI all items (index, base year 2005, source IFS).

3.2 Historical decomposition and structural break tests

We compute the contribution of each oil price shocks to changes in the price of oil
through an historical decomposition analysis. A 24 month-window symmetric
moving average of the historical decomposition is reported in the top left panel
of figure 2. The contributions of global demand shocks and oil-demand shocks
both outweigh that of oil supply shocks, especially in the second half of the
period. In the panel, blue-light shaded areas highlight periods in which oil
demand shocks have been dominant, while dark-grey shaded areas point out to
periods in which global demand shocks have been dominant.®

To take into account the possibility that the size of oil price shocks may vary

over time (good luck hypothesis) we search for breaks in their unconditional

Tavailable at http://www-personal.umich.edu/~lkilian

8To determine whether one shock dominates the others in a given moment we consider for
each shock the interval comprised between its contribution to changes in the price of oil in
that moment + one-standard deviation. A shock dominates the others in a given moment if
its interval lies above and does not overlap with those of the other shocks.

10



volatility via the multiple break test by Bai and Perron (Table 2). Oil supply
shocks, the least important shock in driving oil price changes, indeed behaves
according to the good luck hypothesis as its volatility dwindle after a break
in 1987 (figure 2, top right panel). The volatility of global demand shocks,
instead, falls after a break in 1987 but then reverts to a high level after a second
break in the mid 2000s (figure 2, bottom left panel). Opposite to the good luck
hypothesis is the behavior of oil demand shocks, whose volatility is low in the
first part of the sample, picks up after a break in 1999 and then further increases
after a second break in 2006 (figure 2, bottom right panel). If we consider both
the relative importance of each oil price shocks in driving the price of oil and
the changes in their volatility over time, we find a mixed evidence in favor of
the hypothesis that it is a dwarfing in the volatility of oil price to explain the
reduced impact of oil price shocks on the US economy in recent times.

The results from the structural break test allow us, for each shock, to split the
data into subperiods in which the shock is homoscedastic. This eases the task to
single out changes in the transmission mechanism of the shocks. For oil supply
shocks we define two subperiods. The first subperiod is defined over the period
1976Q1:1992Q1, and captures high-volatility oil supply shocks, while the second
one is defined over the period 1992Q2:2011Q4 and captures low-volatility oil
supply shocks. Similarly, we define three subperiods for global demand shocks.
The first subperiod is then defined over the period 1976Q1:1993Q4, and captures
high-volatility global demand shocks, the second one is defined over the period
1994Q1:2006Q4 and captures low-volatility global demand shocks, while the
third subperiod is defined over 2007Q1:2011Q4, and captures high-volatility
global demand shocks. Finally, the structural break test reports two breaks
in the volatility of oil demand shocks, the first in the middle 1990s and the
second in the mid 2000s. As data would be insufficient to allow for estimation
in the third subperiod, we consider two subsamples only by merging the last two
subperiods into one as in both the volatility of oil demand shocks is far higher
than in the first subperiod. Thus, the first subperiod is defined over the period
1976Q1:1995Q4, and captures low-volatility oil demand shocks, while the second
one is defined over the period 1996QQ1:2011Q4 and captures high-volatility oil
demand shocks. For any shock the specific breakdate between subperiods always
lies within the 95% confidence interval determined by the Bai-Perron test and

allows for the the subperiods to be nearly evenly divided.
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Table 2. Multiple break test of the unconditional variance - oil price shocks
(1975M1-2011M12)

Tests! Number of breaks selected
VDMAX/UDMAX  supF(2[1) supF(3|2) supF(4|3) | Sequential LWZ BIC
30.773%** 5.228 6.14 8.05 1HR** 1 1
Estimates
01 T G2
1.2689 1987TM7 0.5786
(0.1206)  1987M2-1992M2  (0.0349)
(a) Oil Supply Shocks
Tests! Number of breaks selected
VDMAX/UDMAX  supF(2[1) supF(3|2) supF(4|3) | Sequential LWZ BIC
16.75%** 2.567 1.6 0 2% 0 2
Estimates
o1 Ty T> 6’3
1.2689 1987M10 0.7051 2006M5b 1.3341
(0.1206)  1984M1-1993M10  (0.0413)  2001M4 - 2007M1  (0.1737)
(b) Global Demand Shock
Tests! Number of breaks selected
VDMAX/UDMAX supF(2/1) supF(3]|2) supF(4|3) | Sequential LWZ BIC
80.709%** 11.769* 4.16 5.63 2% 1 1
Estimates
&1 T G2 P G3
0.5531 1999M2 0.868 2004M9 1.7743
(0.038)  1994M10-2003M2  (0.083)  2003M2 - 2005M3  (0.123)

(c) Oil demand shock

Note: Reported standard errors and confidence intervals are computed allowing for heterogeneity
and serial correlation in the disturbances. The covariance matrix is constructed following Andrews
(1991) and Andrews and Monahan (1992). Below the estimate of the parameter is reported the
standard error; the datebreak estimate reports below the 95% confidence interval. A * indicates
significance at the 90%, ** at the 95% and *** at the 99%.
1 The HO for the VDMAX/UDMAX test is no breaks against the alternative of at least one break.

The HO for the supF(1+1|1) test is 1 breaks against the alternative of 141 breaks.
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4 Econometric analysis of the impact of oil price

shocks

In this section we show that the transmission mechanism of each oil price shock
differs across sectors and, within a same sector, across subperiods. Second, for
each shock we analyze whether the change across periods in the conditional
GDP volatility can be explained by either the modification of the transmission
mechanism of the shock and/or the shift in the volatility of the shock. We
find that these two factors alone are not sufficient and argue that a plausible
complementary candidate to fill the gap is the growing weight of the services

sector in the composition of the GDP.

4.1 Data

We adjust the real aggregate measures of the sectoral and aggregate output
that we used in section 2 in two dimensions. First, we narrow the sample to
the period 1976Q1:2011Q4 to match it with that of oil price shocks. Second,
we take out from the GDP and the output of the good sector the contributions
of “Motor vehicle net of government spending in the sector” (source BEA, table
7.2.5B) and “Gasoline and other energy goods” (source BEA, table 1.5.5). These
adjustments are required to avoid the suspicion that differences in the impact
of oil price shocks across sectors be driven by these two subsectors because of a

direct or indirect oil price shock propagation mechanism.’

4.2 FEconometric Model

We follow Kilian (2009) and estimate the model:
Yir = €t Ai k(L) + v, (2)

where Y} ¢ is the series of output growth of variable k = {GDP, S, G}, where
S stands for the services sector and G stands for the goods sector; é;: is the
regressor matrix containing L lags of the (estimated) oil price shock specified by
the index ¢ = {OS, GD, 0D}, where OS stands for oil supply shocks, GD stands
for global demand shocks and OD stands for oil demand shocks. The vector

9Several authors consider shifts in the car expenditure pattern as core to the functioning
of the demand channel of transmission of oil price shocks. See Bresnahan and Ramey (1993)
and, more recently, Kilian (2008).
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of estimated parameters /L-)k(L) is interpreted in terms of impulse response
coefficients and capture the transmission mechanism of the oil price shock é; to
the variable Y. Confidence intervals are obtained by applying a block-bootstrap
(four blocks) to take into account heteroscedasticity and serial correlations of
the errors. We control for oil-saving technological change that might lower the
economic impact of oil price shocks by scaling the series of the oil structural

shocks for their economic importance (Nordhaus 2008).10 11

4.3 Counterfactual analysis

To disentangle the contribution to the change across subperiods in the condi-
tional volatility of a variable due to changes in the transmission mechanism
(/Lk(L)) from that due to changes in the size of underlying oil price shock (&;)
we perform a simple counterfactual analysis.

For each oil price shock (é;) and each variable (Y;) we first compute the fit-
ted value in each of the two subsamples, that is Y/, = é{)tA;,kI(L) for the

- A II
first subperiod and Y,ﬁ = e[{A; (L) for the second subperiod. We can
then obtain for each subperiod a measure of the overall volatility of Y ; condi-

tional to the shock é;( o2 |é-I o2, |éU
YI 7 YII 7
k k

volatilities solely depend on the variance of the underlying shock (é;) and the

>. By construction, these conditional

transmission mechanism (A;k(L)) in that subperiod. Thus, the change in the

2

conditional volatility of Y ; across subperiods UyAkI el — of/;n ‘élf I') captures
both the variation in the transmission mechanism and the shift in the shock

volatility.!?

We then perform a counterfactual analysis to single out the spe-
cific contribution of changes in the transmission mechanism. To this purpose,

for any subperiod we compute the fitted values for Yy |é; that would result if

10The economic importance of an oil shock at a given period t is computed as the ratio
between the current value of oil consumption over nominal GDP (Nordhaus 2008). The
current value of oil consumption is computed by multiplying the US petroleum consumption
(million of barrels, source IEA) by the nominal price of oil.

1 Results are not qualitatively different when the estimation is performed without control-
ling for the oil intensity. We interpret this result as a further evidence that oil price shocks
mainly produce effects through demand channels rather than by increasing the marginal cost
of production (supply channel).

12

2

2 | ell

If, for example, we observe o éf > Uffu ;1 , we can only conclude that changes in both
the transmission mechanism <A1,k> and the volatility of é; led to a decrease in the overall

conditional volatility of Yk,t to shock é;.
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the shocks were those observed in that subperiod but the transmission mech-
anism were the one observed in the other subperiod. More specifically, we
compute Yk{;fCA = efﬂtA;kH(L), the expected value of Y}, in the first subperiod
given the shocks observed in that subperiod (e{)t) but with the transmission
mechanism estimated in the second subperiod A;kH(L). Similarly we com-

X AT
pute Yk{{’CA = e/1A;x (L). We can then obtain the conditional counterfac-

2 ST 2
et o N
cayi 1% %ca v
|ef (or between af,kl |e! ando

el ) The difference between 0'32;1 el and
k

tual variances (a ;

o2 2
CA Y} CATI!
the transmission mechanism only as the subperiods are specifically chosen so

|e1) can be ascribed to changes in

that within it the shock is homoscedastic.

4.4 Measuring the composition effect

Our setup permits us to construct a simple measure to assess whether the
change in the composition of the GDP plays any role in affecting the conditional
variance of the output growth of the GDP with respect to an oil price shock
(0 ppléi). Indeed, by construction we have that GDP, = Services; + Goods, .
It follows that Yoppt = as:Ys+ + (1 — ast) Yo, where gy is the GDP share
of the services sector at time ¢. If we set ag; = ag fort = 1,..,71, we can
interpret it as the average share of GDP represented by the services sector in
the first subperiod. It is then easy to see that:

) N2
N 2
€ = (%‘,S) 0gi

where the index j = {I, II} specifies the subperiod and the oil price shock
is specified by the index ¢ = {OS,GD,OD} . As for each é; and each subperiod

we can compute the values for 02 p [€; , 0% |é; ,0% |é; and os¢ |é;, we can also

57
€ ,

. SN2 ) . .
5] J 2 |4d J J .
€; —l—(l ai75> oG |6 205 ¢ (1 ai)s) 0sGi

i s — 2
Var (YGDP |€z> = 9GDPi

compute the implicit value of o; g in that subperiod. An increase in o s across
subperiods is then interpreted as a larger weight of the services sector in the
determination of the overall conditional volatility of the Yopp with respect to
shock é;.

By performing such analysis for any oil price shock and subperiod, at the
sectoral and the aggregate level, we can draw conclusions on the roles played
by the good luck hypothesis, the good policy hypothesis and the composition

effect hypothesis in the change across subperiods of Ué ppléi-

15



5 Results

5.1 Oil price shocks - full sample analysis

To evaluate whether oil price shocks transmit differently across sectors we es-
timate model (2) over the entire sample for Yy, kK = {5, G}, and for each of
the three oil price shocks. On the basis of the impulse response and cumula-
tive impulse response functions we then observe that the impact of oil demand
shocks on the output growth of the goods sectors (Yg,.) (Figure 3a and 3b,
top right panel) is larger than that on the output growth of the services sec-
tor (Ys;) (Figure 3a and 3b, top left panel) and is statistically significant for
several horizons. For the other two shocks the evidence is mixed. On one side,
the impulse responses to oil supply shocks and global demand shocks are not
statistically significant at any horizon for both sectors (Figure 3a, middle and
bottom panels). On the other side, the size of the impact on the Y ; appears
far larger.

The result that global demand shocks are not statistically significant is not
surprising. Indeed, a boom in the global demand has a positive direct impact on
the economic activity in any sector that might counteract the contemporaneous

negative effect of the induced increase in the price of oil.

5.2 Oil supply shocks

We estimate model (2) with Yy ., k = {GDP,S,G}, and é;; = éps,t over the
two subperiods. The first subperiod is defined over the period 1976Q1:1992Q1
and captures high-volatility oil supply shocks, while the second subperiod is
defined over the period 1992Q2:2011Q4 and captures low-volatility oil supply
shocks. Figure 4 reports the impulse response to a unitary size structural shock
to the oil supply of the output growth rate of the services sector (top panels),
the GDP (middle panels) and the goods sector (bottom panels).

The left panels report the response in the first subperiod, right panels report
the response in the second subperiod. From the figure it clearly emerges that
the transmission mechanism of oil price shocks strengthened in the second sub-
period for any variable. The counterfactual analysis confirms it (table 3a): for
example, if the transmission mechanism in the second subperiod had been the
one operative in the first subperiod, the conditional standard deviation of the
GDP (00 51

é(I)IS = 0.91) would have been far smaller than that observed
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Figure 3 - Oil price shocks, full sample
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Table 3. Conditional variances and counterfactual analysis

(a) Oil Supply Shock

Period 1 Period II
High Variance Low Variance Counterfactual ATransmission
(1976Q1:1992Q1) (1992Q2:2011Q4) Analysis Mechanism
oyl |€6s Iy, €6 Toa v €0s AIOS,k(L) - AIOIS,k(L)
Services 2,17 2,13 0,71 Amplify
GDP 3,36 3,51 0,92 Amplify
Goods 6,78 8,03 1,88 Amplify
Q0s,s 58% 2%
(b) Global Demand Shock
Period I Period II
High Variance Low Variance Counterfactual ATransmission
(1976Q1:1991Q2) (1993Q3:2006Q4) Analysis Mechanism
Oyt |é6p Oyt |eép Tcay,t édp AéD,k(L) - AgD,k(L)
Services 2,72 1,44 1,39 Amplify
GDP 4,18 2,79 1,95 Amplify
Goods 7,97 6,76 4,30 Amplify
aGp,s 58% 69%
(¢) Oil Demand Shock
Period 1 Period II
Low Variance High Variance Counterfactual ATransmission
(1976Q1:1995Q4) (1996Q1:2011Q4) Analysis Mechanism
Iyr €op Iy, |€6p ToAYI1 €0p AIOD,k(L) - AIOID,k(L)
Services 2,39 2,32 5,90 Weaken
GDP 3,43 4,43 8,69 Weaken
Goods 6,64 10,80 15,39 Weaken
aoD,s 58% 72%
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Figure 4. Impulse Response - Oil supply shocks
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(Uf’k” leds = 3.51). Similar results hold for the goods and the services sectors.

The results on the amplification of the transmission mechanism of oil supply
shocks are in accordance to Baumeister and Peersman (2008) who find that in
recent times the US oil demand has become more inelastic than in the 1970s.
Accordingly, the impact of a oil supply shock of any given size would increase
more the price of oil now than in the past.

Table 3a also shows that the joint effect of both a lower variance of oil supply
shock and a stronger transmission mechanism led to a decrease in the overall con-
ditional volatility of the output growth of the GDP (ayyr [elfs < oy |ebs ),

left almost unaffected that of the services sector (aysu |e5s = oy |é6 S), but

increased that of the goods sector (O’YGII leds > oyl lebs ) Thus, while for the
conditional variance of the services sector the lower size of the supply shocks
(good luck hypothesis) is almost exactly counterbalanced by the amplification
of the transmission mechanism (good policy hypothesis), the latter prevails in
the case of the goods sector. The fact that the conditional variance of the GDP
decreases across subperiods is no surprise when we take into account that across
subperiods the contribution of the services sector (aog,s) has strongly increased

from 58% to 72%. Such a result is a first evidence that, at least for oil sup-
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ply shocks, the advent of the era of services plays a role in lowering the GDP

volatility.

5.3 Global demand shocks

The structural break test reports that the volatility of global demand shocks
shrank in the mid 1980s and then picked up again in the mid 2000s. As data are
insufficient to allow for estimation in the third subperiod, we estimate model (2)
for Yy, k = {GDP,S,G}, and é;, = égp,, over the first two subperiods. The
first subperiod is defined over the period 1976Q1:1993Q4, and captures high-
volatility global demand shocks, while the second one is defined over the period
1994Q1:2006Q4 and captures low-volatility global demand shocks. Figure 5
reports the impulse responses to a unitary size structural shock to the global
demand activity index of the output growth of the services sector (top panels),
the GDP (middle panels) and the goods sector (bottom panels). Left panels
report the response in the first subperiod, right panels report the response in
the second subperiod. From the figure it emerges that in the second subperiod
the transmission mechanism of global demand shocks appears to amplify their
impact on Yopp and tYg.

The counterfactual analysis shows that in the second subperiod the trans-
mission mechanism actually amplified the effect of global demand shocks on any
sector (table 3b, ocu,yir |6 < oyir|édp, for k= {GDP,S,G}), though the
services sector is barely affected. We also find that the joint effect of a lower
variance of global demand shocks and a stronger transmission mechanism led,
across subperiods, to a decrease in the overall conditional volatility of all the
sectors (table 3b, oy.1r [éff, < oy |Gy, for any k = {GDP,S,G}). Finally, we
also observe that the implicit contribution of the services sector to the variance
of Yepp (agp,s), conditional to global demand shock, increases from 58% to
68%.

We then conclude that both the shrinking of global demand shocks and the
composition effect concurred in reducing the conditional volatility of the GDP.
As global demand shocks dominated in the late 1980s and in the 1990s, we
argue that these two factors are also at the root of the reduced impact of oil
price shocks observed in the last decades.
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Figure 5. Impulse response - Global Demand Shocks

Services - First period

Services — Second period

10 ‘ 10
= €
S o S o
& &
-10 - : . -10 . . .
5 Periods 10 15 5 Pperiods 10 15
GDP - First period GDP - Second period
= 201 -
c c
3 8
S 0 W 5
o o
-20t . . ‘
Periods 10 15 5 periods 10 15
Goods - First period Goods - Second period
e 607 -
& 30f i @
= o
S 0 w o
_30, 4
5 Periods 10 15 5 Periods 10 15

5.4 Oil demand shocks

We estimate model (2) for Yi;, k = {GDP,S,G}, and é;,; = éop, over two
subsamples. The first subperiod is defined over the period 1976Q1:1995Q4, and
captures low-volatility oil demand shocks, while the second one is defined over
the period 1996Q1:2011Q4 and captures high-volatility oil demand shocks.
Figure 6 reports the impulse response to a unitary size structural shock
of the oil demand of the output growth of the services sector (top panels),
the GDP (middle panels) and the goods sector (bottom panels). Left panels
report the response in the first subperiod, right panels report the response in
the second subperiod. From the figure it emerges that in the second subperiod
the transmission mechanism seems to weaken the impact of oil demand shocks
on Yopp and Yg, at least for the initial periods, with Yz apparently unaffected.
The counterfactual analysis confirms a weakening in the transmission mech-
anism of oil demand shocks in the second subperiod in any sector (table 3c,
oeayit |€6p > oy €5y for k= {GDP,S,G} ). It also finds that the joint
effect of a higher variance of oil demand shocks with a weaker transmission

mechanism led to a moderate increase in the conditional volatility of Ygpp

SIT 51 s o s ; SIT 5T
(UYGIIDP |60D >oyr \eOD),ahlgh increase in that of Yo (UYGII |60D > oy \60D>,
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Figure 6. Impulse response - Oil demand shocks
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and left almost unaffected the conditional variance of Yy (a’YSH e, =~ Oy1 lebn ) .
Interestingly, the observed increase across periods in oy, ¢, 18 in accordance
to Balke et al. (2010), who find that in recent times economic efficiency and oil
demand both increased.

The increase over time in the volatility of oil demand shocks is strong enough
to drive upwards the conditional variances of both Ygpp and Y, a result op-
posite to the one that would be predicted by the good luck hypothesis. In this
respect, Kilian’s insight that to understand the overall economic impact of oil
price shocks we have to consider the composition of the underlying sources help
us reconcile this result with the evidence that in recent times the economic im-
pact of oil price shocks weakened. Indeed, the historical decomposition analysis
finds that since the late 1980s and at until the 1990s global demand shocks have
been predominant.

Finally, we check if the contribution of the service sector (aop,s) to the
variance of the GDP, conditional to oil demand shocks, that is implicitly defined
in the data has increased across subperiods. We find that cop,s increases from
58% to 72%, a result identical to the one found for oil supply shocks and almost
identical to the one found for global demand shocks. We interpret it as a further

evidence in favor of the hypothesis that changes in the GDP composition play
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a role in affecting the macroeconomic volatility.

6 Conclusions

In the paper we provide evidence that the change in the composition of the US
economic structure, characterized by the smooth increase in the GDP share of
the services sector at the expense of that of the goods sector, has contributed
to moderate the volatility of the US GDP conditional to oil price shocks. More-
over, we cast some doubts on the ability of the good luck hypothesis to explain
alone the great moderation by showing that when the volatility of an oil price
shock shrinks it is possible that the transmission mechanism of the shock to
the economy counteracts such a change by amplifying the impact of the shock.
These results then open the way to the possibility of a composition effect as an
alternative and complementary explanation of the great moderation. However,
as our analysis is limited to the case of the US economy and focuses on oil price

shocks only, further empirical investigation is required.
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