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Abstract

We propose a circuit model to describe transmon qubits coupled to multimode transmission line
resonators. This model has been developed in the frame of circuit quantum electrodynamics
and contrasted with available experimental data, and it might be useful for designing future ex-
periments in extreme coupling regimes. In addition, collapses and revivals of qutrit populations
are also observed in an extended version of the quantum Rabi model, in both the ultrastrong
and deep strong coupling regimes. This work opens the door for using the transmon-resonator
system in quantum simulations or quantum computation processes, where such regimes may
enhance the toolbox of already available interactions.
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Resumen

Proponemos un modelo circuital para describir transmones acoplados a resonadores de lineas
de transmisión multimodo. Este modelo ha sido desarrollado en el marco de la electrodinámica
cuántica con circuitos y contrastado con datos experimentales disponibles, esperando que sea
útil para diseñar futuros experimentos en regímenes de acoplo extremos. Además, colapsos
y renacimientos de las poblaciones en un sistema de tres niveles se han observado en una
versión extendida del modelo de Rabi cuántico, tanto en el régimen de acoplo ultrafuerte como
en el profundo. Este trabajo abre la puerta para utilizar el sistema transmon-resonador en
simulaciones o computaciones cuánticas, donde tales regímenes pueden mejorar las cualidades
de los sistemas con las interacciones ya disponibles.
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Laburpena

Transmisio lerro multimododunetara akoplatutako transmoi qubitak deskribatzen dituen zirkuitu
eredu bat proposatzen dugu. Eredu hau zirkuitu quantikoen elektrodinamikaren esparruan
garatu da eta eskuragarri dauden datu esperimentalekin egiaztatu da, muturreko akoplo erreg-
imenetan etorkizuneko esperimentuak diseinatzeko erabilgarria izan dadin. Hiru mailako sis-
temaren poblazioen kolapso eta berragerpenak behatu dira Rabiren eredu kuantikoaren hedapena
diren akoplo ultraindartsuaren zein sakonaren erregimenetan. Lan honek ateak zabaltzen dizkio
transmoi-erresonadore sistema simulazio zein konputazio kuantikoetan erabiltzeari, eta erregi-
menok berauetan dagoeneko eskuragarri dauden interakzio lanabesak hobetu ditzakete.
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Chapter 1

Introduction

Most of the greatest technological advances in the last century have been a consequence of
the comprehension of quantum mechanics and the development of automatic computational
machines. These two great achievements have preceded the growth of today's life quality and
worldwide communication systems, and the improvement of working facilities. The development
of quantum technologies in the last decades hopes to maintain the increase of computational
resources at the same pace as Moore's law vaticinated back in 1965. Furthermore, extremely
hard computational tasks like the factorization of big numbers [1] or the simulation of many
body dynamics [2] are among the most prominent challenges the universal quantum computer
[3] will be able to solve in the future. In contrast to classical computers, quantum comput-
ers take advantage of quantum phenomena like quantum superposition and entanglement to
increase information storage and to provide a substantial speed up in the processing of units
of information (qubits). In order to have such promising properties, quantum computers must
keep big amounts of these building blocks in coherence; something that has not been achieved
yet. Until the arrival of a �exibly programmable quantum computer, quantum simulators have
been proposed as machines to tackle a smaller subset of very hard problems. These systems
work by mapping the evolution of systems of interest into other systems where we have high
control.

There have been many proposals for implementing both quantum computers and quantum
simulators, readily trapped ions [4], quantum dots [5], NMR [6], ultracold atoms [7] and su-
perconducting qubits [8, 9, 10, 11]. Each of them has proven to have its own strengths and
drawbacks, but nevertheless, all of them share their excellent controllability of quantum systems
like atoms, electrons and photons. Speci�cally, the e�orts put in developing the trapped-ion
technology were materialized in the 2012 Nobel Prize awarded to Serge Haroche and David
Wineland, �for ground-breaking experimental methods that enable measuring and manipula-
tion of individual quantum systems�.

In the recent years, systems consisting of quantum circuits with superconducting qubits have
overtaken all other technologies with the record of quantum information processing tasks [12].
The fundamental features of these circuits rely on the macroscopic quantum coherence that
arises when microwave circuits are cooled down to temperatures on the order of miliKelvins. In
that regime, most of the degrees of freedom get frozen, and the circuits become well described
by collective and localized variables like voltages and currents, which obey the laws of quantum
mechanics with properties such as quantum tunnelling, among others.

Superconducting circuits are solid state electrical circuits made out of linear elements like
capacitors and inductors that can con�ne microwave photons, and non-linear elements like
Josephson junctions that behave as arti�cial atoms. Coupling these elements together we can
implement a perfect test-bed for cavity quantum electrodynamics. The ability to tailor their
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Chapter 1. Introduction

frequencies and couplings at will endows superconducting qubits a great advantage over the
rest of implementations; there is no �God-given� parameter that remains �xed. In particular,
increasing the light-matter interaction to the so called ultrastrong coupling regime [14] and be-
yond [15] (strength of the coupling comparable or greater than the frequencies of the constituent
elements) has only been achieved with quantum circuits. Reaching this barely explored regime
does not only have fundamental interest (the idea of matter and light as individual subsystems
breaks down), but it has also been proposed for performing quantum processing tasks faster
[16] and for building quantum memories [17] in circuit QED [18].

In this thesis, we have focused on developing new models for describing superconducting
qubits coupled to transmission line resonators (an element that holds a discrete number of
microwave light modes), with the objective that this coupling reaches extreme regimes. In the
�rst part, we investigate the possibility of reaching the ultrastrong coupling regime between
a transmon qubit [19], the most successful superconducting qubit realisation, and the bosonic
modes of a resonator. In the second part, we study typical features of the quantum Rabi model
in the deep strong coupling regime [15], in an extended qutrit-like model of the anharmonic
subsystem interacting with two bosonic modes.

More extensively, in chapter 2, we �rst introduce the basic models of cavity and circuit QED
and the necessary theory of superconducting circuits that will be used throughout the thesis.
We emphasise the quantum descriptions of transmission line resonators and the Cooper-pair
box, precursor of the transmon qubit.

In chapter 3, we thoroughly analyse the possibility of coupling a transmon qubit to the
bosonic modes of a resonator in the ultra strong regime. We �rst revise the original model
of this system, and comment on the key parameters that could be engineered to increase the
coupling. We propose next a new quantum model for transmission line resonators capacitively
coupled to transmon qubits. Finally, we make use of experimental data provided by the group
of Gary Steele at Delft University to probe this quantization procedure, and we comment on
the possibility of using it as a new designing tool for future experiments.

In chapter 4, we anticipate possible features happening in a qutrit subsystem coupled to
two modes of a resonator, where the frequencies of the three level system resemble those of a
transmon qubit, and where the coupling parameters to the resonant mode are freely tuned. We
brie�y revise the perturbative ultrastrong coupling regime and the deep strong coupling regime
before we analyse numerically our system, and evaluate the possibility of it being implemented
with superconducting qubits.

In chapter 5, we conclude the discussion of the thesis explaining all the possible roads that
this project opens. We make �nal remarks on the possibility of adding inhomogeneous trans-
mission line resonators coupled to superconducting qubits to the quantum simulation toolbox.
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Chapter 2

Circuit Quantum Electrodynamics

The �eld of quantum optics [20] studies the interaction between light and matter at its most
fundamental level, by making use of the theory of quantum electrodynamics (QED) [21]. The
size of matter typically considered in experimental quantum optics is that of atoms or molecules,
although the theory of QED well describes the interplay between subatomic charged particles
and photons. The main drawback from using atoms and photons is that their coupling in free
space is very weak, and hence scattering events are very rare. In 1946 [22] it was discovered
that putting atoms into cavities would enhance their �uorescence pro�le, giving birth to the
�eld of cavity quantum electrodynamics (CQED) [23]. This area of research has become one
of the most likely platforms for the practical implementation of quantum computation. There,
units of information are typically encoded into the the discrete energy levels of atoms and data
buses are mapped into �ying photons. In this chapter, we are going to see the fundamental
models of CQED and the basic tools one needs for implementing those in solid state circuits
[11, 24], where atoms are replaced by arti�cial anharmonic systems and cavities are made of
transmission line resonators.

2.1 Light-matter interactions: Jaynes-Cummings Model

The typical model of a simpli�ed two level atom interacting with a single bosonic mode of a
cavity resonator is the quantum Rabi Hamiltonian [25]

HRabi = ~
Ωq

2
σz + ~ωr

(
a†a+

1

2

)
+ ~gσx

(
a+ a†

)
(2.1)

where the �rst two terms account for a two-level subsystem or qubit with energy splitting Ωq

and operator σz = (|e〉〈e| − |g〉〈g|) and a harmonic oscillator of frequency ωr with creation and
annihilation operators a and a† respectively. The third term of the Hamiltonian is the coupling
between the qubit and the harmonic oscillator states written in the dipole approximation. This
approximation states that when the size of the atom is much smaller than the wavelength of
the cavity mode, the interaction can be written as Hint = d̂ · Ê where d̂ = degσx is the dipole
moment of the atom (σx = (|e〉〈g|+ |g〉〈e|)) and Ê(x, t) = Erms(a+ a†) sin kx is the quantized
electric �eld in the cavity, where Erms =

√
~ωr/ε0V is the root mean square value of the electric

�eld. The coupling constant can be then written as

g = ~−1degErms sin kx. (2.2)

If the coupling is small enough g � Ωq, ωr the Rabi Hamiltonian (2.1) can be simpli�ed by
means of the rotating wave approximation (RWA), yielding the Jaynes-Cummings model [26]
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Chapter 2. Circuit Quantum Electrodynamics

HJC = ~
Ωq

2
σz + ~ωr

(
a†a+

1

2

)
+ ~g

(
σ+a+ σ−a

†
)
. (2.3)

This model has already been analytically solved and its diagonalization results in the eigenen-
ergies

Eg,0 = ~
∆

2
, (2.4)

E±,n = (n+ 1) ~ωr ±
~
2

√
4g2 (n+ 1) + ∆2, (2.5)

which are associated with the eigenstates |g, 0〉 and

|+, n〉 = cos (θn) |g, n+ 1〉+ sin (θn) |e, n〉 , (2.6)

|−, n〉 = − sin (θn) |g, n+ 1〉+ cos (θn) |e, n〉 , (2.7)

where ∆ = Ωq − ωr is the qubit-cavity detuning and θn is a mixing angle with the expression

θn =
1

2
arctan

(
2g
√
n+ 1

∆

)
. (2.8)

For the special situation where the qubit and the cavity are on resonance, i.e. ∆ = 0, the
eigenstates of 2.3 simplify to

|±, n〉 =
1√
2

(|g, n+ 1〉 ± |e, n〉) . (2.9)

The energy splitting with n = 0, ∆E±,0 = 2g is also known as the vacuum Rabi splitting. If one
lets an initial state with zero photons in the cavity and the atom excited |Ψ(0)〉 = |e, 0〉 evolve
with the JC Hamiltonian U = eiHJCt/~ the atom will coherently emit the photon into the cavity
(|g, 1〉) and then absorb it back with a frequency of g/π. Those oscillations are called Rabi
oscillations, and in a closed system would last forever. However, real cavities and atoms lose
energy irreversibly at rates γ and κ respectively and therefore Rabi oscillations can be seen in a
time scale given by γ + κ. In order to see many Rabi oscillations, we require g � γ, κ, which is
also known as the strong coupling regime. This coupling regime has proven to be very di�cult
to achieve with atoms/ions in cavities. A di�erent approach was thus proposed to enhance the
coupling; make use of �arti�cial� atoms (anharmonic systems with few computational states)
built with superconducting circuits.

2.2 Circuit Quantum Electrodynamics

Originally, the implementation of cavity QED was conceived with real atoms interacting with
optical photons. Nonetheless, such ideas can be realized can be made with any other physical
system that can �hold� standing photons and make them interact with localized anharmonic
(preferably two-level) systems. The implementation of cavity QED with microwave transmission
lines and superconducting qubits ful�ls these conditions, and this new research �eld is now
known as circuit QED (cQED).

The greatest advantages to this mode of implementation are:

� All cQED Hamiltonian parameters can be engineered with great �exibility. In contrast,
optical cavity QED relies on coupling and qubit frequencies which are set by nature.
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2.2. Circuit Quantum Electrodynamics

� One can easily place many qubits in a transmission line resonator to make them all interact
with the same bosonic modes. Although in principle this is also possible in cavity QED,
the extreme di�culty of such experiments has delayed its implementation.

� Qubit and coupling parameters can be not only predesigned at will, but they are also
highly tunable during an experiment.

� Light-matter interaction beyond the strong coupling regime has only been reported in
cQED systems, i.e. the ultrastrong coupling regime [27, 14]. Until now, no physical limit
for the coupling has been discovered.

On the other hand, their design �exibility carries an important drawback; loss of coherence
between the qubits and the photons is also greater than in atomic systems. Nevertheless, its
fast interactions have allowed us to produce experiments unachievable with any other imple-
mentation. We will now present the basic tools necessary to describe circuit QED systems.

2.2.1 Lumped-element circuit quantization

Electric circuits obey Maxwell's equations when they work in their classical regime, i.e. when
the number of particles is macroscopic and the temperature is high enough for individual scat-
tering processes between constituents to e�ectively behave as a background noise. Amazingly,
when they are cooled down to temperatures very close to absolute zero macroscopic quantum
phenomena emerge, in other words, collective degrees of freedom of the circuit (like voltages
or currents) evolve under the Schrödinger equation. The standard procedure to describe the
quantum behaviour of electric circuits consists in �nding the classical Hamiltonian dynamics
of an e�ective network model, and imposing canonical commutation relations on its degrees
of freedom. We will summarize the general formalism introduced in [28, 29] to �nd quantum
circuit Hamiltonians that will be used throughout this thesis, restricting ourselves to circuits
containing passive non-dissipative elements, i.e. we will not take into consideration impedances
resulting in energy decay in the system.

An electric circuit is typically modelled as a network of two-terminal components connected
in nodes, which in a speci�c regime of parameters behave under Kirchho� voltage and current
laws [30], see Fig. 2.1. We can identify the nodes of the network with a potential set of degrees
of freedom of the circuit (symmetries in the system can e�ectively reduce this number). The
usual degrees of freedom used in classical electrical engineering are the voltages V (t) in the
nodes and the currents I(t) in the loops, but for quantum circuits we will use the equivalent
node �uxes Φ(t) and loop charges Q(t), which are related to the previous ones via

Φ(t) =

ˆ t

−∞
V (t

′
)dt
′
, Q(t) =

ˆ t

−∞
I(t
′
)dt
′
. (2.10)

This choice of variables is much more appropriate for superconducting circuits because �ux
and charge variables are very closely related to the superconducting phase across a Josephson
junction, as well as the di�erence in the number of Cooper pairs, as we will see later in Sec.
2.3. If we apply Kirchho�'s laws at the nodes of the network we can �nd the equations of
motion for the �ux variables {Φk(t)}k=1,...,n, which in classical mechanics are regarded as the
Euler-Lagrange equations

d

dt

(
∂L

∂Φ̇k

)
− ∂L

∂Φk
= 0, k = 1, ..., n (2.11)

associated to a Lagrangian family (in�nitely many Lagrangians will have the same equations of
motion). We remark here that choosing the �ux variables for writing the Lagrangian is mostly
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Chapter 2. Circuit Quantum Electrodynamics

Figure 2.1: General network of lumped elements. Flux nodes {Φk}k=1,...,n de�ne a set of
dynamical variables with n being an upper bound to the number of degrees of freedom of the
classical system.

used as the non-linear element that successful superconducting qubits have are the Josephson
junctions. However, a completely equivalent description starting with the loop charges can be
equally useful when describing circuits with phase-slip junctions, a non-linear element in charge
variable, see [31]. If we consider for the moment the only two non-dissipative linear elements
that exist in circuits, capacitors and inductances, any found Lagrangian that accomplishes
(2.11) is just the di�erence between the electric and magnetic energy stored in those elements
respectively

L(Φk, Φ̇k) =
1

2

−̇→
Φ
T

C
−̇→
Φ − 1

2

−→
Φ TL

−→
Φ , (2.12)

where C, L are the capacitance and inductance matrix of the circuit and
−→
Φ = (Φ1,Φ2, ...). The

associated classical Hamiltonian can be obtained by applying the Legendre transformation

H(Φk, Qk) =
∑
k

QkΦ̇k − L, (2.13)

where the charges Qk are the conjugate variables to the �uxes Φk satisfying the Poisson bracket
{Φk, Qk} = δk,k′ . The �nal step is then to apply the canonical quantization procedure to the

classical degrees of freedom
[
Φ̂k, Q̂k

]
= i~, yielding the quantum Hamiltonian description of

the circuit,

Ĥ =
1

2

−→
Q̂TC

−→
Q̂ +

1

2

−→
Φ̂ TL

−→
Φ̂ . (2.14)

We will apply this formalism for the quantization of circuits that will collectively operate as
cavity QED systems.

2.2.2 Transmission lines

As optical cavities con�ne the electromagnetic �eld in the terahertz frequency range, transmis-
sion line resonators play the same role for photons that are in the microwave regime. Thus,
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2.2. Circuit Quantum Electrodynamics

we review now the quantization procedure for describing these important components in circuit
QED systems.

In microwave engineering [30], transmission line theory makes use of lumped element circuits
to study the propagation of waves in environments enclosed by conductors. In Fig. 2.2, we see a
schematic representation of the lossless transmission line as a two-wired line with characteristic
impedance Z0 ≡

√
L/C and propagation constant β ≡ ω

√
LC, and its associated lumped

element circuit model of a ∆x length of the line where L(C) is the inductance (capacitance) per
unit of length. In order to study the quantum behaviour of transmission line elements we can

Figure 2.2: Schematic representation of a transmission line resonator by a two-wired line that
supports a TEM mode with characteristic impedance Z0 and propagation constant β, and its
equivalent lumped element circuit model, where Li(Ci) is the inductance (capacitance) per unit
of length ∆x and Φi the �ux variable at each node.

get the classical Lagrangian of the lumped element model in terms of its normal modes. We will
then write its associated Hamiltonian, and make use of the canonical quantization procedure
[28, 29]. Using nodal analysis we can then easily write a Lagrangian for the circuit of Fig.
2.2(b),

L =
∑
i

∆x
Ci
2

Φ̇i(t)
2 − 1

2∆xLi
(Φi(t)− Φi+1(t))2 (2.15)

which in the continuum limit of ∆x→ 0 and
∑

i ∆x →
´ b
a dx transforms into

L =
1

2

ˆ b

a
dx

(
C(x) (∂tΦ(x, t))2 − 1

L(x)
(∂xΦ(x, t))2

)
(2.16)

where Ci → C(xi), Li → L(xi), (Φi(t)− Φi+1(t)) /∆x → ∂xΦ(xi, t), Φi(t) → Φ(xi, t). We will
now see how the action

S =

ˆ T

0
dtL =

1

2

ˆ T

0
dt

ˆ b

a
dx

(
C(x) (∂tΦ(x, t))2 − 1

L(x)
(∂xΦ(x, t))2

)
(2.17)

associated with that Lagrangian already implies boundary conditions to the �elds Φ(x, t). We
make use of the principle of least action and take the variation of the action δS such that
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δS =

ˆ T

0
dtδL

=

ˆ T

0
dt

ˆ b

a
dx

(
C(x)

2
∂tΦ(x, t) δ(∂tΦ(x, t))− 1

2L(x)
∂xΦ(x, t) δ(∂xΦ(x, t))

)
=

ˆ T

0
dt

ˆ b

a
dx

(
C(x)

2
∂tΦ(x, t) ∂t(δΦ(x, t))− 1

2L(x)
∂xΦ(x, t) ∂x(δΦ(x, t))

)
=

ˆ b

a
dxC(x)

(
[∂tΦ(x, t) δΦ(x, t)]T0 −

ˆ T

0
dt ∂ttΦ(x, t) δΦ(x, t)

)
−
ˆ T

0
dt

([
∂xΦ(x, t)

L(x)
δΦ(x, t)

]b
a

−
ˆ b

a
dx ∂x

(
∂xΦ(x, t)

L(x)

)
δΦ(x, t)

)
= 0, (2.18)

where to go from the third to �fth line we have integrated by parts with respect to time (space)
the kinetic (potential) term associated with the capacitance (inductance). In Eq. (2.18), we
have two types of boundary terms, temporal and spatial. We further recall that implementing
the principle of least action requires to set the variation of the �elds at the initial and �nal time
to zero δΦ(x, 0) = δΦ(x, T ) = 0. We are thus left with just the spatial boundary term, namely
(up to a sign and a factor 2) ˆ T

0

[
1

L
Φ
′
δΦ

]b
a

which can be set to zero in di�erent ways: a �rst one is to impose that the variations be zero
at the spatial boundary,

δΦ(a, t) = δΦ(b, t) = 0, (2.19)

which for the transmission line problem means leaving the end terminals unconnected. Another
one is to impose the vanishing of the spatial derivatives at the boundary, δΦ

′
(a, t) = δΦ

′
(b, t) =

0. Inserting the �rst set of spatial boundary conditions on Eq. (2.18) we can get the �nal
equations:

C(x) ∂tt(Φ(x, t))− ∂x
(
∂xΦ(x, t)

L(x)

)
= 0 (2.20)

∂xΦ(a, t)

L(x)
= fa(t),

∂xΦ(b, t)

L(x)
= fb(t), (2.21)

where the functions fa(t) and fb(t) are not degrees of freedom but �xed arbitrary time dependent
functions.

Normal modes of homogeneous transmission line:

A transmission line of �nite length l grounded at x = 0 and terminated in open circuit at x = l
with constant capacitance (C0) and inductance (L0) per unit length has the equations

Φ̈(x, t))− 1

C0L0
Φ
′′
(x, t) = 0 (2.22)

Φ(0, t) = Φ
′
(l, t) = 0, (2.23)

where we have denoted the partial spatial (time) derivative as Φ
′
(x, t) (Φ̇(x, t)). It must also be

remarked, that in deriving (2.23), we have used a mixed case of spatial boundaries δΦ
′
(0, t) =

8



2.2. Circuit Quantum Electrodynamics

δΦ(l, t) = 0. The above set of equations corresponds to a discrete multimode resonator. We
can write the Lagrangian in the normal mode basis by expanding the �eld in a complete set of
eigenfunctions {un(x)}

Φ(x, t) =
∑
n

ψn(t)un(x). (2.24)

Substituting in (2.22)-(2.23) we derive the equations

ψ̈n(t)

ψn(t)
= −ω2

n, (2.25)

u
′′
n(x)

L0
= −ω2

nC0un(x), (2.26)

un(0) = 0, (2.27)

u
′
n(l) = 0, (2.28)

corresponding to a Sturm-Liouville problem. Eqs. (2.25)-(2.27) admit the solution un(x) =
An sin (knx), and inserting this ansatz into (2.28) we are able to derive the equation for the
wave numbers

kn = (2n+ 1)
π

2l
.

The complete set of eigenfunctions{un(x)} form a basis with the orthogonality condition

2

A2
n

ˆ l

0
dxC0un(x)um(x) = Crδnm, (2.29)

where Cr =
´ l

0 C0dx = C0l. We can write now the Lagrangian (2.16) with the sum of eigenmodes
and the orthogonality relation to get

L =
∑
n

Cr
2

(
ψ̇2
n − ω2

nψ
2
n

)
. (2.30)

We de�ne the conjugate momenta to the �uxes ψn, the charges qn = Crψ̇n and do a change of
variables of �uxes and charges in terms of creation and annihilation operators

ψn =

√
~

2ωnCr

(
a†n + an

)
, (2.31)

qn = i

√
~ωnCr

2

(
a†n − an

)
, (2.32)

with an and a
†
n satisfying the commutation relation

[
an, a

†
m

]
= δnm such that the �nal quantum

Hamiltonian reads

Ĥ =
∑
n

ωn

(
a†nan +

1

2

)
. (2.33)

Thus, we have showed that the homogeneous quantized transmission line resonator can be also
seen as an in�nite sum of a discrete set of harmonic oscillators equally spaced.
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Chapter 2. Circuit Quantum Electrodynamics

2.3 Superconducting Qubits

Superconducting qubits are circuits made of Josephson junctions which behave as two level
systems. Due to their very �exible design they have been called �arti�cial� atoms. In the
last twenty years they have overtaken all of the other qubit implementation proposals and have
allowed for implementation of the most complex quantum algorithms yet [32, 12]. In this section
we are going to brie�y review the fundamentals of this technology introducing the Josephson
junction, i.e. the non-linear non-dissipative element that all qubits share, and the Cooper-pair
Box qubit which laid the foundation for the very succesful transmon qubit [19] that we will
thoroughly study in Chapter 3.

2.3.1 Josephson e�ect and Josephson junction

A Josephson junction is made of two superconductors separated by a thin insulating layer, see
Fig. 2.3(a). The two superconductors can be e�ectively characterized by a macroscopic wave
function Ψi =

√
nie

iϕi [33]. Brian Josephson [34] showed that these two wave functions can
overlap with each other, with the net result of tunnelling processes of Cooper-pairs (pairs of
electrons) between the two superconductors. The solution of the Schrödinger equation of that
system demonstrates that the �owing current through the junction can be written in terms of
the phase di�erence of the wave functions via

IJ = Ic sin (ϕ2 − ϕ1) = Ic sinϕJ , (2.34)

where Ic is the critical current of the junction (which depends among other things on microscopic
features like the area and thickness of the junction) and ϕJ is the so-called gauge invariant phase.
This relation is also known as the dc-Josephson relation because in the absence of any externally
applied voltage bias V there is a continuous �ow of dc-current. There is a second fundamental
equation known as the ac-Josephson relation which relates a non-zero applied voltage V between
the two superconductors with the gauge invariant phase ϕJ via

V =
Φ0

2π

dϕJ
dt

, (2.35)

where Φ0 = 2e/~ is the magnetic �ux quantum, whose name comes from the fact that a
magnetic �ux passing through a superconducting ring is quantized in units of Φ0 [33]. Eq.
(2.34) can be plugged into (2.35) yielding the non-linear oscillating current in the junction
I = Ic sin (2πV t/Φ0). Using the usual inductance de�nition L = V/İ, we can derive the
associated non linear inductance of the Josephson junction,

LJ =
Φ0

2Ic cos(ϕJ)
. (2.36)

There is an equivalent circuit model of the Josephson junction consisting in a pure non-linear
inductance and a capacitor shunting it, see Fig. 2.3(b). By means of the relation between �ux
and voltage V = dΦ/dt and the ac-Josephson relation (2.35) we can write explicitly the relation
between the �ux and phase across the junction

ϕJ = 2πΦJ/Φ0. (2.37)

We can �nally derive the Hamiltonian of a Josephson junction applying the Kirchho� equation
to the circuit in Fig. 2.35(b), containing the equation CJ Φ̈J = Ic sin(2πΦJ/Φ0) where ΦJ =
Φ2 − Φ1 corresponding to the Lagrangian
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a

b

Figure 2.3: (a) Josephson junction with superconducting wave functions Ψ1,2 and (b) a circuit
schematic of junction formed by a non-linear inductive term EJ shunted by a capacitor CJ with
its usual box representation.

L =
CJ
2

Φ̇2
J −

IcΦ0

2π

[
1− cos

(
2πΦJ

Φ0

)]
. (2.38)

Performing the Legendre transformation, we �nally derive the Hamiltonian

HJ =
Q̂2
J

2CJ
− IcΦ0

2π
cos

(
2πΦ̂J

Φ0

)
= 4EC n̂

2 − EJ cos (ϕ̂J) (2.39)

where we have expressed the charge in terms of the di�erence number of Cooper pairs in the two
superconductors Q̂ = 2en̂. We also de�ne the charge energy EC ≡ e2/2CJ and the Josephson
energy EJ = IcΦ0/2π. This non-linear cosine potential is the key to construct systems whose
energy spectra is reduced to two-level systems (qubits). The above Hamiltonian can be written
in the Cooper-pair number basis |n〉 which satis�es n̂|n〉 = n|n〉 by introducing the relation
between phase |ϕ〉 and number basis

|n〉 =
1

2π

ˆ 2π

0
dϕ
′
einϕ

′
|ϕ′〉. (2.40)

We can now write the operator eiϕ̂ in the |n〉 basis by checking how it acts on number states
|n〉

11
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eiϕ̂|n〉 =
1

2π

ˆ 2π

0
dϕ
′
eiϕ
′
|ϕ′〉〈ϕ′ |n〉

=
1

2π

ˆ 2π

0
dϕ
′
ei(n+1)ϕ

′
|ϕ′〉

= |n+ 1〉. (2.41)

As the above is valid for all states |n〉, we then have that eiϕ̂ =
∑

n |n+ 1〉〈n| and therefore

H = 4EC
∑
n

n2|n〉〈n| − EJ
2

(∑
n

|n+ 1〉〈n|+
∑
n

|n〉〈n+ 1|

)
. (2.42)

It can be checked that the Cooper-pair number n̂ and phase ϕ̂ operators are conjugate variables
that satisfy [ϕ̂, n̂] = i. We are going to see now a simple variation of the above circuit which
was used as the �rst superconducting qubit.

2.3.2 Cooper-pair Box

The Cooper Pair Box [35, 36] is the origin of all charge qubits. It consists of a small supercon-
ducting island in between a Josephson junction and a capacitor plate that is biased by a voltage
source, see Fig. 2.4. The Hamiltonian of this circuit can be calculated with the same procedure
of Subsec. 2.2.1 but we will leave its derivation for the related circuit of the transmon qubit in
Sec. 3.1.1. The Hamiltonian description then obtained is

HCPB = 4EC(n̂− ng)2 − EJ cos(ϕ̂J), (2.43)

where the charge energy is de�ned as EC = e2/2 (Cg + CJ), and the charge o�set as ng =
CgVg/2. We calculate the energy spectrum of the CPB Hamiltonian using the Matrix Numerov

Figure 2.4: Cooper Pair Box schematic circuit: two superconducting plates form the Josephson
junction with energy EJ and capacitance CJ . The gate capacitance Cg couples the junction to
a voltage source Vg to bias the number of Cooper pairs in the island. Figure taken from [36]
and modi�ed.

Method [37]. The Schrödinger equation in the phase space

HCPBΨ (ϕ) =

[
4EC(−i d

dϕ
+ ng)

2 − EJ cos(ϕ)

]
Ψ (ϕ) = EΨ (ϕ) , (2.44)
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has the boundary condition Ψ (ϕ) = Ψ (ϕ+ 2π). We can eliminate the charge o�set by per-
forming the gauge transformation Ψ′ (ϕ) = e−2ingϕΨ (ϕ),[

−4EC
d2

dϕ2
− EJ cos(ϕ)

]
Ψ′ (ϕ) = EΨ′ (ϕ) , (2.45)

with the new boundary condition Ψ′ (ϕ) = e−2ingπΨ′ (ϕ+ 2π). For the general di�erential
equation ψ′′ (x) = f (x)ψ (x), the standard Numerov method [38] has the stepwise integration
formula

ψi+1 =
ψi−1

(
12− d2fi−1

)
− 2ψi

(
5d2fi + 12

)
d2fi+1 − 12

+O(d6), (2.46)

with Ψi = Ψ (xi), fi = f (xi), i ∈ {1, ..., N} and d being the bin size in the discretization where
in our case f (x) = −(E − V (x))/4EC and V (x) = −EJ cos(x). Eq. (2.46) can be rearranged
into matrix form as

− 4ECAψ +BV ψ = EBψ, (2.47)

where we have de�ned ψ = (..., ψi, ψi+1, ...), A = (1−1−210 +11)/d2, B = (1−1 +1010 +11)/12,
V = diag(..., Vi, Vi+1, ...) and Ip is the matrix with 1s along its pth diagonal and zeros elsewhere.
Multiplying by B−1, we obtain

− 4ECB
−1Aψ + V ψ = Eψ. (2.48)

We �nish the discretization of Eq. (2.45) by adding the boundary condition for our periodic
potential after the gauge transformation A1,N = AN,1 = e−2ingπ/d2 and B1,N = BN,1 =
e−2ingπ/12. The numerical diagonalization of Eq. (2.45) is shown in Fig. 2.5. It can be noted
that it faithfully reproduces the perfect Mathieu solution in Fig. 2 of [19] for di�erent ratios of
EJ/EC . In the CPB regime (EC ≥ EJ , see Fig. 2.5(a)) the eigenstates are very anharmonic
but they strongly depend on the o�set charge, which means that the charge noise channel will
be very important. On the other hand, the so called transmon regime corresponds to EJ > EC
and is much more resilient to charge noise �uctuations, see Sec. V in [19]. In both cases, the
di�erence of energy between the �rst and second transitions is big enough to be able to address
the two-level subsystem, and remain there enough time to perform quantum operations.
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a b

c d

Figure 2.5: Energy levels of the CPB as a function of the charge o�set ng using the Matrix
Numerov Method for di�erent values of EJ/EC . As this ratio increases the levels of the CPB
become more harmonic and more resilient to charge bias noise. For EJ/EC � 1 the system is
known as transmon qubit.
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Chapter 3

Circuit QED with a transmon qubit in

the USC regime

The transmon [19] has been one of the most successful qubits in the �eld of cQED. Among
its best features are some of the lowest decay and decoherence rates of all superconducting
qubits. Furthermore, its coupling to transmission line buses can be increased faster than its
simultaneous loss of anharmonicity and, when used in 3D cavities transmon qubits can exhibit
even more robustness against noise [39]. In the community of quantum optics, there is a great
interest in having systems working in regimes where the rotating wave approximation fails,
which would allow to study new states of matter [27, 13]. Likewise, there have been proposals
to use such tools to do quantum information processing tasks, e.g. ultra fast quantum gates [16].
However, as of yet, nobody has performed an experiment with a transmon qubit ultrastrongly
coupled to a resonator. The di�culty of the task has been theoretically discussed [14], but
no important progress has been made up to now. In this section we are going to present a
theoretical model of a transmission line resonator capacitively coupled to a transmon qubit,
where the ultrastrong coupling regime between a mode of the resonator and the transmon
could be engineered. We will test the model with data from a new experiment that has been
performed in the laboratory of Pr. Gary Steele at Delft University of Technology. We will show
that in this experimental realisation the USC non-resonant coupling regime has been achieved.
However, �rst we will review the original transmon qubit proposal by Koch et al. [19], paying
special attention to the critical parameter values required to reach that goal.

3.1 Transmon qubit revisited

The transmon qubit was originally realised with a Cooper-Pair Box embedded in a transmission
line resonator, with Josephson energy EJ � EC . A schematic diagram and an e�ective circuit
model of the circuit can be seen in Fig. 3.1. Two Josephson junctions are threaded by a
magnetic �ux, such that they behave like an e�ective junction with tunable Josephson energy
EJ = EJ,max |cos(πΦext/Φ0)| (a dc-SQUID). In this �rst section we are going to assume that
the Josephson junctions are identical and we will leave the asymmetric case for later study in
Sec. 3.1.3. This e�ective Josephson junction is capacitively coupled through Cg to a resonator,
simply modelled as a LC-resonator (�rst mode of the transmission line resonator). The e�ective
o�set charge ng (number of Cooper pairs) is controlled by a constant voltage source Vg in a
similar manner to the CPB, see Sec. 2.3.2. The main di�erence of the transmon as compared
with the common CPB, is the shunting of the Josephson junctions with a huge capacitor CB,
together with an increase of the capacitance Cg.
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Chapter 3. Circuit QED with a transmon qubit in the USC regime

Figure 3.1: E�ective circuit diagram of the transmon qubit (two Josephson junctions in parallel)
coupled through capacitance Cg to the resonator with inductance Lr and capacitance Cr and
biased by the voltage source Vg. Figure taken from [19] and slightly modi�ed.

3.1.1 Circuit quantization

In order to model the quantum behaviour of this circuit we will follow [29] to derive a Hamilto-
nian. Again, we start by writing the Lagrangian of the circuit which can be directly done from
the node description of Fig. 3.1(b)

L =
1

2
Cin

(
Φ̇r − Vg

)2
− 1

2Lr
Φ2
r +

1

2
CrΦ̇

2
r +

Cg
2

(
Φ̇J − Φ̇r

)2
+
CA
2

Φ̇2
J + EJ cos (ϕJ) , (3.1)

where Φr,J are the node �uxes that de�ne the resonator and the Josephson degrees of freedom
respectively, the Josephson phase is ϕJ ≡ 2πΦJ/Φ0 and Cin is the capacitance between the
voltage bias Vg and the resonator and CA = CB + CJ . We de�ne the conjugate coordinates to
the node �uxes, the associated charges

Qr ≡
∂L
∂Φ̇r

= CrΦ̇r − Cg
(

Φ̇J − Φ̇r

)
+ Cin

(
Φ̇J − Vg

)
, (3.2)

QJ ≡
∂L
∂Φ̇J

= CrΦ̇r + Cg

(
Φ̇J − Φ̇r

)
+ CAΦ̇J , (3.3)

with inverse relations

Φ̇r = Qr
(CA + Cg)

C2
∗

+QJ
Cg
C2
∗

+ Vg
Cin (CA + Cg)

C2
∗

, (3.4)

Φ̇J = Qr
Cg
C2
∗

+
QJ

CA + Cg

(
1 +

C2
g

C2
∗

)
+ Vg

CinCg
C2
∗

, (3.5)

where C2
∗ ≡ Cg(Cin + Cr) + CA(Cg + Cin + Cr). We perform a Legendre transformation and

promote the conjugate variables to operators, with commutation relations
[
Φ̂i, Q̂j

]
= i~δij , and

obtain the quantum Hamiltonian

H =
(CA + Cg)

2C2
∗

Q̂2
r +

1

2Lr
Φ̂2
r +

(Cg + Cin + Cr)

2C2
∗

Q̂2
J − EJ cos (ϕ̂J)

+
Cg
C2
∗
Q̂JQ̂r +

(CA + Cg)Cin
C2
∗

Q̂rVg +
CgCin
C2
∗

Q̂JVg. (3.6)
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3.1. Transmon qubit revisited

If one engineers the capacitances such that Cr � CA, Cin, Cg and de�ne the total capacitance
CΣ ≡ CA + Cg, we arrive at

H ' Q̂2
r

2Cr
+

1

2Lr
Φ̂2
r +

Q̂2
J

2CΣ
− EJ cos (ϕ̂J)

+
Cg
CrCΣ

Q̂JQ̂r +
Cin
Cr

Q̂rVg +
CgCin
CrCΣ

Q̂JVg. (3.7)

We now introduce (i) creation and annihilation operators

â†, â ≡ 1√
2~

((
Cr
Lr

)1/4

Φ̂i ∓ i
(
Lr
Cr

)
Q̂i

)
(3.8)

of quanta of energy in the LC-oscillator of frequency ωr = 1/
√
LrCr and (ii) its root-mean-

square voltage V 0
rms =

√
~ωr/2Cr. We also de�ne the ratio β ≡ Cg/CΣ between the gate

capacitance and total capacitance, as well as the charge energy EC = e2/2CΣ, in order to put
the Hamiltonian into the circuit QED form of Eq. (3.1) in [19],

H = 4EC(n̂− ng)2 − EJ cos(ϕ̂J) + ~ωrâ†â+ 2βeV 0
rmsn̂

(
â+ â†

)
, (3.9)

where the e�ective o�set gauge charge is de�ned as ng = −CgCinVg/2Cre. In the above
derivation we have neglected the constant term n2

g and the coupling term between the resonator

charge Q̂r and Vg, which could be used to drive the resonator mode with an oscillatory source.

3.1.2 Circuit QED with the transmon in the USC regime

Recalling the diagonalization of the qubit subsystem done in Sec. 2.3.2, we can rewrite Eq.
(3.9) in the generalised Rabi Hamiltonian form

H = ~
∑
i

Ωi |i〉 〈i|+ ~ωrâ†â+ ~
∑
i,j

gij |i〉 〈j|
(
â+ â†

)
, (3.10)

where the coupling constant is ~gij = 2βeV 0
rms 〈i| n̂ |j〉 = ~g∗ij and Ωi |i〉 are the bare eigenener-

gies and eigenvectors of the CPB. It can be easily appreciated that in order to achieve higher
coupling regimes between the resonator and the qubit we need to increase the passive parame-
ters β and V 0

rms, as well as let the system work in the transmon regime, where the o�-diagonal
elements of the n̂ operator become bigger.

Passive coupling parameters

By de�nition, we have that the ratio β < 1 and tends to one when Cg � CB + CJ . On the
other hand, the rms voltage V 0

rms ∝ 1

L
1/4
r C

3/4
r

could be increased by designing a transmission

line resonator with lower capacitance. If in addition we wanted to maintain the frequency of
the oscillator at a constant value we should increase the inductance Lr. As the rms value
has di�erent powers for the inductance and capacitance this is actually possible. The task of
increasing the inductance of superconducting wires is a very active research area in the �eld
of quantum computing and in particular, current e�orts are focused on modifying the kinetic
inductance of the wires [41, 42]. Ideally, one would like to be able to engineer a resonator with
independent ωr and V 0

rms.
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Chapter 3. Circuit QED with a transmon qubit in the USC regime

Active coupling parameter

The active part of the coupling is the Cooper-pair number operator n̂, whose values are depen-
dent on the regime of EJ/EC . In Fig. 3.2 we can see the o�-diagonal elements calculated in
the phase basis. It is interesting to notice that the coupling between nearest neighbour CPB
eigenstates can be made of order unity in the transmon regime and increasingly big as the ratio
EJ/EC grows, while further o�-diagonal terms 〈i|n̂|j〉 → 0 when i 6= j+1. It must be remember
here, that as the coupling increases the transmon becomes more and more harmonic and the
transmon will need more energy levels to be correctly described.

Figure 3.2: O�-diagonal matrix elements of the number operator as a function of the ratio
EJ/EC with ng = 0.5 calculated in the phase basis.

3.1.3 SQUID asymmetry and charge bias

In the derivation of Eq. (3.10) we assumed that the Josephson energies are symmetric but this
is typically not the case. Given the current junction fabrication techniques, junction parameters
can lead to asymmetries up to d = EJ1−EJ2

EJ1+Ej2
≈ ±10%. The case of the asymmetric junction was

studied both in the CPB [43] and transmon regime [19]. We can replace the cosine term in Eq.
(3.9) to obtain the Hamiltonian

HSQUID = −EJ1 cos(ϕ̂1)− EJ2 cos(ϕ̂2), (3.11)

where ϕ̂1,2 now describe the individual superconducting phase di�erences across the junctions
with energies EJ1,2 respectively. By making use of the �ux quantization along a superconducting
ring [33] we get the relation

ϕ1 − ϕ2 = 2πm+ 2π
Φext

Φ0
, (3.12)

with integer m and where Φext denotes the external magnetic �ux through the SQUID ring.
We can de�ne the e�ective phase di�erence of the device ϕJ = (ϕ1 + ϕ2) /2 and using EJΣ =
EJ1 + EJ2 rewrite the Hamiltonian (3.11) as

HSQUID = −EJΣ [cos(πΦext/Φ0) cos ϕ̂J + d sin(πΦext/Φ0) sin ϕ̂J ]

= −EJΣ cos(πΦext/Φ0)
√

1 + d2 tan2(πΦext/Φ0) cos (ϕ̂J − ϕ0)

= −EJ (Φext) cos (ϕ̂J − ϕ0) , (3.13)
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3.2. New circuit model of a transmon qubit

where the phase ϕ0 = d tan (πΦext/Φ0). This phase shift can be removed by shifting the
variables if the external magnetic �ux is constant but it could also be used to drive the qubit
directly, see e.g. [44], where the external �ux is varied to create photons.

In real experiments we always have asymmetric junctions, e.g. see next Sec. 3.3 to see the
spectroscopy data of an experiment with a transmon qubit. Nevertheless, it can be seen in Fig.
3.3 that most of the e�ect is in the CPB regime. If we measure the energy levels of the bare
SQUID close to the Φext = 0.5, the di�erence between a slightly asymmetric (d < 1%) SQUID
and a symmetric one is typically blurred out by the e�ect of the noise in the charge o�set ng
[19]. In Fig. 3.3 we see the discrepancy of the (a) energies and (b) coupling elements when

a b

Figure 3.3: (a) Energy levels and (b) matrix elements of the number operator as a function
of the external �ux Φext with EJΣ/EC = 70 with ng = 0.5 and no asymmetry (solid lines)
and d = 5% (dashed lines). As the external �ux approaches Φext → 0.5 (EJ(Φext)→ 0) the
discrepancy increases.

the qubit is pushed towards the CPB regime with an asymmetry of d = 5% compared to the
symmetric case.

In Fig. 3.3 we also see that the charge bias ng introduces a diagonal component in the
coupling. The Cooper-pair number operator |〈i|n̂J |i〉| → ng as EJ/EC → ∞, something that
can be easily proven performing a gauge transformation where n̂J → n̂J − ng.

3.2 New circuit model of a transmon qubit

In order to investigate the possibility of reaching the USC regime with the transmon we propose
the simple circuit model of Fig. 3.4. It consists of a homogeneous transmission line resonator
(L0, C0) shorted to ground on one side (x = 0) and capacitively coupled (Cg) to a Josephson
junction (EJ , CJ) at the other end (x = l).

3.2.1 Lagrangian formalism

Following Secs. (3.1) and (2.2.2) the Lagrangian of the circuit in Fig. (3.4) can be written as

19



Chapter 3. Circuit QED with a transmon qubit in the USC regime

Figure 3.4: Transmon qubit (CJ , EJ) capacitively coupled (Cg) to a homogeneous transmission
line resonator of capacitance and inductance per unit length C0 and L0 and total length l.

L =
´ l

0 dx

(
C0
2

(
Φ̇(x, t)

)2
− 1

2L0

(
Φ
′
(x, t)

)2
)

+
Cg

2

(
Φ̇(l, t)− φ̇J

)2
+

CJ
2 φ̇

2
J + EJ cos (2πφJ/Φ0) , (3.14)

where Φ(x, t) is again the continuous �ux variable along the transmission line resonator of length
l, and φJ is the �ux across the Josephson junction (CJ , EJ). To apply the method of canonical
quantization we must �nd the normal modes of the transmission line resonator-capacitance
subsystem. We vary the action associated with L for the �ux �eld Φ(x, t) and get its equations
of motion and boundary conditions, see Subsec. 2.2.2,

Φ̈(x, t)− 1

C0L0
Φ
′′
(x, t) = 0, (3.15)

Φ(0, t) = 0, (3.16)

Φ̈(l, t) +
Φ
′
(l, t)

CgL0
= φ̈J(t). (3.17)

Following [45], we expand the �elds Φ(x, t) =
∑

n ψn(t)un(x) into a basis {un(x)} for the
homogeneous problem (Φ̇J = 0) to decouple the above Eq. (3.15). Substituting the above into
the homogeneous Eqs. (3.15)-(3.17), we derive

ψ̈n(t)

ψn(t)
= −ω2

n, (3.18)

1

C0un(x)

(
u
′
n(x)

L0

)′
= −ω2

n, (3.19)

un(0) = 0, (3.20)

−ω2
n un(l) +

1

Cg L0
u
′
n(l) = 0. (3.21)

The above Eqs. (3.19)-(3.21) for un(x) set up a Sturm-Liouville-like eigenvalue problem with
the eigenvalue parameter in the boundary conditions [46]. Applying Green's formula to this set
of equations we �nd an orthogonality condition for the eigenfunctions
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3.2. New circuit model of a transmon qubit

ˆ l

0
dxC0un(x)um(x) + Cgun(l)um(l) = δnmχn, (3.22)

where χn is a normalisation factor that can be freely chosen for each mode. For convenience, we
will set it equal to the total capacitance of the transmission line plus the coupling capacitance
CΣ,

χn ⇐⇒ CΣ ≡
ˆ l

0
dxC0 + Cg = C0l + Cg. (3.23)

We emphasise here that the basis functions {un(x)} live in the weighted-space of double inte-
grable functions L2([0, l], C0) that is unitarily equivalent to L2([0, l]), see [46]. Eqs. (3.19) and
(3.20) suggest a harmonic solution of the type

un(x) = An sin(knx), 0 ≤ x < l−, (3.24)

where kn ≡ ωn/ν is the mode wave number and ν ≡ 1/
√
L0C0 the group velocity of the wave

in the line [30]. Inserting the ansatz solution in (3.21), we �nd the transcendental equation for
the wave numbers

C0

Cgkn
= tan(knl). (3.25)

The amplitudes of the di�erent wave numbers are found by inserting (3.24) in the orthonormality
condition

An =
√

2CΣ

(
C0l +

CgC
2
0

C2
0 + (Cgkn)2

)−1/2

. (3.26)

See App. A.1 for the solution of the full problem. Finally, we can substitute the orthonormality
condition (3.22, 3.23) of the eigenfunctions in (3.14), and obtain the Lagrangian (see App. A.2
for the derivation),

L =
∑
n

(
CΣ

2
ψ̇2
n −

1

2Ln
ψ2
n − Cgψ̇nun(l)φ̇J

)
+

(CJ + Cg)

2
φ̇2
J + EJ cos (2πφJ/Φ0) , (3.27)

where L−1
n ≡ ω2

nCΣ. The Lagrangian (3.27) is composed of an in�nitely discrete subsystem
attached to an anharmonic one.

3.2.2 Hamiltonian formalism

Once we have a Lagrangian with a discrete set of degrees of freedom we can apply the Legendre
transformation to derive a Hamiltonian. In order to simplify the calculus we do the following
change of variables

Ψn =
√
CΣψn (3.28)

ΦJ =
√
CGφJ (3.29)

where CG ≡ CJ + Cg. The Lagrangian transforms to

L =
∑
n

1

2

(
Ψ̇2
n − ω2

nΨ2
n − 2αnΨ̇nΦ̇J

)
+

1

2
Φ̇2
J + EJ cos

(
2πΦJ/

√
CGφ0

)
(3.30)

with αn ≡ Cgun(l)/
√
CΣCG. We then do a Legendre transformation to Eq. (3.30) where the

charges (conjugate variables to the �uxes) are
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Qn ≡
∂L

∂Ψ̇n

= Ψ̇n − αnΦ̇J , (3.31)

QJ ≡
∂L

∂Φ̇J

= Φ̇J −
∑
n

αnΨ̇n, (3.32)

and obtain the Hamiltonian

H =
∑
n

1

2

(
Q2
n + ω2

nΨ2
n

)
+

1

2(1− α2
S)

(
QJ +

∑
n

αnQn

)2

− EJ cos
(

2πΦJ/
√
CGΦ0

)
. (3.33)

Here α2
S ≡

∑
n α

2
n is a convergent bounded sum for the kn and un(l) of this problem, see App.

A.3. It must also be noted that α2
S ≤ 1, as we started from a Lagrangian description of a

physical system (3.14) whose kinetic matrix is (semi-)positive de�nite. The case where α2
S = 1

would correspond to a redundant degree of freedom in the description.

3.2.3 Normal mode structure

The Legendre transformation mixes the former normal modes

H =
∑
n

1

2

(
ω2
nQ̃

2
n + Ψ̃2

n

)
+

1

2(1− α2
S)

(
QJ +

∑
n

α̃nQ̃n

)2

− EJ cos
(

2πΦJ/
√
CGΦ0

)
, (3.34)

where we have made the canonical transformation Ψ̃n ≡ ωnΨn, Q̃n ≡ Qn/ωn and de�ned
α̃n ≡ αnωn. The Hamiltonian written in matrix form is then

H =
1

2
~̃QTK ~̃Q+

1

2
~̃ΨT ~̃Ψ +

~̃αT

(1− α2
S)
~̃QQJ

+
1

2(1− α2
S)

(QJ +QDC)2 − EJ cos
(

2πΦJ/
√
CGΦ0

)
, (3.35)

where we have explicitly written the charge bias QDC , that comes from the dc-component of
the �ux modes Φ(x, t) (see App. A.1), with

K = 1
(1−α2

S)


(1− α2

S)ω2
1 + α̃2

1 α̃1α̃2 α̃1α̃3 · · ·
α̃1α̃2 (1− α2

S)ω2
2 + α̃2

2 α̃2α̃3 · · ·
α̃1α̃3 α̃2α̃3 (1− α2

S)ω2
3 + α̃2

3
...

...
. . .

 , (3.36)

and being the vectors ~̃Q = (Q̃1, Q̃2, ...),
~̃Ψ = (Ψ̃1, Ψ̃2, ...) and ~̃α = (α̃1, α̃2, ...). Having studied

the convergence issues of the problem, we truncate the number of modes in the resonator to p,
�nd the orthogonal matrix U that diagonalizes K, i.e. W ≡ UTKU = diag(ω̃2

1, ω̃
2
2, ..., ω̃

2
p), and

do the new canonical transformation ~ξ ≡ UT ~̃Q, ~τ ≡ UT ~̃Ψ. We undo also the transformation
φJ = C

−1/2
G ΦJ , qJ = C

1/2
G QJ and qDC = C

1/2
G QDC

H ≈ 1
2
~ξTW~ξ + 1

2~τ
T~τ + ~βT ~ξqJ + 1

2(1−α2
T )CG

(qJ − qDC)2 − EJ cos (2πφJ/Φ0) , (3.37)
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where ~β ≡ 1

(1−α2
S)C

1/2
G

UT ~̃α. We quantize the system, imposing commutation relations [τn, ξn] =

i~ and introduce creation and annihilation operators an and a†n for the harmonic modes

τ̂n = i

√
~ω̃n

2

(
an − a†n

)
, (3.38)

ξ̂n =

√
~

2ω̃n

(
an + a†n

)
, (3.39)

where
[
an, a

†
m

]
= δnm. The Hamiltonian can then be written as

H =
∑
n

~ω̃n
(
a†nan +

1

2

)
+
∑
n

ηn

(
an + a†n

)
nJ

+ 4E
′
C (nJ − nDC)2 − EJ cos (ϕJ) , (3.40)

where the charge energy is E
′
C = e2/2(1 − α2

S)CG and the Josephson phase ϕJ = 2πφJ/Φ0.
Note that the typical charging energy of the transmon Hamiltonian EC = e2/2CG is strongly
modi�ed by the presence of the resonator coupled to it through the convergent series α2

S . We
also have de�ned the coupling parameters as

ηn ≡ 2eβn
√

~/2ω̃n

=
eCg

(1− α2
S)CG

√
2~

CΣω̃n

∑
j

Ujnuj(l)ωj . (3.41)

Due to the fact that the above expression depends non-trivially on the input parameters, we
do not have at this point an analytical prescription on how to increase the coupling parameters
for the lower modes. Nevertheless, now that we have a full quantum description of this circuit
model, we will resort to numerics to test its potential to describe recent experimental data
shared by the group of Pr. Gary Steele, where a dc-SQUID in the transmon con�guration has
been ultrastrongly coupled to a transmission line resonator.

3.3 Experimental aspects of a transmon in the USC regime

Having reviewed the original transmon system and presented the new multimode model, we
now introduce a new experimental setup that has been developed in the laboratory of Pr. Gary
Steele to achieve the USC regime with the transmon. We check that a heuristic model of a
multimode resonator capacitively coupled to a SQUID su�ces to describe the spectrum of this
experiment. In a second step, we verify that �tted Hamiltonian parameters agree very well with
our model for values of the circuit close to their original design. Motivated by the success of
the model, we study the distribution of population in the qubit and resonator modes, as the
external �ux is varied from the CPB (EJ ∼ EC) to the transmon regime (EJ/EC � 1). We
show free evolution of simple initial states, where full population inversion between the �rst
levels of the transmon and the resonator modes can be appreciated. Results are compared with
a simpli�ed model where a rotating wave approximation has been performed to all counter-
rotating terms in the Hamiltonian. In a �nal step, we verify that �tted Hamiltonian parameters
for the heuristic model, agree very well with our model for values of the circuital elements close
to their original design.
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Chapter 3. Circuit QED with a transmon qubit in the USC regime

Figure 3.5: Artistic schematic of the real experimental chip that has been designed in Delft.
A dc-SQUID is formed with a piece of superconductor (blue) above the ground superconduct-
ing plate (grey) with insulators (red) between them. The centre line of the transmission line
resonator is coupled to the SQUID through a vacuum-gap capacitor formed by a modi�cation
of the shape of the center superconductor and the round (blue) plate suspended above it. The
SQUID is threaded by an external �ux Φext and the whole system is externally controlled by
pulses sent from a voltage source Vg at the beginning of the line.

3.3.1 Experimental design

Our collaborators in the laboratory of Gary Steele have designed a system consisting of a SQUID
coupled to a λ/4-transmission line resonator of total length ltot = 4.7 mm, and characteristic
impedance Z0 = 50Ω through a big vacuum-gap capacitor of radius R ∼ 15µm. An artistic
schematic of the real circuit is shown in Fig. 3.5.

3.3.2 Energy spectrum

In analogy with Subsecs. 2.2.2 and 3.1.1, we can write Hamiltonians for the uncoupled trans-
mission line and SQUID subsystems as

HSQUID = 4EC (nJ − ng)2 − EJΣcos (ϕext) cos (ϕJ)− dEJΣ sin (ϕext) sin (ϕJ) , (3.42)

HTL =
∑
n

~ωn
(
a†nan +

1

2

)
. (3.43)

Assuming that the capacitance does not modify the resonator geometry, the wave numbers of
the bosonic modes are kn = (2n+ 1)π/2ltot. As we have seen in Eq. (3.40), a heuristic model
for a capactive coupling between the SQUID and the multimode resonator could be generally
written as

Hint =
∑
n

ηn

(
an + a†n

)
nJ , (3.44)

such that the total heuristic Hamiltonian is then

H = HSQUID +HTL +Hint. (3.45)

If we truncate the CPB system to its two lowest energy levels, it then becomes the Hamiltonian
proposed by Houck et al. in [47] to describe a transmon qubit coupled to a resonator. Writing
the CPB operators in their diagonal basis we put the Hamiltonian in the multilevel multimode
cQED form
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H = ~
∑
i

Ωi(Φext)σii +
∑
n

~ωn
(
a†nan +

1

2

)
+ ~

∑
i,j

gij(Φext)σij
∑
n

ηn

(
an + a†n

)
, (3.46)

with σij = |i〉 〈j| and the eigenenergies Ωi, and couplings gij depending on the external �ux
Φext.

Spectroscopic measurements of a circuit in the frequency range (3.8− 4.5) GHz and (4.5−
15) GHz are shown in Figs. 3.6 and 3.7 respectively as a function of the external �ux. The
dashed lines correspond to the �tted energy spectrum of the Hamiltonian (3.46), with the
parameters shown in Table 3.1. This numerical �tting was done by truncating the number of
modes in the resonator to two and the number of energy levels of the transmon to four, and
together with most of the the numerical diagonalizations and time evolutions in this thesis,
was performed with the QuTiP package in Python [48]. It can be appreciated that the second
transmission line mode has ω1 = 12.656 GHz 6= 3ω0, as it should exactly be for a perfectly
harmonic transmission line. A simple explanation could be that higher modes induce a Stark-
shift on this second mode.

Figure 3.6: Transmission spectrum of the experiment in the frequency range (3.8 − 4.5) GHz
[49]. The green dashed lines are the �rst and second eigenvalues of the Hamiltonian (3.46) with
the parameters in Table 3.1. At Φext ≈ 0.46(Φ0) we see the Rabi splitting between the �rst
CPB transition and the �rst bosonic mode.

SQUID regimes and rotating wave approximation

When the SQUID is threaded by an external �ux Φext ≈ 0.46 (0.2) Φ0 we see that the frequencies
of the �rst transition in the CPB (transmon) and of the �rst (second) resonator mode match
and thus a Rabi splitting occurs. We de�ne a total coupling constant s01 ≡ g01(0.46Φ0)η0 =
316 MHz in the CPB regime which yields a relation between the coupling and the frequency of
the resonator mode of s01/ω0 = 0.074. Something similar happens for the transmon regime with
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Chapter 3. Circuit QED with a transmon qubit in the USC regime

Figure 3.7: Transmission spectrum in the frequency range (4.5 − 15) GHz [49]. The dashed
lines are the eigenvalues Ej − E0 with j ∈ {1 − 6} of the Hamiltonian (3.46) with parameters
in Table 3.1. At Φext ≈ 0.2(Φ0) we see the Rabi splitting between the �rst CPB transition and
the second bosonic mode. First and third �at lines about Φext = (0 − 0.35) are eigenstates
|Ψ1(3)〉 = |0, 1(2), 0〉 (kets in HCPB ⊗ H0 ⊗ H1) with transition amplitude 〈Ψj |a0 + a†0|Ψj〉 =
0, that cannot be experimentally observed. Spurious unknown transmission is also observed
around 14 GHz.

Parameter Value

Transmission line resonator

Frequency ω0/2π 4.268 GHz

Frequency ω1/2π 12.656 GHz

Vacuum gap capacitor

Coupling η0/2π 470 MHz

Coupling η1/2π 800 MHz

SQUID

Charge energy EC/2π 606 MHz

Josephson energy EJΣ/2π 43.5 GHz

Charge o�set ng 0.409

Asymmetry d < 0.1%

Table 3.1: Used parameters to �t the energy spectrum in Figs. 3.6 and 3.7 with the heuristic
Hamiltonian (3.46). It can be spotted, that the second mode frequency ω1 is not the purely
harmonic one where ωn = (2n+ 1)ω0.
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3.3. Experimental aspects of a transmon in the USC regime

the second mode coupling parameter t01 ≡ g01(0.18 Φ0)η1 = 915 MHz and ratio t01/ω1 = 0.073.
The system is in the USC regime s01/ω0 = 0.13 with respect to the �rst mode at Φext = 0, but
this mode frequency is really o�-resonant with respect to the transition Ω01. Therefore, making
a rotating wave approximation (RWA), retaining only the excitation number conservative terms(
σijan + σjia

†
n

)
with i > j, will behave very similarly, see Fig 3.9 for comparison of the free

dynamics evolution with and without the RWA.

Figure 3.8: Fock state population in the CPB as a function of the external �ux for the �rst six
eigenvectors |Ψi〉 (i ∈ {0− 5}). Populations of the 4th level only becomes apparent in |Ψ5,6〉
at the Cooper-pair box regime. Smooth level crossings of fock states |0〉 and |1〉 in |Ψ1,2〉 at
Φext ≈ 0.46Φ0 and in |Ψ3,5〉 happen at Φext ≈ 0.18Φ0, which correspond to �rst CPB transition
being resonant with the �rst and second mode respectively.

Populations

We verify the truncation to the four �rst energy levels of the CPB by plotting the populations
of those levels in the eigenvectors of the full Hamiltonian (3.46), see Fig. 3.8. It can be checked
that for the �rst six eigenvectors |Ψi〉 (i ∈ {0− 5}), populations of the 4th level only become
apparent in the last two of them close to the CPB regime. For the part of the spectrum of Fig.
3.6 (3.8− 4.5 GHz) only the �rst two transitions E10, E20 can be seen and there is no need for
more levels. The same can be seen in Fig. 3.7, where in the range of Φext = (0, 0.4Φ0) we
could only see up to the E50 transition, but there is no population above the second level of
the transmon.

At Φext ≈ 0.46Φ0 we see smooth state crossings |0, 1, 0〉 ↔ |1, 0, 0〉, where the kets belong
to the Hilbert space HCPB ⊗ H0 ⊗ H1, in eigenstates |Ψ1,2〉, as a result of the energy of the
�rst transition of the CPB being resonant with that of the �rst mode in the resonator. The
same thing happens at Φext ≈ 0.186Φ0, with states |Ψ3,5〉 and the second mode of the resonator
(|0, 0, 1〉 ↔ |1, 0, 0〉). At Φext ≈ 0.37Φ0 populations of (|0, 2, 0〉 ↔ |1, 0, 0〉) abruptly cross each
other in the |Ψ3,4〉 (no gap opens in the spectrum of Fig. 3.7). This is due to the fact that
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Chapter 3. Circuit QED with a transmon qubit in the USC regime

there is no two-photon interaction of the form (σ01 + σ10)
(
a2 + (a†)2

)
in our Hamiltonian and

double photon interaction is prohibited by symmetry.

Free evolution dynamics

We �nish exploiting this experimental setup by showing the free dynamics of simple initial states,
under the �tted Hamiltonian at the interesting eigenstates avoided-crossing points. Occupation
numbers 〈n̂i〉 in Fig. 3.9(a) show full Rabi oscillations between the �rst (second) mode of the
resonator and the �rst transition of the CPB (transmon) at Φext = 0.4605 (0.18) Φ0 when the
system is initialised in |Ψ(0)〉 = |1, 0, 0〉. The expectation value of the quadrature components
〈X̂i = ai + a†i 〉 and 〈P̂i = i(a†i − ai)〉 of the Rabi-�opping mode show a modulated oscillatory
behaviour. At Φext = 0.186, 〈X̂2〉 becomes minimum when all the population is in the harmonic
mode. The quadrature components are not zero because the coupling to the bosonic modes
is not purely o�-diagonal, i.e. gii (Φext) 6= 0, ∀Φext ∈ [0,Φ0/2), something that only occurs
when ng = 0 and there is negligible asymmetry, as discussed in Subsec. 3.3. Furthermore,
gii (0.186Φ0) is constant for all i whereas gii (0.46Φ0) is not, and that is why the quadratures
complete a full cycle in each Rabi �op in one case, and not in the other. It must be also noticed
that when performing the RWA approximation discussed above, the Rabi-�ops are very well
approximated, a signature of the system behaving in the non-resonant USC regime.

Figure 3.9: Free evolution of the initial state |Ψ(0)〉 = |1, 0, 0〉 at the two level crossing points
Φext = 0.4605 (0.18) Φ0. The rotating wave approximation performed approximates very well
the full Hamiltonian. The oscillations in the quadratures are smaller when the population in
the bosonic modes becomes maximum.
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3.3. Experimental aspects of a transmon in the USC regime

3.3.3 New circuit model �t

Having found the e�ective set of parameters for the heuristic model that �ts the spectrum, we
now try to adjust those values to the new circuit model Hamiltonian 3.40. The new �tting
process consists in matching the set of frequencies (ω0, η0, E

′
C), leaving as free parameters:

(i) the circuit capacitances CJ , Cg (note that CJ includes the parallel capacitances of both
junctions in the SQUID), and (ii) an e�ective capacitance length d, that will be subtracted
from the transmission line length (l = ltot − d), in order to absorb extra e�ects (e.g. border
currents) that happen in the real circuit, see Fig. 3.5. Note, that the Josephson potential is not
modi�ed by the �ux variables, thus we can exchange the Josephson energy EJ for EJΣ(Φext)
as in Eq. (3.13).

Parameter Value

Fixed

Capacitance per unit length (designed) C0 249 pF/m

Inductance per unit length (designed) L0 623 nH/m

Total length (designed) ltot 4.7 mm

Number of modes N 4 800 1500

Free

Josephson capacitance CJ 13.2 fF 31.7 fF 31.8 fF

Coupling capacitance Cg 22.0 fF 52.9 fF 53.15 fF

E�ective capacitance length d 30.06µm 76.6µm 76.9µm

Fitted

Frequency �rst mode ω̃0 ↔ ω0 2π × 4.268 GHz

Coupling �rst mode η0 ↔ η0 2π × 470 MHz

Charge energy E
′
C ↔ EC 2π × 606 MHz

Automatic

Frequency second mode ω̃1 ↔ ω1 2π × 12.8 GHz

Coupling second mode η1 ↔ η1 2π × 821.0 MHz 2π × 811.8 MHz

Convergent sum α2
S 0.1 0.622 0.624

Table 3.2: Circuit parameters required to adjust the frequencies ω̃0, η0 and E
′
C (ω0, η0 and EC

in the heuristic model, which in turn �ts the spectrum in Fig. 3.5) with the �xed parameters,
after a square-root minimization of the free parameters.

In Table 3.2, we show the results of the numerical optimisation process. It is interesting to
note, that if we truncate the number of resonator modes to a small N (see 3.40), the e�ective
capacitance length d needed to �t the three values above, becomes very close to the diameter of
the designed capacitor, and speci�cally for N = 4 becomes almost exactly that � = 30.06µm.
Furthermore, with that speci�c set of parameters, the total capacitance in parallel to the SQUID
needed in that �t is extremely close to the one originally designed, readily CJ ≈ 11 fF. On the
other hand, as we have pointed out in App. A.3, the convergence of the α2

S parameter implies
a �nite convergence of all the free circuit parameters, for the same set of �tted parameters, as
we increase N . In that case, the lumped capacitances of the circuit must be also increased in
order to adjust the frequencies. One explanation for this slight di�erence in the free parameter
d required for �tting with respect to truncation of modes N , for the ratio of capacitances
Cg/C0l ≈ 0.04 that we have, the solution of the transcendental equation for the small wave
numbers yields kn ≈ (2n + 1)π/2l, see Fig. A.1. In other words, with such a small coupling
capacitance, the smallest wave numbers barely change with respect to the open transmission
line, see Sec. 2.2.2. The main disagreements that we encountered in the �ts are: (i) that the
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Chapter 3. Circuit QED with a transmon qubit in the USC regime

e�ective second mode frequency (ω1) used in the heuristic model is slightly shifted (+144 MHz)
from the more harmonic result we get in the circuit model (ω̃1), and (ii) that its coupling η1

to the SQUID is also overestimated by 2.6%. These results hint that this very simple model
matches reasonably well the experimental data set.

An other way to model this system is making use of the blackbox quantization procedure
[50], an approach that has proven to be very successful to explain and to engineer non trivial
quantum states [51, 52]. The main drawback with such modelling is that it requires one to
have a precise characterisation of the impedance matrix seen by the anharmonic subsystem
(Josephson potential) which we lacked. In that context, the blackbox could be the transmission
line resonator with the suspended capacitor, and the two output ports would be de�ned by the
Josephson junctions and the entrance to the line seen by the voltage source (Vg in Fig. 3.5). An
open question would be, whether tracing out the upper bosonic modes in the resonator with a
dispersive treatment could improve the �t.

To summarise, the circuit model that has been presented in Sec. 3.2 can be reduced to
an e�ective one-dimensional model a real experiment, where a transmon qubit has been cou-
pled to bosonic modes of transmission line resonator in the non-resonant perturbative USC
regime. Furthermore, pushing the model to the limit of extremely high number of modes (way
beyond the usual frequency ranges) can still be seen as an e�ective analog quantum simulator
of this particular experiment. In order to test the validity of the model as a predictive tool
for designing stronger couplings between a transmon qubit and resonator modes at resonance,
we will require more data sets with several di�erent parameters. In that sense, a deeper look
into the behaviour of the coupling parameters ηn will be required in order a get a more useful
closed-form expression, see Eq. (3.41). Looking further in the future, it could be interesting
to study new designs of transmission lines with inhomogeneous geometries to simulate speci�c
�eld theories [53] with non trivial space-time curvatures [54, 55].
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Chapter 4

Circuit QED in the USC and DSC

regimes

This year has brought several outstanding experiments [56, 57, 58] in circuit QED. Di�erent
experimental groups have been able to couple superconducting �ux qubits [40] to discrete [56, 57]
and continuous [58] sets of bosonic modes in the USC and DSC [15] regimes. Furthermore,
entering the perturbative USC regime has also been achieved with a transmon qubit and a
multimode resonator, see Sec. 3.3. Motivated by the success of these results, we are going to
study in this section a system with two bosonic modes coupled to a qutrit in a (i) transmon-like
and (ii) CPB/�ux qubit-like con�gurations, when the coupling of the �rst transition of the
qutrit to the �rst mode goes from the USC to the DSC regime. We will also focus on a speci�c
feature of this regime, namely the collapses and revivals of populations in the qutrit and the �rst
bosonic mode. We will �nally analyse how a more realistic transmon-like capacitive coupling
model still allows us to see similar features.

4.1 Beyond the quantum Rabi model

In Sec. 3.3 we have shown how a SQUID subsystem truncated to few levels coupled to two
resonator modes faithfully reproduces the spectrum of the experimental set up in Sec. 3.3. In
that system, there was only a free parameter that could be actively tuned during the experi-
ment, readily the external magnetic �ux threading the loop of the SQUID Φext. We have seen
that such a parameter controls both the energy level spacing of the anharmonic subsystem,
and its coupling parameters to the bosonic modes. The theoretical model that we are going to
now explore has the same terms of Eq. (3.46), but we are going to truncate the anharmonic
system to three levels. In addition, we are going to depart from that speci�c circuit implemen-
tation, by allowing the coupling parameter to be tuned independently of the energy transitions.
Speci�cally, we consider the Hamiltonian

H = ~
2∑
i=0

Ωiσii +
∑
n=0,1

~ωn
(
a†nan +

1

2

)
+ ~

∑
i,j

gijσij
∑
n

ηn

(
an + a†n

)
. (4.1)

The above Hamiltonian can be thought as an extension of the quantum Rabi model (QRM),
however with two bosonic modes of creation and annihilation operators a0,1 and a†0,1 and fre-
quencies ω0,1, and a qutrit with operators σij = |i〉 〈j| and frequencies Ωi, with i, j ∈ {g, e, f},
where (g, e, f) stand for ground, �rst and second excited state. A linear capacitive coupling
between both subsystems is parametrised by ηn and gij . Following the multimode resonator
case we will assume that ωn = (2n + 1)ω0 and ηn =

√
2n+ 1η0, see above Sec. 3.3. We will
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Chapter 4. Circuit QED in the USC and DSC regimes

only focus on the case where the �rst mode is resonant with the �rst transition of the qutrit,
i.e. ω0 = Ωge ≡ Ωe − Ωg. To simplify the model we will rewrite the coupling parameters as
sij ≡ η0gij and tij ≡ η1gij =

√
3sij , which shows there is only one set of independent coupling

parameters sij . For simplicity we have set ω0 = Ωge = 1 such that the Hamiltonian depends
only on the sij parameters.

4.1.1 Parameter con�gurations for the two-mode-qutrit system

We are going to distinguish between two possible coupling sets: (i) the o�-diagonal con�guration
where gge = geg = gef = gfe = 1 and gij = 0 for the rest, and the (ii) transmon-like con�guration
where gij = 〈i|n̂J |j〉, with n̂J being the Cooper-pair number operator of an associated transmon
circuit, with eigenenergies and eigenvectors Ωi and |i〉 respectively. We will focus �rst on the
study of the �rst con�guration, leaving the second for further comparison in Sec 4.4 as a simple
modi�cation that could be more easily implemented in circuit QED experiments. These coupling
con�gurations will be studied for two di�erent qutrit species:

1. CPB-like qutrit: the second transition is far o� resonance with the �rst transition Ωef =
Ωf − Ωe ≈ 8.5Ωge, see Fig. 4.1(a). This model could be reproduced with a �ux qubit or
a CPB at EJ/EC = 1.

2. Transmon-like qutrit: the second transition is close to the �rst transition Ωef ≈ 0.90Ωge,
see Fig. 4.1(b). The energy transitions correspond to a transmon working at EJ/EC = 15,
close to its maximum of anharmonicity [19].

We have done a study of the models from the the USC to the DSC regime between the coupling
to the �rst transition of the qutrit and the frequency of the �rst mode of the resonator, i.e. in
the range 0.1 < sge/ω0 < 1.6.

4.1.2 Considerations on the perturbative USC regime

In the quantum Rabi model

HR = ~
Ωq

2
σz + ~ωra†a+ ~gσx

(
a+ a†

)
, (4.2)

where the coupling constant g gets close to the order of magnitude of the qubit ωq and resonator
ωr frequencies, a perturbative transformation HBS = eSHRe

−S with S = γ(aσ− + a†σ+) when
γ = g/(ωq + ωr) � 1 (perturbative USC regime), can eliminate the counter-rotating terms
[59, 60]. To second order in γ the Hamiltonian transforms into

HBS =
~Ωq

2 σz + ~ωn+ ~ωBS
[
σz
(
n+ 1

2

)
− 1

2

]
+ ~g(n̂)

(
a†σ− + aσ+

)
, (4.3)

g(n̂) ≡ −g [1− nωBS/(ωq + ωr)] , (4.4)

ωBS = g/(ωq + ωr), (4.5)

where g(n) is now a coupling operator dependent on the photon number in the bosonic mode,
ωBS the Bloch-Siegert shift frequency and n = a†a. The fact that we have a qutrit interacting
with two modes does not allow a generalisation of such a perturbative treatment for both modes.
For the CPB-like qutrit, we could neglect the third level due to its much higher frequency
Ωef > Ωge. However, we cannot eliminate both counter-rotating terms by performing the

transformations eS1eS2He−S2e−S1 , where Si = γi(aiσge + a†iσeg) and γi = ηig/(ωi + Ωge) as[
eS1 , eS2

]
6= 0. Moreover, we do not gain anything by doing only one transformation because,

while eliminating counter-rotating terms in the interaction of one mode with the qubit, we
would be adding a three-body interaction term coupling the two bosonic modes and the qubit
proportional to tgeγ1(a†0 − a0)(a1 + a†1)(σee − σgg).
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4.1.3 Considerations on the DSC regime

Similar three level systems coupled to two bosonic modes have been already discussed in [61,
62]. The main di�erence between our model and those of [61, 62], is that in our model both
transitions are coupled to both modes. In [15] the DSC regime of the QRM was presented for
the �rst time and two important features were described: (i) the independent parity chains and
(ii) the use of a coherent state basis for an approximation of the dynamics. Here we are going
to brie�y review the basic results of that paper. The key element necessary to understand the
DSC regime is the parity operator

Π = −σz(−1)na = (|g〉〈g| − |e〉〈e|)(−1)na ,

with eigenvalues Π|p〉 = p|p〉 and p = ±1. These parity values split the relevant Hilbert space
of the QRM into two unconnected subspaces

|g0a〉 ↔ |e1a〉 ↔ |g2a〉 ↔ |e3a〉 ↔ ...(p = +1),

|e0a〉 ↔ |g1a〉 ↔ |e2a〉 ↔ |g3a〉 ↔ ...(p = −1). (4.6)

Using this, the parity basis |p, nb〉 was introduced, where b†b|nb〉 = nb|nb〉 and b = σxa so that
b|p, nb〉 =

√
nb|p, nb − 1〉. Using this basis, the Rabi Hamiltonian (4.2) can be rewritten as

HR = ~ωrb†b+ ~g
(
b+ b†

)
− ~

Ωq

2
(−1)b

†bΠ, (4.7)

The term ~g
(
b+ b†

)
can be removed by changing to the basis D(−β0)|p, nb〉, with D(β0) =

eβ0b
†−β∗0b and β0 = g/ω. In the limit of Ωq = 0 the Hamiltonian (4.7) can be exactly diagonal-

ized, with eigenenergies Eβ0p,nb/~ = ωrnb − g2/ωr.
In our Hamiltonian (4.1) with the o�-diagonal coupling con�guration, we can similarly de�ne

a parity operator Π = (|g〉〈g| − |e〉〈e|+ |f〉〈f |)(−1)n0+n1 that splits the Hilbert space into two
di�erent parity chains

|g00〉 ↔ |e10〉 ↔ |g11〉 ↔ |e01〉 ↔ |f11〉 ↔ ...(p = +1),

|e00〉 ↔ |g10〉 ↔ |e20〉 ↔ |f21〉 ↔ |e22〉 ↔ ...(p = −1). (4.8)

For the CPB-like system, where the second qutrit transition is quite far o�-resonance with the
�rst transition and mode, the system can be e�ectively reduced to a two-level system coupled
to the two modes. In the transmon-like system, it is however of great importance to consider
the three levels and we will therefore consider the chains in (4.8). Nevertheless, we will restrict
our focus to a numerical study taking as reference the DSC article [15].

4.2 Energy spectra and populations

In order to understand the two systems that we have proposed, we perform a numerical diago-
nalization of the Hamiltonian (4.1) H|Ψk〉 = Ek|Ψk〉, with the o�-diagonal coupling explained
in the section above. We �x all parameters except for the couplings sij and tij , and plot the
di�erence of energies Ek−E0 with respect to that of the �rst eigenstate, see Fig. 4.1. There we
can see that when the coupling becomes sij/ω0 ? 1.2, the lowest eigenstates become 2m-fold
degenerate (m ∈ N). In particular, the �rst six are grouped in pairs, both for the CPB-like and
transmon-like qutrit systems. This is the region known as the DSC regime [15]. In the range
of (0.1 < sij < 1.2), non-trivial crossing points and energy splitting between the eigenstates
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a b

Figure 4.1: Energy spectrum of the Hamiltonian (4.1) with ω0 = Ω01 = β0 = 1, (a) Ω12 ≈ 8.5Ω01

and (b) Ω12 ≈ 0.90Ω01. Both systems tend to a degeneracy of energy states; the so called DSC
regime, sij/ω0 ? 1.2. Between the perturbative USC and DSC regime (0.1 < sij < 1.2) there is
a region of non-trivial crossing points and energy splitting between the eigenstates; also known
as the dark zone [63]. The eigenstates of both systems braid together in groups of even number
of states, but more complex crossings occur in the dark zone of the transmon-like qutrit.

occur. For the CPB-like system, where the third level is way o� resonant with the modes, the
dark zone [63] has a similar braiding shape as the one of the QRM [25].

Bare fock states populations of the four low-energy eigenstates at sij/ω0 = 1.6 (DSC regime)
of the transmon-like system are shown in Fig. 4.2. The projections of the ground and �rst
excited states |Ψ0,1〉 to the bare fock state basis of the �rst bosonic mode |n0〉 have almost
Gaussian probability distributions P kn0

= |〈Ψk|n0〉|2, whereas for the second and third excited
states P kn0

have two-Poisson like components. Repeating the calculation of populations for the
second bosonic mode P kn1

, we have found that this mode can not be neglected in the DSC limit
(not shown in Fig. 4.2).

4.3 Collapse and revivals of populations

In the DSC regime of the quantum Rabi model it has been shown that in the limit where
the frequency of the qubit is Ωq = 0, free Hamiltonian dynamics of simple bare states can
be analytically solved. In particular, in [15] they calculated the evolution of the initial state
|Ψ(0)〉 = |+, 0b〉 = |g, 0a〉. Using the change of basis discussed in Sec. 4.1.3 one �nds

|Ψ(t)〉 = D†(β0)e−i(ωrb†b−g2/ωr)tD(β0)|+, 0b〉 = U(t,Ωq)|Ψ(0)〉
= ei(g

2/ωr)t−i(g/ωr)2sin(ωrt)|+, β(t)〉, (4.9)

with β(t) = β0

(
e−iωt − 1

)
the amplitude of the coherent state. The revival probability of the

initial state is then
P+0b(t) = |〈Ψ(0)|Ψ(t)〉|2 = e−|β(t)|2 . (4.10)

In Figs. 1(b,c) of [15] we can see perfect revivals of the |+, 0b〉 and |+, 2b〉 states respectively
at times t = k(2π/ωr) with k ∈ N. We have looked for similar behaviour in our systems, both
in the DSC regime and in the dark zone between the USC and the DSC regimes.
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Figure 4.2: Population of the ground state and �rst excited state of (4.1) with ω0 = Ω01 = η0 = 1
Ω12 ≈ 0.90Ω01 and sij/ω0 = 1.6. The �rst mode with ω0 has almost Gaussian statistics for the
ground and �rst excited states P kn0

= |〈Ψk|n0〉|2, and close to two-Poisson components in the
second and third excited states |Ψ2,3〉.

4.3.1 Transmon-like qutrit

In the transmon-like qutrit described in Sec. 4.1, we have found that the populations of initial
states of the type |Ψ(0)〉 = |e, n0, 0〉, with low fock state number n0 in the resonator mode,
collapse and revive very much like the ones described in [15]. See Fig. 4.3 for the revival
probability of initial states with n0 = 0, 1, P (t) = |〈Ψ(0)|Ψ(t)〉|2. In particular, note that the
initial states correspond to di�erent parity chains and yet their initial populations collapse and
revive. It is remarkable how the case where Ωef ≈ 0.9Ωge (solid black) and the one where
Ωi = 0∀i ∈ {g, e, f} (green slashed lines) agree. Furthermore, the initial population in the �rst
excited state of the qutrit collapses into a constant value around Pe ≈ 0.5, while the ground
and second excited states share the rest of the population during this process, Pg ≈ 0.27 and
Pf ≈ 0.23 respectively, see Fig. 4.4. The degenerate three level system coupled to one bosonic
mode in the DSC regime should behave extremely similarly to this one, and it is expected to
be analytically solvable.

4.3.2 CPB-like qutrit

As the the CPB-like qutrit is very similar to a qubit, collapses and revivals within the DSC
regime become even clearer than in the transmon-like system. Therefore, we have investigated
whether this system has some collapse and revival behaviour in the much less intuitive region
of the dark zone 0.1 < sge/ω0 < 1. We can see in Fig. 4.5(a) an evolution of an initial coherent
state of amplitude β = 2 in the �rst bosonic mode |Ψ(0)〉 = |g, β, 0〉. Perfect collapses and half
revivals at about t = k(2π/ω0), for sge/ω0 = 0.3, can be seen in the black solid line, whereas
green slashed lines show almost perfect revivals for the limit case with a degenerate qutrit Ωi = 0.
The latter coincide with rotations of the reduced density matrix ρ0(t) = TrQ,1 [|Ψ(t)〉〈Ψ(t)|] in
the phase space, which can be seen in the Wigner function W (α) [64] of ρ0(t) in Fig. 4.5(b),
where TrQ,1[·] represents the partial trace with respect to the qutrit and the second bosonic
mode.
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a

b

Figure 4.3: Collapse and revivals of an initial state (a) |Ψ(0)〉 = |e, 0, 0〉 and (b) |Ψ(0)〉 =
|e, 1, 0〉 with Ωge = ω0, Ωef ≈ 0.9Ωge and sij = 1.6ω0 (solid lines). The limit case where
Ωi = 0, ∀i ∈ {g, e, f} is plotted in green slashed lines.

Figure 4.4: Time evolution of the population in the transmon-like qutrit with initial state
|Ψ(0)〉 = |e, 0, 0〉, Ωge = ω0, Ωef ≈ 0.9Ωge and sij/ω0 = 1.6. Population in the �rst excited
state of the qutrit remains constant to almost Pe ≈ 0.5 for the whole collapsing time. The rest of
the population is shared between the ground (Pg ≈ 0.27) and second excited state (Pg ≈ 0.23).
Population gets slowly mixed over time and revivals blur over time.
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a

b

Figure 4.5: (a)Unitary free evolution of an initial coherent state in the �rst bosonic mode
|Ψ(0)〉 = |g, β = 2, 0〉 with sge/ω0 = 0.3. Full collapses and half revivals at about t = k (2π/ω0)
can be seen in black solid line. Green slashed lines show perfect revivals for the limit case with
a degenerate qutrit Ωi = 0. (b) Wigner function W (α) of the reduced density matrix ρ0(t) ,
with time in units of (2π/ω0). It can be observed that the initial coherent state population
mixes into two very close components with opposite maximum values at the pseudo-revival time
t = k (2π/ω0).

4.4 Realizability with superconducting circuits

We �nish the chapter by performing similar state evolutions in the qutrit-two-mode system,
with the transmon-like coupling con�guration that we introduced in Sec. 4.1.1. We recall the
Hamiltonian of the system (4.1), with gij = 〈i|n̂J |j〉 and n̂J the Cooper-pair number operator
of an associated CPB circuit with Hamiltonian

HCPB = 4EC(n̂J − ng)2 − EJ cos(ϕ̂J), (4.11)

which written in its eigenvector basis |i〉 becomes HCPB = ~
∑2

i=0 Ωiσii. We have assumed the
charge bias to be at the sweet spot ng = 0.5 where these systems are more resilient to charge
noise. In Fig. 3.3(b) it was shown that as EJ/EC increases, the coupling parameters gij tend
to a constant value in the diagonal components gii → ng. At the same time, the couplings of
the non-nearest neighbour states tend to zero gi,i±j → 0 with j 6= 1 and the rest of the coupling
terms have di�erent values gi,i±1 6= gj,j±1 with i 6= j. The Hamiltonian (4.1) can therefore be
rewritten as

H = ~
2∑
i=0

Ωiσii +
∑
n=0,1

~ωna†nan + ~
∑
i=j±1

gijσij
∑
n

ηn

(
an + a†n

)
+
∑
n

ng1Qηn
(
an + a†n

)
,

(4.12)
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where 1Q =
∑2

i=0 σii. Performing the simple Bogoliubov transformation an → bn − ngηn/ωn,
a†n → b†n − ngηn/ωn would seem to remove the diagonal coupling elements in the Hamiltonian

H = ~
2∑
i=0

Ωiσii + ~
2∑

i=j±1

gij
∑
n

δnσij +
∑
n=0,1

~ωnb†nbn + ~
∑
i=j±1

gijσij
∑
n

ηn

(
bn + b†n

)
, (4.13)

where δn = −ngη2
n/ωn and the constant energy shift ~

∑
n(ngηn)2/ωn has been removed. How-

ever, note that the qutrit subsystem is no longer in diagonal form. The ine�ciency of this
method motivates us to continue performing our numerical simulations with the full Hamilto-
nian.

4.4.1 Transmon-like qutrit

As was pointed out before, the transmon-like qutrit energy levels can be realised with a transmon
working at EJ/EC = 15, which is close to its maximum of anharmonicity. With such a ratio
of energies, the coupling parameters become gii = 0.5, gge = 0.783 and gef = 1.01 and the rest
can be neglected. Full collapses and revivals of the initial state |Ψ(0)〉 = |e, 0, 0〉 populations,
at the DSC regime parameter values of sge ≡ β0gge = 1.6ω0gge, are plotted in Fig. 4.6, where
solid black lines are the collapses and revivals of the transmon-like coupling con�guration,
whereas the red dashed line corresponds to the diagonal evolution of Fig. 4.3(a) with the o�-
diagonal coupling con�guration. In Fig. 4.7, Wigner functions of the reduced density matrix

Figure 4.6: Collapse and revivals of the populations of the initial state |Ψ(0)〉 = |e, 0, 0〉 with
transmon-like coupling sij = η0gij = 1.6ω0gij (black solid line) and the diagonal coupling case
of Fig. 4.3 with gge = gef = 1 (red dashed line) and η0 = 1.6ω0.

ρ0(t) = TrQ,1 [|Ψ(t)〉〈Ψ(t)|], display how the |0〉0 fock state in the �rst bosonic mode splits into
two coherent state components, actually with similar cat state-like components in each qutrit
level (not shown in the �gure) that cycle around the phase space to revive again at t = 2π/ω0.
Figure (a) corresponds to the diagonal case shown in Fig. 4.3, whereas �gure (b) corresponds
to the transmon-like coupling con�guration.

4.4.2 CPB-like qutrit

The CPB-like qutrit could be realised with a ratio of EJ/EC = 1, where the second transition is
very far o�-resonance with the �rst one. The couplings for that energy ratio become gii = 0.5,
gge = −0.504 and gef = −0.07, which means that not only the second qutrit transition is way
o�-resonance Ωef ≈ 8.5Ωge, but its transition is weakly coupled to the bosonic modes. This
means that here, the qubit approximation becomes even better. Again, we have searched for
initial coherent state (|Ψ(0)〉 = |g, β = 2, 0〉) populations to collapse and revive in the �rst
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a b

Figure 4.7: Wigner functions of the reduced density matrix ρ0(t) for the initial state |Ψ(0)〉 =
|e, 0, 0〉 with: (a) the diagonal coupling explained in Sec. 4.3.1, and (b) the transmon-like qutrit
with capacitive coupling, with time in units of (2π/ω0). The |0〉0 fock state in the �rst bosonic
mode splits into two coherent state components (cat state-like) that cycle around the phase
space. Almost perfect revival at t = 2π/ω0 can be seen in the diagonal con�guration.

Figure 4.8: Collapse and revivals of the populations of the initial state |Ψ(0)〉 = |g, α, 0〉 with
α = 2 the amplitude of the coherent state. Black solid line is the evolution for the transmon-like
coupling con�guration at sij = 0.5ω0gij (best collapses and revivals found in the dark zone for
this state). Red dashed line is the evolution with the o�-diagonal coupling con�guration at
sij = 0.3ω0 of Fig. 4.5(a).
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bosonic mode when the coupling to the qutrit is in the dark zone sge = 0.5ω0gge ≈ 0.25ω0. See
the black solid line in Fig. 4.8. A comparison with the above evolution in Fig. 4.5(a) is shown
in the red dashed line.

To summarise, in this chapter we have seen the possibility of observing a typical features
of the DSC regime, in more realistic superconducting qubit implementations. Furthermore,
with the current evolution of the superconducting technologies, we expect such observations in
laboratories with transmon qubits in the near future.
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Chapter 5

Conclusions and outlook

In this thesis, we have aimed at (i) describing transmon qubits capacitively coupled to trans-
mission line resonators at the ultrastrong coupling regime and (ii) predict collapses and revivals
of the populations of initial states in the USC and DSC regimes of qutrit subsystems coupled
to multimode resonators.

In chapter 2, we reviewed the basic theory of superconducting circuits and circuit quantum
electrodynamics, with a detailed analysis on the quantization procedure of transmission line
resonators and the Cooper-pair Box. We also saw that Kirchho�'s laws at the end of the
transmission line resonator (boundary conditions) can be also generally obtained applying the
calculus of variation to the action of the associated Lagrangian.

In chapter 3, we have revisited the transmon qubit making a special emphasis on the quan-
tization procedure and we have pointed out the parameters of the original model that must
be engineered in order to reach the USC regime. A new microscopic circuit model has been
fully quantized in order to explore the possibility of reaching the USC and DSC regimes. This
model has been experimentally veri�ed by �tting its Hamiltonian parameters to the heuristic
model describing the experimental dataset shared by the group of Gary Steele. The heuristic
model describing the energy spectrum of the dataset has been also analysed, but no special
features having found where counter-rotating terms play a signi�cant role. In any case, both
models agreed that a transmon qubit in the non-resonant USC regime has been experimentally
realised. The circuit model has been able to �t the heuristic model to a very high extent using
as parameters very close to their original design. Thus, it would be interesting to investigate
the possibility of using it for designing future experiments. In that line, a thorough compari-
son between this model and a blackbox approach would have an important value in terms of
predictability. It would be then crucial to study how bigger capacitances would agree with the
model when stronger border e�ects might start to pop up.

In chapter 4, we have studied an extended version of the quantum Rabi model, where the
qubit has been replaced by a three-level system, and where we have added a second bosonic
mode with frequencies and couplings corresponding to those of a second harmonic in a trans-
mission line resonator. We have explored two kind of qutrit species: (i) a transmon-like qutrit
where the second transition is very similar to the �rst energy transition, and (ii) a CPB-like
qutrit where the second transition is far o�-resonance. It has been explored the USC and DSC
regimes between the �rst transition of the qubit and the �rst bosonic mode frequency, where
the latter was laid on resonance for both qutrit con�gurations. It has been tried to do pertur-
bative analyses for both regimes but symmetry problems have been encountered, e.g. removing
counter-rotating terms for all transitions is not possible in the USC regime. Parity chains in
the DSC regime with the two-mode-qutrit model were found, but no further analytical study
could be made. Collapse and revivals of populations of initial states have been found not only
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in the DSC regime (for both qutrit types although only showed in the transmon-like), but also
in the USC regime for the CPB-like qutrit with capacitive coupling. That �nal result shows
that in the dark zone between the USC and DSC regime, there could be interesting ranges of
the coupling parameter where non trivial states could be used for processing tasks.

Summarising, in this thesis we have explored di�erent models for describing a transmon
qubit coupled to bosonic modes in a resonator, and a new proposed circuit model has proven
(up to great extent) to describe a new experimental realisation, where the non-resonant USC
regime was achieved. On the other hand, a typical DSC feature of the quantum Rabi model has
been observed in an extended version with a more realistic superconducting qutrit-two-mode
structure, not only in the DSC regime but also in the dark zone. Thus, this work opens several
research lines, among which, the most prominent one is the use of a transmon qubit in the USC
regime and beyond it as a new tool for quantum computation. Moreover, we foresee the use
of transmission line resonators ultrastrongly coupled to transmon qubits to do digital-analog
quantum simulations of quantum �eld theories, where exotic curvatures of space-time could be
mapped into transmission line geometries.
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Appendix A

Sturm-Liouville eigenvalue problem

In this appendix, we explicitly calculate some of the steps missing in the quantization procedure
of the new circuit model in Sec. 3.2.

A.1 Wave numbers kn and normalisation constants An

The eigenvalue problem set up by Eqs. (3.19)-(3.21) accepts as solution

un(x) = An sin(knx), 0 ≤ x < l, (A.1)

which, introduced in (3.21) gives the transcendental equation

C0

Cgkn
= tan(knl). (A.2)

This Sturm-Liouville-like problem is associated with a symmetric self-adjoint operator [46] (with
real eigenvalues) and therefore kn can only be either real or purely imaginary. It is trivial to
check that if kn where purely imaginary then Eq. (3.25) would become −C0/Cgkn = tanh(knl),
which clearly has no solution. Thus, we can conclude that kn has to take real values. This
equation can be numerically solved to �nd the wave numbers and frequencies of the normal
modes with for example the Newton-Raphson method. However, from a pictorial solution, see
Fig. A.1, we can easily appreciate that modes with big wave number tend to the solution
kn → nπ/l + εn, see below Sec. A.3 to see the scaling of εn. On the other hand, if the ratio
Cg/C0l is small enough, the �rst modes will be close to kn ≈ (2n+ 1)π/2l.

Had we had a voltage source bias at the beginning of the transmission line (x = 0), the
boundary condition of Eq. (3.21) would change to Φ(0, t) = Vgt. Thus, we would have to
add the constant mode with wave number and frequency kDC = ωDC = 0 (the transcendental
Eq. (A.2) does not apply here), and envelope uDC(x) = 1, in order for the eigenfunction to
be normalised according to Eq. (3.22). Using (3.18), we could extract this dc component
ψDC(t) = Vgt of the �ux �elds Φ(x, t) = ψDC(t) +

∑
n un(x)ψn(t). Finally, ψDC(t) could be

incorporated in the de�nition of the �ux variable of the Josephson junction φJ → φJ + ψDC ,
and after perfoming the Legendre transformation arrive at Eq. (3.35).

With the transcendental equation A.2, we can now �nd the normalisation constant for each
mode An as a function of CΣ setting n = m in Eq. (3.22)
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a b

Figure A.1: (a) Pictorial solution of the transcendental equation A.2 with ratio Cg/C0l = 0.04
(similar to the one that the circuit model requires to �t the real experiment of Sec. 3.3). Values
of knl are found where lines y1 and y2 intersect. It can be appreciated, that such a small
ratio yields small wave numbers very close to kn ≈ (2n + 1)π/2l, whereas any ratio will force
kn → nπ/l with n→∞ . (b) No solution for pure imaginary wave numbers kn.

´ l
0 dxC0u

2
n(x) + Cgu

2
n(l) = A2

n

(
C0

ˆ l

0
dx sin2(knx) + Cgsin

2(knl)

)
(A.3)

= A2
n

(
C0(

l

2
− sin(2knx)

4kn
) + Cgsin

2(knl)

)
(A.4)

= A2
n

(
1

2
(C0l − Cgsin2(knx)) + Cgsin

2(knl)

)
(A.5)

=
A2
n

2

(
C0l +

CgC
2
0

C2
0 + (Cgkn)2

)
= χn, (A.6)

where to go from the second to the third line we have made use of the transcendental equation.
Finally, imposing this result to Eq. (3.23) we get the �nal normalisation condition for the
amplitudes An

χn =
A2
n

2

(
C0l +

CgC
2
0

C2
0 + (Cgkn)2

)
⇐⇒

ˆ l

0
dxC0 + Cg = C0l + Cg = CΣ, (A.7)

and so

An =
√

2CΣ

(
C0l +

CgC
2
0

C2
0 + (Cgkn)2

)−1/2

. (A.8)

We note here that as kn grows linearly and monotonically with n, An is upper bounded.

A.2 Lagrangian derivation

Using the above orthonormality condition (3.22) we can now rewrite our Lagrangian (3.14) in
the basis {un(x)}. Letting L = 1

2(LK − LP + Lint + LCPB) and dropping for simplicity the
time parameter of the functions ψn and φJ we have
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A.3. Convergence issues of the sum α2
S

LK =

ˆ l

0
dxC0

(
Φ̇(x, t)

)2
(A.9)

=

ˆ l

0
dxC0

∑
n,m

ψ̇nψ̇mun(x)um(x) (A.10)

=
∑
n,m

ψ̇nψ̇m

ˆ l

0
dxC0un(x)um(x) (A.11)

=
∑
n,m

ψ̇nψ̇m (CΣδnm − Cgun(l)um(l)) (A.12)

LP =

ˆ l

0
dx

1

L0

(
Φ
′
(x, t)

)2
(A.13)

=

ˆ l

0
dx

1

L0

∑
n,m

ψnψmu
′
n(x)u

′
m(x) (A.14)

=
∑
n,m

ψnψm

[u′n(x)u
′
m(x)

L0

]l
0

−
ˆ l

0
dx
u
′′
n(x)

L0
um(x)

 (A.15)

=
∑
n,m

ψnψmω
2
n

(
Cgun(l)um(l) +

ˆ l

0
dxC0un(x)um(x)

)
(A.16)

=
∑
n,m

ψnψmω
2
nCΣδnm = CΣ

∑
n,m

ψ2
nω

2
n (A.17)

Lint = Cg

(
Φ̇(l, t)− φ̇J

)2
(A.18)

= Cg
∑
n,m

ψ̇nψ̇mun(l)um(l)

−2Cg
∑
n

ψ̇nun(l)φ̇J + Cgφ̇
2
J (A.19)

and summing all the terms we arrive to the Lagrangian

L =
∑
n

CΣ

2
ψ̇2
n −

1

2Ln
ψ2
n − Cgψ̇nun(l)φ̇J +

(CJ + Cg)

2
φ̇2
J + EJ cos (2πφJ/φ0) . (A.20)

A.3 Convergence issues of the sum α2
S

We see from the pictorial solution of the transcendental equation (Fig. A.1) that for large
n, knl → nπ + εn, where εn is a small displacement. Under this assumption, we write the
transcendental equation as

nπ + εn ≈ C0l

Cg
cotg (nπ + εn) (A.21)

=
C0l

Cg
cotg(εn). (A.22)
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Expanding the cotangent term to second order

nπ + εn =
C0l

Cg

1

εn

(
1− ε2n

3
+O

(
ε4n
))

, (A.23)

and retaining only the �rst order term in εn we �nd the approximate solution

εn ≈
C0l

Cgnπ
. (A.24)

We can derive now the scaling of knl

knl→ nπ

(
1 +O

(
1

n2

))
. (A.25)

On the other hand, the coupling constant αn is proportional to un(l) = Ansin(knl). We have
seen in Sec. A.1 that An is upper bounded for large n, while the scaling of sin(knl) can be
calculated as

sin (knl) ≈ sin (nπ + εn) (A.26)

= (−1)nsin(εn) (A.27)

≈ (−1)n
C0l

Cgnπ
. (A.28)

An approximate formula for the sum α2
S is

α2
S =

∑
n

α2
n =

(
Cg√
CΣCG

)2∑
n

u2
n(l) (A.29)

≈
C2
g

CΣCG

N∑
n=0

A2
nsin2(knl) +

(
2C0l

π
√
CΣCG

)2 ∞∑
n=N

A2
n

1

n2
(A.30)

=
C2
g

CΣCG

N∑
n=0

A2
nsin2(knl) +

8C0l

πCG
ψ(1)(N) (A.31)

where ψ(m)(z) is the mth derivative of the digamma function, and we have approximated the
amplitude values by their upper bounds An ≈

√
2CΣ/C0l. The above approximate formula is

valid when we truncate the �nite sum to the N th bosonic mode, from which knl ≈ nπ + εn
holds. Moreover, the error done by truncating to the N th bosonic mode scales as O(1/N) due
to the asymptotic behaviour of the trigamma function ψ(1)(N), see [65]. In order to check the
convergence of the sum, it must be further studied the limits of the asymptotic series u2

n(l), e.g.
by going to higher order in perturbation theory.
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