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Abstract: Modeling adsorption phenomena on surfaces by DFT calculations often involves substantial errors, resulting in inaccurate predictions 

of catalytic activities. Such errors partly stem from the inaccurate description of the energetics of free molecules. Herein, we use a semiempirical 

group-additivity method to correct the DFT-calculated heats of formation of 106 nitrogen-containing gaseous compounds belonging to 15 

different chemical families. PBE, PW91, RPBE and BEEF-vdW initially yield mean absolute errors (MAEs) with respect to experiments in the 

range of 0.32-0.75 eV. After correcting the systematic errors, the overall MAEs decrease to ~0.05 eV. Additionally, upon applying the corrections 

to three types of reaction enthalpies, the resulting MAEs are below 0.10 eV. These functional-group corrections can be used in (electro)catalysis 

to correct the gas-phase references necessary to evaluate equilibrium potentials and adsorption energies, predict error cancellation, and assess 

conflicting experimental data. 

Introduction 

The heat of formation is among the most important thermodynamic properties of compounds. It can be used to calculate reaction 

enthalpies and free energies (when combined with entropy values), which are paramount in a wide variety of applications in chemistry 

and chemical engineering such as energy storage,[1,2] chemical reaction engineering,[3–5] process system design,[6] combustion,[7] 

electrocatalysis,[8–10] and thermochemical and electrochemical stability assessment.[10–16] However, experimental heats of formation are 

unavailable for a vast number of compounds.[17] In such cases, computational methods provide a means to calculate those and related 

thermochemical properties.[18–22] 

Density functional theory (DFT) is commonly used for predicting heats of formation since it allows ab-initio calculation of ground-

state properties of molecules and materials.[11,23,24] The choice of the DFT exchange-correlation functional depends on the specific 

problem under study. For instance, exchange-correlation functionals based on the generalized gradient approximation (GGAs) usually 

provide a fair description of metals, while meta-GGAs and hybrid functionals are used to accurately describe molecules and solids with 

localized electrons.[25–27] 

GGAs are known to present deviations with respect to experimental energetics of some diatomic species such as O2.
[11,12,26,28–31] 

In fact, numerous works have reported errors when GGA functionals are used to predict gas-phase energetics.[32–37] Despite large 

individual errors, GGAs may as well give fair predictions of reaction enthalpies depending on the similarity of the molecules involved. 

In other words, GGA functionals may benefit from error cancellation when dealing with structurally similar compounds.[13,38,39] For 

instance, systematic errors can be introduced by certain chemical structures, such as functional groups,[32–34] and thus GGA-based 

thermochemistry predictions can be closer to their experimental values when akin compounds appear on opposite sides of chemical 

reactions.[11,13,32] 

However, it is unadvisable to rely on error cancellation when studying a series of chemical reactions. Heterogenous catalysis and 

surface science are specific areas where it is vital to detect and correct inaccuracies in the description of free molecules, because 

gas/liquid/solid interfaces have to be described at the same level of theory. If the gas phase is not well described in every  step of a 

reaction pathway, considerable errors in the predictions may arise. An affordable approach to correct these deviations involves the use 

of semiempirical corrections. For instance, Peterson et al.[34] studied reaction energies of different molecules containing the OCO 

backbone in their structure, such as CO2 and HCOOH. Through a minimization of the dataset’s mean absolute error (MAE) with respect 

to experiments, an OCO backbone error of -0.45 eV was found for the RPBE exchange-correlation functional. Similarly, Studt et al.[40] 

determined an H2 error of -0.09 eV for the BEEF-vdW exchange-correlation functional. Christensen et al.[33] proposed a functional 

analysis to identify the chemical structures that required an energy correction. They concluded that the main source of error in CO2 

reactions was associated with C=O bonds and not the OCO backbone.  Guthrie [41] suggested different alternatives to calculate accurate 

heats of formation using DFT by following the group-additivity scheme of Benson and Buss.[42] Along those lines, Granda-Marulanda 

et al.[32] devised a semiempirical method to correct the formation energies of gas-phase molecules belonging to the carbon cycle by 

pinpointing and correcting systematic errors introduced by their functional groups.  

Herein, by means of a group-additivity method, we identify and correct DFT errors in common GGAs for the calculation of heats 

of formation of carbon- and nitrogen-containing compounds. A dataset containing 106 gaseous molecules is used to obtain the 

corrections and their suitability is assessed by analyzing three different reactions. In general, the presence of nitrogen in organic 

compounds causes large, negative errors, and only when all corrections are simultaneously applied do the mean and maximum errors 

go down. We also show how our approach can aid in (i) predicting when error cancellation is significant, (ii) determining the quality of 
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experimental measurements when only scarce, contradicting data are available, and (iii) assessing more accurate adsorption energies 

and catalytic pathways. 

Methodology 

Computational 

All calculations were performed using the VASP code[43] and four different GGAs, namely, PBE,[44] PW91,[45] RPBE,[46] and BEEF-

vdW.[47] The effect of D3 dispersion corrections with and without Becke-Johnson damping[48,49] on the predictions of PBE and RPBE is 

discussed in section S8. The chemical families studied and the number of members in each family are provided in  

 

 
 

 

 

 

 

 

 

 

 

Table 1 and Figure 1. Table S2 contains the list of the 106 gaseous molecules analyzed.  

The DFT-calculated, ground-state energy (EDFT) and the zero-point energy corrections (ZPE) were calculated for each compound. 

The heats of formation from the elements in their standard states were approximated as: 

 ∆𝑓𝐻𝑜
𝐷𝐹𝑇 ≈  ∆𝑓𝐸𝐷𝐹𝑇 +  ∆𝑓𝑍𝑃𝐸                                 (1)  

The ZPEs were evaluated from the vibrational frequencies obtained using the harmonic oscillator approximation. The heat 

capacity contribution to the formation energies, ∫ C𝑝𝑑𝑇, was not included in Equation 1 since its effect is not significant in the range of 

0 to 298.15 K.[11,32,50] Experimental heats of formation (∆𝑓𝐻𝑜
𝐸𝑋𝑃) were taken from thermodynamic tables for all the compounds,[51–53] 

except for hydroxylamine and n,o-hydroxylamine species. For hydroxylamine, the heat of formation recommended by Saraf et al.[22] 

was considered. For n,o-hydroxylamines species the heats of formation were taken from other works.[54]  

The gaseous molecules were relaxed using the conjugate gradient algorithm in cells that assured a minimum distance of 10 Å 

between periodic images, with volumes up to 15625 Å3 for the largest molecules. We sampled the reciprocal space using Monkhorst–

Pack grids,[55] only considering the Γ–point. The projector augmented-wave (PAW) method[56] was used to describe ion-electron 

interactions. The convergence criterion for the maximal forces on the atoms was 0.01 eV/ Å. The energy cutoff was 400 eV, which 

guaranteed converged reaction energies (section S5.1) and enables one-to-one comparisons to previous works.[32] Gaussian smearing 

with an electronic temperature of 0.001 eV was used. In all cases, the energies were extrapolated to 0 K. Spin unrestricted calculations 

were performed only for NO. 

Evaluating the errors and correcting the heats of formation 

The dataset was used to determine the errors in the DFT-calculated heats of formation (∆𝑓𝐻𝑜
𝐷𝐹𝑇) of molecules with at least one of the 

following atoms in their structure: C, N, O or H. A general formation reaction for the molecules in the dataset is: 

𝛼1𝐶 + 𝛼2𝑁2 +  𝛼3𝑂2 +  𝛼4𝐻2 → 𝐶𝛼1
𝑁2𝛼2

𝑂2𝛼3
𝐻2𝛼4

          (2) 

where 𝛼𝑖  are stoichiometric coefficients. For instance, the formation of formamide (CH3NO) using Equation 2 is: 𝐶 +
1

2
𝑁2 + 

1

2
𝑂2 +

 
3

2
𝐻2 → 𝐶𝐻3𝑁𝑂. Regarding the reactants in Equation 2, the following considerations were made: the standard state of C(s) was modelled 

as graphene and not graphite. This approximation is supported by the fact that the interlayer cohesive energy of graphite is relatively 

low, as it stems from weak van der Waals interactions.[57] Reported values are in the range of 0.031–0.064 eV/atom[57–62] which, as will 

be shown later, are comparable to the mean errors in this study.[32] The converged C-C bond length in graphene using PBE and RPBE 

is 1.43 Å, and 1.42 Å using PW91 and BEEF-vdW, close to the experimental value (1.42 Å).[63] EO2(g) was calculated using the 

semiempirical approach reported in previous works (see section S1),[13] since its poor description by most DFT exchange-correlation 

functionals is well known.[26] H2(g) is generally well described and only a small correction has been proposed before for BEEF-vdW.[40,64]  
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Equation 2 was used to calculate the heat of formation of each compound. The predicted heat of formation (∆𝑓𝐻𝑜
𝐷𝐹𝑇) without any 

corrections to the functional groups, was compared with the experimental heat of formation (∆𝑓𝐻𝑜
𝐸𝑋𝑃), their difference being the total 

error (𝜀𝑇): 

𝜀𝑇 = ∆𝑓𝐻𝑜
𝐷𝐹𝑇 − ∆𝑓𝐻𝑜

𝐸𝑋𝑃                                                (3)  

In line with previous works,[32] we consider that 𝜀𝑇 can be expressed as the sum of the errors of the reactants and products in the 

formation reaction. Thus, for a given reaction: 

𝜀𝑇 =  ∑ 𝜀𝑃 − ∑ 𝜀𝑅                                                (4) 

where the sums collect all the errors associated to the constituent elements (𝜀𝑅) and the functional groups within the molecules (𝜀𝑃) in 

Equation 2, considering their stoichiometric coefficients. Assuming that the total error of a molecule depends on its functional groups is 

in the spirit of group additivity, which is widely used for the calculation of thermochemical properties, such as enthalpies.[42] Since C is 

in the solid state and O2(g) is conveniently corrected based on H2(g) and H2O(g), the main contributor to the errors in the reactants in 

Equation 2 (∑ 𝜀𝑅) is N2(g). 

Our analysis is based on the formation enthalpy, unlike previous works based on the Gibbs energy of formation (∆𝑓𝐺𝑜).[32] However, 

the two approaches are interchangeable, since the entropies used in the computation of the Gibbs energies are usually taken f rom 

experimental tables.[32,51–53] The advantage of using the formation enthalpy instead of the free energy is the increased availability of 

experimental data for the former compared to the latter.   

As said before, 𝜀𝑅  in Equation 4 is mostly related to N2(g), and 𝜀𝑁2 is calculated based on NH3(g) formation (section S5), as the 

atomization energy of ammonia is typically well described by DFT at the GGA and meta-GGA levels.[26] This is presumably because 

there are only single N–H bonds in NH3(g), and noticeable errors tend to appear in the DFT energetics of molecules when double and 

triple bonds are present.[26,65] The soundness of assuming a good description of ammonia is supported by the fact that the amine 

functional-group error is close to zero once N2 is corrected ( 

 

 
 

 

 

 

 

 

 

 

 

Table 1), as NH3 can be considered as an amine with Ri = –H (Figure 1).  

To estimate the functional-group errors (𝜀𝑃), an averaging approach is used. The corrected heat of formation (∆𝑓𝐻𝑜
𝐶𝑂𝑅𝑅) can be 

calculated using Equation 5. 

∆𝑓𝐻𝑜
𝐶𝑂𝑅𝑅 =  ∆𝑓𝐻𝑜

𝐷𝐹𝑇 −  ∑ 𝜀𝑃 + ∑ 𝜀𝑅                     (5) 

Thus, a molecule is regarded as a collection of different functional groups, each of them contributing to the total error with a 

specific functional-group error. The functional groups considered here are schematized in Figure 1. In general, functional groups are 

established from an organic chemistry perspective. When ambiguities arise, the precedence of a chemical group over another is  

dictated by its largest molecular weight. For instance, hydrazine (N2H4) and the compounds derived from it are not taken as amines 

with two -NRi groups but rather as an independent family (see Figure 1). Similarly, we do not consider o-methylhydroxylamine as an 

ether group (-CO- with a molecular weight of 28 g/mol) bonded to an amino group (-NH2 with molecular weight of 16 g/mol), but rather 

a hydroxylamine group (-ON- with a molecular weight of 30 g/mol) bonded to a methyl (-CH3) group. 

If a molecule has a unique combination of functional groups, such that no other compounds with the same chemical structure are 

in the dataset, its errors are assumed to be introduced by the molecule as a whole. Typical examples are CO2 and CO, which possess 

well-known particular errors: the OCO-backbone and C=O bond errors, respectively.[33] Among the molecules studied here, nitric oxide 

(NO) belongs to this category.  
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Figure 1. Functional groups considered in this work. In red, generic substituents Ri. A complete list of the compounds in this study can be found in Table S2.  

Validating the corrections using reaction enthalpies 

The DFT-calculated reaction enthalpy (∆𝑟𝐻𝑜
𝐷𝐹𝑇 ) is defined as: 

∆𝑟𝐻𝑜
𝐷𝐹𝑇  = ∑ ∆𝑓𝐻𝑜

𝐷𝐹𝑇,𝑃 − ∑ ∆𝑓𝐻𝑜
𝐷𝐹𝑇,𝑅                (6) 

where ∑ ∆𝑓𝐻𝑜
𝐷𝐹𝑇,𝑃 collects the heats of formation of all products and ∑ ∆𝑓𝐻𝑜

𝐷𝐹𝑇,𝑅   collects the heats of formation of all reactants. The 

corrected reaction enthalpy (∆𝑟𝐻𝑜
𝐶𝑂𝑅𝑅 ) is calculated by correcting the heats of formation of reactants and products, as shown in the 

Equation 7.  

∆𝑟𝐻𝑜
𝐶𝑂𝑅𝑅 = ∑ ∆𝑓𝐻𝑜

𝐶𝑂𝑅𝑅,𝑃 − ∑ ∆𝑓𝐻𝑜
𝐶𝑂𝑅𝑅,𝑅                        (7) 

Results 
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Table 1 contains the functional-group errors (𝜀𝑃) for four exchange-correlation functionals. The calculated and experimental heats of 

formation for each molecule in the dataset are in Table S3. In the following, we will exemplify the error detection and quantification of 

the DFT-calculated heats of formation for the –NO3 family using the values for PBE from Tables 1 and S3. The family includes nitric 

acid (HNO3), methyl nitrate (CH3NO3), ethyl nitrate (C2H5NO3), propyl nitrate (C3H7NO3), isopropyl nitrate (C3H7NO3) and 1, 2, 3-

propanetriol trinitrate (C3H5N3O9). First, 𝜀𝑅 is determined: following Equation 2, the N2(g) error is the only one included in the reactants: 

𝜀𝑅 =
𝛼2

2
∙ 𝜀𝑁2. In turn, 𝜀𝑁2, is calculated using Equation S5. For PBE, 𝜀𝑁2 = 0.34 eV ( 

 

 
 

 

 

 

 

 

 

 

 

Table 1 and section S5). 

The next step is the evaluation of the errors inherited from the functional groups. Nitrates have the general chemical structure R–

NO3, where R can be any functional group, for instance, an alkyl group. Therefore, 𝜀𝑃 for the nitrate family is: 

 
𝜀𝑃 = 𝑛𝑁𝑂3

∙  𝜀𝑁𝑂3
+ 𝑛𝑛−𝑎𝑙𝑘𝑎𝑛𝑒 ∙  𝜀 𝑛−𝑎𝑙𝑘𝑎𝑛𝑒 + 𝑛𝐼𝐶 ∙  𝜀 𝐼𝐶 + 𝑛𝑁𝐶 ∙  𝜀 𝑁𝐶        (8) 

 

where 𝑛𝑖 indicates the number of instances that the functional group 𝑖 appears in the molecule, and 𝜀 𝑛−𝑎𝑙𝑘𝑎𝑛𝑒 , 𝜀 𝐼𝐶 and 𝜀𝑁𝐶  are the errors 

associated to n-alkane chains, iso-Carbon and neo-Carbon groups, respectively. The term n-alkane gathers C atoms bound to several 

hydrogen atoms, namely, -CH2-, CH3- and CH4. Iso-Carbon refers to an sp3 carbon atom with only one hydrogen atom among its 

substituents, and neo-Carbon refers to an sp3 carbon atom that is not bonded to any hydrogen atom.  

Once the total 𝜀𝑃 of the compounds is expressed as a sum of the errors of each functional group, the contribution of the functional 

group characterizing the chemical family (𝜀𝑁𝑂3
) is calculated for each family member. This presupposes that the errors of the alkyl 

groups are already known, so that for each compound the only unknown term in 𝜀𝑃 is 𝜀𝑁𝑂3
. See section S5 for a detailed explanation 

on how the separate errors per functional group were determined.  

We note that the n-alkane correction was previously calculated from a dataset with molecules containing up to five carbon 

atoms,[32] and it was reported to a 10 meV precision. However, small rounding errors propagate when the corrections are applied to 

large compounds, such that cumulative residual errors can eventually surpass the MAE. This is important for the dataset used here 

since larger alkanes, up to ten carbon atoms (decane), are included. Thus, we recalculated the -CHx error and report it with an additional 

decimal place (1 meV precision) in  

 

 
 

 

 

 

 

 

 

 

 

Table 1. Error propagation might as well happen for the other functional groups, but -CHx moieties are ubiquitous in organic 

molecules, hence the importance of an accurate assessment of their errors.  
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For instance, consider the case of 1,2,3-propanetriol trinitrate (C3H5N3O9). With PBE, ∆𝑓𝐻𝑜
𝐷𝐹𝑇 = -6.29 eV and ∆𝑓𝐻𝑜

𝐸𝑋𝑃 = -2.89 

eV, such that the total error is  𝜀𝑇 = -3.40 eV. The errors involved in the formation reaction of 1, 2, 3-propanetriol trinitrate, (3 C + 5/2 

H2 + 3/2 N2 + 9/2 O2 → C3H5N3O9) are those of N2 (𝜀𝑁2
= 0.34 eV), the n-alkane group (𝜀 𝑛−𝑎𝑙𝑘𝑎𝑛𝑒 = 0.036 eV), the iso-Carbon group 

(𝜀𝐼𝐶 = 0.13 eV), and the nitrate group. Since 1,2,3–propanetriol trinitrate contains three N atoms (1.5 N2 groups), two n-alkane groups, 

one iso-Carbon group and three nitrate groups, from Equation 8 we obtain 𝜀𝑁𝑂3
= -1.03 eV. Averaging over the entire family, the nitrate 

error is -1.00 eV ( 

 

 
 

 

 

 

 

 

 

 

 

Table 1). All corrections in  

 

 
 

 

 

 

 

 

 

 

 

Table 1 were obtained analogously. 

 
 

 

 

 

 

 

 

 

 

 

 

 

Table 1. Error contributions of the functional groups (𝜀𝑃) present in the gas-phase heats of formation of the 106 compounds in Table S2 for four common xc-

functionals. All values are in eV.  
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Functional 

Group 

Number of 

molecules 

PBE PW91 RPBE BEEF-vdW 

N2 1 0.34 0.38 -0.05 -0.32 

NO 1 -0.07 0.05 -0.42 -0.58 

CO 1 0.24 0.26 -0.10 -0.18 

n-Alkane[a] 9 0.036 0.015 0.086 0.203 

Iso-Carbon 

(IC)  

7 0.13 0.12 0.25 0.20 

 

Neo-Carbon 

(NC) 

3 0.22 0.21 0.38 0.27 

Amines  22 0.00 0.00 0.04 -0.09 

Nitro  8 -0.65 -0.57 -0.81 -1.08 

Nitrate  6 -1.00 -0.91 -1.17 -1.45 

Nitrite  8 -0.56 -0.50 -0.79 -1.02 

Hydroxylamine 5 -0.16 -0.15 -0.15 -0.31 

Phenyl 9 -0.06 -0.12 -0.13 0.17 

Aniline   5 -0.16 -0.21 -0.16 0.05 

Hydrazine  4 -0.09 -0.08 -0.05 -0.21 

Amide  9 -0.17 -0.15 -0.20 -0.38 

Nitrile  9 0.10 0.11 -0.17 -0.33 

[a] The error of the n-alkane functional group is reported with an additional decimal place to avoid the propagation of rounding errors for molecules with numerous 

-CHx units. 
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Figure 2 shows the parity plots for the experimental, DFT-calculated and corrected heats of formation. The left panels show the 

heats of formation before any correction (DFT as is: ∆𝑓𝐻𝑜
𝐷𝐹𝑇), the middle panels show the heats of formation once N2(g) is corrected 

(N2 correction: ∆𝑓𝐻𝑜
𝐷𝐹𝑇 + ∑ 𝜀𝑅), and the right panels show the heats of formation after the functional-group corrections (FG correction: 

∆𝑓𝐻𝑜
𝐷𝐹𝑇 −  ∑ 𝜀𝑃 + ∑ 𝜀𝑅). The uncorrected heats of formation contain substantial mean/maximum absolute errors (MAEs and MAXs) in 

the order of 0.3-0.8 and 3.0-3.5 eV, respectively. After applying the N2 corrections ( 

 
Figure 2, middle panels), the MAE of the RPBE dataset remained almost the same (0.46 eV). For the other functionals, small MAE 

reductions occurred. The MAX was reduced for PBE and PW91 after the N2 correction, while showing a slight increment for RPBE 

(0.08 eV) and a large worsening for BEEF-vdW from 3.45 to 3.92 eV. These results suggest that the N2(g) correction by itself does not 

guarantee a systematic improvement of the DFT-calculated heats of formation, and that functional-group corrections are advisable to 

approach chemical accuracy. The modest improvement upon the N2(g) correction stems from the following facts: 

(i) With few exceptions, the errors of the nitrogen-containing functional groups are negative and those of -CHx groups are positive 

( 

(ii)  

(iii)  
 

 

 

 

 

 

 

 

 

(iv) Table 1). Thus, for a molecule where these two errors exist, appreciable error cancellation likely takes place. Depending on 

the magnitude and sign of the resulting errors, the N2(g) correction might have modest effects (e.g. RPBE) or even be 

detrimental for the MAX (e.g. RPBE and BEEF-vdW). See section S9 for detailed examples.  

(v) 𝜀𝑅 = 𝛼2 ∙ 𝜀𝑁2 (usually 0.17 eV for PBE, as 2 = ½ in most cases) is markedly smaller than those of other N-containing groups, 

such as the nitro/nitrate groups (-0.65/-1.00 eV, see  

(vi)  
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(vii)  
 

 

 

 

 

 

 

 

 

(viii) Table 1).  
 

 

Figure 2. Parity plots for the experimental (x-axis)[22,51–54] and DFT (y-axis) heats of formation in the gas phase using PBE (red), PW91 (brown), RPBE (green) and 

BEEF-vdW (blue). Left: DFT-calculated heats of formation with no corrections. Center: DFT heats of formation upon correcting N2(g). Right: heats of formation upon 

correcting N2(g) and the functional group (FG) errors. The shaded area is ±MAE in each case. MAE/MAX: mean/maximum absolute errors. 

 

We observe in  
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Figure 2 (right panels) that when the corrections to the functional groups were applied, the overall MAE and MAX of the dataset 

were lowered by one order of magnitude, and in all cases approached chemical accuracy (1 kcal/mol). Figures S1-S13 show that 

compensating each functional-group error contributes appreciably to lowering the MAE and MAX of the respective family of compounds. 

Hence, the assignment of the compounds to their respective chemical families is adequate, and the functional-group errors are 

systematic.  

The corrections in  

 

 
 

 

 

 

 

 

 

 

 

Table 1 are functional dependent and, thus, different values and signs are observed for the analyzed exchange-correlation 

functionals. For a given family, similar errors were obtained for PBE and PW91, as has been shown for other energetic 

calculations.[32,66,67] This reflects the fact that PBE was devised to mimic PW91’s results through a simpler approach.[44] In turn, the 

corrections for RPBE in  

 

 
 

 

 

 



    

11 

 

 

 

 

 

 

Table 1 are generally halfway between those of PW91/PBE and BEEF-vdW.  

 

 

 
 

 

 

 

 

 

 

 

 

Table 1 provides an easy way to predict if a given molecule can be accurately described without any corrections. For instance, 

hydrazine (N2H4) calculated with RPBE has a similar error to that of N2. In this case, ∑ 𝜀𝑃 − ∑ 𝜀𝑅= 0.00 eV, such that the DFT heat of 

formation is equal to the experimental and the corrected ones. For n-alkanes, this approach is useful. For example, for PW91 𝜀𝑛−𝑎𝑙𝑘𝑎𝑛𝑒  = 

0.015 eV, thus, short-chain n-alkanes (up to n-butane) are described using this functional with errors below 0.1 eV. Conversely, the 

use of BEEF-vdW or RPBE (with errors of 0.20 eV/CHx and 0.09 eV/CHx) definitely entails gas-phase corrections if accurate energetics 

are sought. 

Because the method presented here is semiempirical, the quality and availability of the experimental data are paramount. 

Nevertheless, in some cases, experimental data are scarce or inconsistent, leading to ambiguous error estimations. For instance, the 

experimental heat of formation of hydroxylamine has been reported in previous works with differences of 0.08 eV.[54,68] This error is 

comparable to the maximum error (MAX) of the hydroxylamine family found for the four functionals upon the corrections (Figures 1 and 

S8). Thus, one may use the parity line to identify “suspicious” experimental values, corresponding to compounds that do not fall on the 

parity line after all necessary corrections. For example, Figure S4 (right panels) shows that for all functionals, except BEEF-vdW, a 

dissonant value for tripropylamine persists after all corrections are applied. This might be an indication that the experimental data have 

large uncertainties. In fact, the reliability of the experimental data cannot be ascertained since the source does not report  one of the 

references used in the determination of the heat of formation.[53] 

The presence of several groups within a given molecule may lead to different gas-phase corrections, which can be obtained 

analogously to the rest of the corrections in this study. This is illustrated for CHx(NO2)y (x = 1,2,3; x+y = 4) in section S7. 

The corrections in  

 

 
 

 

 

 

 

 

 

 

 

Table 1 were suitably applied to all compounds in the dataset to correct the reaction energy of Equation 9, in which the molecules 

in the dataset are produced from CO(g), NO(g) and H2O(g).  
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𝛼1 ∙ 𝐶𝑂 +  2𝛼2 ∙ 𝑁𝑂 + 𝛼4 ∙ 𝐻2𝑂 → 𝐶𝛼1

𝑁2𝛼2
𝑂2𝛼3

𝐻2𝛼4
 + 𝛼5 ∙ 𝑂2         (9)                            

 
where 𝐶𝛼1

𝑁𝛼2
𝑂2𝛼3

𝐻2𝛼4
 refers to the molecules within the dataset (as in Equation 2), and 𝛼5 = (𝛼1 + 2𝛼2 − 2𝛼3 + 𝛼4)/2. For instance, 

Equation 9 for formamide is: 𝐶𝑂 + 𝑁𝑂 +  
3

2
𝐻2𝑂 → 𝐶𝐻3𝑁𝑂 + 

5

4
𝑂2. In Table S4 we provide the experimental and calculated reaction 

energies that produce each compound in the dataset.  

 

Figure 3 contains the parity plots of the corresponding experimental (∆𝑟𝐻𝑜
𝐸𝑋𝑃) and calculated reaction enthalpies (∆𝑟𝐻𝑜

𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑), 

see Table S4. Large errors are observed in the uncorrected reaction energies shown in the left panels of  

Figure 3, with the MAEs and MAXs in the ranges of 1.0–1.7 and 2.5–3.9 eV, respectively. After applying the corrections to the 

reactants ( 

Figure 3, center panels), a MAE lowering of ~1.0 eV is achieved for RPBE and BEEF-vdW, while reductions of ~0.8 and 0.5 eV 

occurred for PBE and PW91, respectively. The final errors are close to chemical accuracy ( 

Figure 3, right panels). The MAEs and MAXs of the reaction enthalpies are identical to the errors of the heats of formation in the 

middle and right panels in Figure  2, which shows that the functional-group errors are systematic and do not propagate upon the 

corrections. 
 

Figure 3. Parity plots for the experimental (x-axis)[22,51–54] and DFT (y-axis) reaction enthalpies of Equation 9 using PBE (red), RPBE (green), PW91 (brown), and 

BEEF-vdW (blue). Left: DFT-calculated reaction enthalpies with no corrections. Center: DFT reaction enthalpies upon correcting N2(g). Right: heats of formation 

upon correcting N2(g) and the functional groups. The shaded area is ±MAE in each case. MAE/MAX: mean/maximum absolute errors.   

The relevance of the semiempirical method for energy calculations in chemicals reactions is highlighted by the possibility of 

reactions modifying the functional groups. As seen in  
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Table 1, the errors of N-containing compounds may exhibit large variations depending on the functional group, and it is expected 

that error cancelation will not forcedly apply to all reactions involving those functional groups. Thus, as a final test, we consider two 

reactions combining substances within the dataset, namely the reduction of nitrates to nitrites and the isomerization of nitro-compounds 

to nitrites (Equations 10 and 11, respectively). In Table S5 the reactants, products and substituents (Ri) are detailed.  

 

𝑅 − 𝑁𝑂3 +  𝐻2  → 𝑅 − 𝑂𝑁𝑂 +  𝐻2𝑂                                  (10) 

 

𝑅 − 𝑁𝑂2  → 𝑅 − 𝑂𝑁𝑂                                                               (11) 

 

 

 

 
 

 

 

 

 

Figure 4 shows the parity plots between the experimental (∆𝑟𝐻𝑜
𝐸𝑋𝑃) and calculated values (∆𝑟𝐻𝑜

𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑) for these reactions. The 

left panels contain the data of the reduction reaction, while the right panels contain the isomerization data. Each panel shows the 

uncorrected (blue circles) and corrected (orange crosses) reaction enthalpies. 
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Figure 4. Parity plots for the experimental (x-axis)[22,51–54] and DFT (y-axis) reaction enthalpies for the reduction of nitrates to nitrites (left) and the isomerization of 

nitro-compounds to nitrites (right) using PBE, RPBE, PW91, and BEEF-vdW. The reaction enthalpies with no corrections are shown as blue circles. The corrected 

reaction enthalpies are shown as orange crosses. The uncorrected/corrected MAEs and MAXs are shown in blue/orange. The shaded area is ±MAE of the corrected 

data in each case 

 

As in Figures 2 and 3, large errors are present in the uncorrected enthalpies of nitrate reduction (average of the MAEs ≈ 0.42 eV; 

MAX ≈ 0.55 eV). This is expectable, as the alkane-based errors in Equation 10 cancel out, and the total error is due to the -NO3 and -

ONO groups, which differ by ~0.42 eV ( 

 

 
 

 

 

 

 

 

 

 

 

Table 1). Upon the corrections, there is a clear shift toward the parity line (average of the MAEs ≈ 0.05 eV; MAX ≈ 0.11 eV).  

On the other hand, for the isomerization reaction, the errors before the corrections are not large (average of the MAEs ≈ 0.08 eV; 

MAX ≈ 0.21 eV). This is also expectable, as the corrections for the nitrite and nitro groups differ only by 0.06 eV ( 
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Table 1). When the corrections are applied, the MAEs remain small and the MAXs decrease (average of the MAEs ≈ 0.08 eV; 

MAX ≈ 0.12 eV). In brief,  

 

 
 

 

 

 

 

Figure 4 shows that when the corrected energies of the substances in the dataset are combined, the resulting errors in the reaction 

energies are also low, without relying on error cancellation. 

Brief discussion 

Our method can be used for the accurate determination of reaction energies and adsorption energies in heterogeneous catalysis, and 

of equilibrium potentials and adsorption energies in electrocatalysis. This is schematized in Figure 5 for the following hypothetical 

reaction:  

A(g) + B(g) → AB(g)                              (12) 

The enthalpy of this gas-phase reaction can be calculated from the heats of formation of A(g) and B(g) and AB(g): 

rH = fHAB - fHA - fHB            (13) 

 Clearly, if there are appreciable errors in fHA, fHB, fHAB calculated with DFT it is likely that the heat of reaction (rH) will deviate 

considerably from experiments, unless there is significant error cancellation. Furthermore, the gas-phase errors also affect the 

adsorption energies of A, B and AB (HA
ads, HB

ads, HAB
ads), so that the analysis of catalytic pathways might be severely affected. 

According to Figure 5, the connection between the catalytic steps and the reaction energy is the following: 

rH = HA
ads + HB

ads + Hcoupling - HAB
ads         (14) 

 Thus, the first step toward a good description of catalytic pathways is a good estimation of the overall reaction enthalpy and its 

separate components. Of course, more ingredients are needed for an accurate assessment of adsorption energies in solution, namely 

corrections to the adsorbed state[33,69] and solvation corrections.[70–72] In fact, recent studies coupling gas-phase corrections and 

solvation corrections led to reaction free energies, equilibrium potentials and catalytic onset potentials in good agreement with 

experiments.[32,73]   

 

 

Figure 5. Hypothetical catalytic coupling of A and B to produce AB. The catalytic coupling entails the adsorption of A and B, their surface coupling, and the desorption 

of AB. Except for *A-*B coupling, all steps involve gas-phase species and, thus, are affected by their associated errors.   
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Conclusions 

Here we showed that when PBE, PW91, RPBE and BEEF-vdW, are used to predict the heats of formation of N-containing gaseous 

compounds, large average errors are encountered. Such errors are introduced by molecular nitrogen (N2) and an assortment of 

functional groups present in the compounds. Using a semiempirical method, we observed that correcting the error in N2(g) alone does 

not yield a significant improvement of the dataset’s DFT-calculated predicted enthalpies. Conversely, when both nitrogen and functional 

group corrections were implemented, the MAEs and MAXs decrease by one order of magnitude, and the resulting MAEs are close to 

chemical accuracy.  

Our correction scheme is robust enough to correct the DFT-calculated reaction enthalpies regardless of the presence or absence 

of error cancellation. This was illustrated by applying the corrections to the reduction reaction of nitrates to nitrites, which decreased 

the MAEs from ~0.42 to ~0.05 eV. In addition, the MAEs for the isomerization of nitro-compounds to nitrites remained at ∼0.08 eV after 

the corrections. Thus, the method allows a rapid assessment of the need for gas-phase corrections for given substances calculated 

with specific exchange-correlation functionals and can be used to anticipate error cancellation in (electro)chemical reactions. In addition, 

because the method systematically leads to lower errors with respect to experiments, it can be used to evaluate the reliability of 

experimental heats of formation.  

In brief, our semiempirical method provides a simple and fast way to correct DFT errors in the heats of formation for a wide variety 

of N-containing gaseous compounds. This is useful in computational heterogenous catalysis and electrocatalysis, where an accurate 

assessment of equilibrium potentials and adsorption energies presupposes a good description of gaseous molecules.  
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